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Abstract

The problem of limiting the peak load of the power consumed by a set of electric loads has been largely addressed in

over 5 decades of research on power systems. The motivation of such attention arises from the benefits that a smoother

load profile brings to the management of power systems.

This paper illustrates an approach to the peak shaving problem that leverages the real-time scheduling discipline to

coordinate the activation/deactivation of a set of loads. The real-time scheduling is an active research topic in the field of

computing systems. The innovative idea proposed in this paper is to apply existing real-time scheduling algorithms and

analysis methods to the management of power loads. This solution requires an adequate modeling of considered devices

in order to derive a representation in terms of timing parameters. The modeling approach enables the handling of a set

of heterogeneous loads in a coordinated manner. In particular, this paper focuses on the modeling and management of

household appliances. For this purpose, a set of the most common appliances is modeled and their activation is controlled

by the proposed scheduling policy. Realistic assumptions are made on the daily usage of each device. The derived results

show an effective and predicable reduction of the peak load while guaranteeing the user comfort associated with the load

operation. The peak load of a single apartment is reduced by the 8% in the average case and by the 41% w.r.t. the

worst-case. Considering the coalition of several apartments, the scheduling approach achieves a peak load reduction up

to 46%.

Keywords: real-time, scheduling, modeling, peak shaving, home energy management, demand-side management,

electric load management, virtual electricity consumer

1. Introduction

The problem of limiting the peak of power consumed by

a set of electric loads has been widely studied in the field

of power systems [1]. The advantage of achieving a limited

peak load are both on the energy provider and user side.

The coordination of electric loads is often addressed in the

context of smart grids under the so-called Demand-Side
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Management (DSM) [2]. The DSM addresses techniques

targeted to the regulation of the demanded electric power.

This paper describes a method to coordinate a set of

electric loads to limit the peak load of power usage. The

proposed method leverages the real-time scheduling disci-

pline to coordinate the activation/deactivation of the load

set. Real-time scheduling is an active research field in the

computer science domain, where it is studied to manage

the concurrent execution of processing tasks on a set of

processors under timing constraints [3]. The innovative

idea proposed in this paper is to adapt some existing real-
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time scheduling and analysis methods to coordinate the ac-

tivation of activations power loads. This solution requires

an adequate modeling of the considered loads to derive

a representation in terms of timing parameters. Suitable

parameters can be found applying the so-called Real-Time

Physical System (RTPS) model [4]. The most remarkable

features of a power load management based on real-time

scheduling algorithms are:

• predictability: the behavior of a real-time schedul-

ing pattern is a-priori guaranteed in a mathematically

strong form [3];

• robustness: real-time scheduling algorithms are con-

cerned with worst-case working conditions [3];

• reusability: there are several modeling and control

methodologies that can be adapted and applied to

the load management [5];

• automatization: the derivation of load priorities is

based on the characteristics of both the load and the

underlying physical process, without the need of the

empirical intervention of a system designer [6];

• scalability: thanks to low-complexity algorithms,

large sets of heterogeneous loads can be effectively

managed and analyzed [7].

Although the proposed method can handle a set of het-

erogeneous loads, including industrial loads [8, 9], this pa-

per focuses on the modeling and the management of house-

hold appliances. Figure 1 depicts a Home Energy Man-

agement (HEM) infrastructure that allows to manage the

appliances of several houses/apartments in a coordinated

manner. This aggregated organization is known as coali-

tion, and the set of users are seen as a Virtual Electricity

Consumer [10].

For this purpose, a set of the most common appliances is

modeled and real-time scheduling algorithms are applied

to their coordination. The considered loads are classified

as time-triggered (TT) or event-triggered (ET) loads. A

TT load generated a periodic sequence of activation re-

quests. The TT loads considered in this paper are re-

frigerators and Heating, Ventilating and Air Conditioning

(HVAC) systems. On the other hand, the activation of ET

loads is triggered by the user. In this case, the automatic

coordination system schedules the load activity within a

given time interval. The considered ET loads are wash-

ing machines, dishwashers, and electric ovens. The type

of loads to model has been selected considering two pa-

rameters: its penetration rate, i.e., the percentage of the

population that purchased the appliance, and its control-

lability. The former allows to neglect those appliances that

are not widely spread. Only appliances having a penetra-

tion rate above 50% have been considered. The penetra-

tion rate has been evaluated on the Italian market, based

on the information reported in [11]. The controllability

refers to those loads that can be suitably managed by a

centralized controller, i.e., loads that can be freely turned

on/off without affecting the user comfort. For this reason,

non-controllable loads such as televisions and the lighting

systems have been excluded.

For each considered load a simple but accurate ther-

modynamic model has been derived. The model is used

to determine the values of timing parameters required to

perform an active control using real-time scheduling tech-

niques. The derived profiles have been validated against

real measured ones. The sources of measured profiles

are [12], a report developed in collaboration with the Eu-

ropean Committee of Domestic Equipment Manufacturers

(CECED), and [13]. Realistic assumptions are made on

the daily usage of each load.

The derived results show an effective and predictable

reduction of the peak load while guaranteeing the user

comfort associated with the load operation. In particular,

when the proposed approach is applied in the context of

a single apartment, simulation results show that the peak

load can be reduced from 8% up to 41%, for some load ac-
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Figure 1: The Home Energy Management system based

on real-time control techniques.

tivation patterns. Moreover, when a group of users forms

a coalition the benefits increase: the reduction is up to the

46% w.r.t. worst-case conditions.

1.1. Paper organization

The paper is organized as follows. Section 2 provides a

short introduction to the state of the art of electric load

management. In Section 3 the physical models of the pro-

cesses controlled by the considered electric devices are pre-

sented. Section 4 illustrates the proposed Home Energy

Management strategy, describing the adopted algorithms

and the timing characterization of loads. Since some of the

evaluated appliances, like washing machines and ovens, are

activated by the user, considerations on the user behavior

are reported in Section 5. In Section 6, an example of ap-

plication is provided on a single apartment, while Section 7

derives simulation results on a coalition. Finally, Section 8

states our conclusions.

2. Related works

This section focuses on existing modeling and coordina-

tion approaches targeted to peak load management.

Several papers propose physically based load models of

electric loads and appliances [14, 15, 16]. However, such

models are either uselessly detailed for our purposes or

they simply neglect loads that are considered in this paper.

We have tailored the complexity of our proposed models

to address the modeling in terms of timing parameters.

Over the decades, approaches based on optimization

techniques as linear programming [17] and linear con-

trol methods [18] have been proposed. Another class of

approaches is based on artificial intelligence techniques,

such as neural networks [19], self organizing agents [20],

fuzzy logic [21, 22], and expert systems [23]. Those meth-

ods do not provide any predictable forecasting on the

achievable peak load. Some works address the manage-

ment of distributed energy generation, i.e., from renew-

able sources [24]. Other ones target the cost optimization

associated with the peak load management [25]. Finally,

some works only address the modeling of loads, but do not

propose a specific method to reduce the peak load [26].

Recently, the green scheduling has been proposed in [27].

It addresses the peak reduction problem by scheduling

multiple interacting control systems within a constrained

peak demand envelope, while ensuring that safety and

operational conditions are guaranteed. This solution ef-

ficiently deals with the scheduling periodic loads. How-

ever, the approach has been tested on small-scale systems.

Moreover, the model does not consider ET loads, but only

thermal loads are simulated. Finally, the problem of limit-

ing the frequency of load interruption is not investigated.

In [28], the authors use an approach similar to the

one adopted in this paper. First, they define a physical

model of many household appliances. Then, they leverage

the model to test their Home Energy Management algo-

rithm [29] on the experimental set. Unlike our proposal,

however, the referred method is based on the manual spec-

ification of load priorities. E.g., the user or a system de-

signer needs to explicitly set the priorities of all loads. This

method has scalability issues when the number of loads in-

creases. Although our approach is also based on the assign-

ment of load priorities, the real-time scheduling algorithm

provides an automatic method for the priority assignment.

The selection of the loads to activate is done, in fact, by
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dynamically assigning the priority to every load based on

its timing parameters. At any given instant, the highest

priority loads are activated. The assignment of priorities

is automatically performed by the scheduler, as done in

real-time computing systems. Moreover, timing parame-

ters are determined on the basis of physical characteristics

and constraints of the underlying controlled process.

The peak shaving method based on real-time scheduling

has been firstly presented in [30, 31], focusing on physical

systems modeled as affine dynamic systems. The term

Real-Time Physical System was introduced in [32], where

systems with affine dynamics have been studied. Further

studies have been carried out in [4, 33], considering con-

straints on state variable variations and modeling errors.

In [7], the method is applied to a large set of HVAC loads.

In some previous works, real-time scheduling is also ap-

plied to the management of industrial loads, such as air

compressors [9] and manufacturing processes [8].

3. Modeling the physical systems

This section describes the physical model of the con-

sidered loads. The loads are divided into time-triggered

(TT) and event-triggered (ET) loads. While the former

loads require an activation on a regular basis, ET loads are

activated upon user request. It is worth to outline that,

although a TT load requires to be activated periodically,

the activation can be delayed by the scheduling algorithm

to avoid unnecessary simultaneous activations. Neverthe-

less, the delay is enforced while achieving the operational

requirements of the load.

For all loads, the operating state is described by the

activation function si(t) in accordance with (1):

si(t) =











0 load is inactive

1 load is active

(1)

When the load is active, it absorbs a nominal power Pi;

no power otherwise.

3.1. Time-triggered loads

The operating state of the i-th TT load is established

by the control system on the basis of the value assumed

by a state variable Xi(t) associated with the load. TT

loads are refrigerators and HVAC systems, thus Xi(t) rep-

resents the internal temperature and the room tempera-

ture, respectively. The state variable must be bounded in

a user-defined working range [X i −∆i, X i +∆i].

The behavior of the state variable is described by a dy-

namical system model of the underlying physical process:

dXi(t)

dt
= f si(t) =











−αon
i if si(t) = 1

+αoff
i if si(t) = 0

(2)

In (2), αon
i > 0 and αoff

i > 0 are constant values represent-

ing respectively the decreasing and increasing slopes of the

state variable. The choice of a negative slope associated

with the activation state is made considering the so-called

cold appliances, whose goal is to reduce the system tem-

perature. This assumption does not affect the generality

of the proposed approach, since similar arguments apply

to heating appliances.

Equation (2) defines a linear variation of the state vari-

able. Nonetheless, such kind of variation can suitably

approximate more articulated systems, e.g., having expo-

nential behavior. This is a tolerable approximation when

working ranges associated with the variation of the state

variable are sufficiently narrow with respect to system dy-

namics determined by the time constants [34, 35, 36].

Since all the considered loads are characterized by on/off

operations, their load profiles can be deduced from their

dynamics behavior and from their power consumption in

each state of activation. For both the analyzed TT loads

the state variable is the temperature. Therefore, to de-

rive their activation/deactivation timing behavior, i.e. the

values of αon
i and αoff

i , it is necessary to provide their ther-

modynamic model.

Considering the first law of thermodynamics ∆U = Q,

where ∆U = C∆T is the internal energy variation andQ is
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the exchanged heat, and considering the timing derivative,

it holds:

CiṪi = Q̇i (3)

where Ci is the heat capacity of the system. The heat

transmission Q̇i accounts for radiation, conduction and

convection heat losses. Moreover, when the load is ac-

tive, Q̇i also includes the heat power Pi of the considered

load:

Q̇i = −Pi + Q̇losses
i (4)

To determine the heat losses, three types of heat trans-

mission have been considered.

First, the heat losses for steady state conduction are

calculated. Thermal conductivities, as well as internal and

external temperatures, are considered as constants for the

selected working conditions. Under these assumptions, the

Fourier Conduction Law can be simplified as:

Q̇cond =
A · (T e − T int)

∑n

k=1
sk
λk

(5)

where A is the transmission area, T int is the internal load

temperature, T e is the external temperature, λk and sk

represent respectively the thermal conductivity and the

thickness of the k-th layer of the considered surface.

Second, despite the complexity of the convection phe-

nomenon, the rate of convection heat transfer could be

conveniently expressed by the Newton’s law as:

Q̇conv = A · hc · (T
e − T int) (6)

The convective heat transfer coefficient hc depends on

the type of media, gas or liquid, from flow properties such

as velocity, viscosity and other flow- and temperature-

dependent properties.

Last, the heat radiative transfer could be expressed con-

sidering the Stefan-Boltzmann’s law in its linearized form:

Q̇rad = A · hr · (T
e − T int) (7)

The radiative heat coefficient is hr = 4ǫσT 3
m, where ǫ is

the emissivity of the considered material, which takes into

account the ability of a surface to emit energy by radia-

tion. The coefficient σ is a constant value known as Stefan-

Boltzmann coefficient. Tm is the average of Tint and Te.

Considering that conduction and radiation both depend

on the surface properties, the coefficient h can be intro-

duced to take in account both effects: h = hc + hv. h is

said liminar coefficient. It follows that:

Q̇liminar =
(T e − T int)

Rliminar
(8)

where Rliminar is the thermal convection and radiation re-

sistance defined as:

Rliminar =
1

h ·A
(9)

Considering (5), (6), (7) and (8), the following relationship

holds:

Q̇losses = Q̇cond + Q̇liminar =
T e − T int

Rcond +Rliminar
(10)

where Rcond is the thermal conduction resistance:

Rcond =
A

∑n

k=1
sk
λk

(11)

Therefore it follows from (3), (4) and (10):

αon
i =

1

Ci

(

Pi −
T e − T int

Rcond +Rconv

)

(12a)

αoff
i =

1

Ci

(

T e − T int

Rcond +Rconv

)

(12b)

Taking into account the refrigerator, its heat capac-

ity Ci depends on the content and its structural mate-

rials. Therefore, the thermal behavior of the refrigerator

has been derived by considering the thermal character-

istics of some possible content of the fridge. In details,

the set of products in the fridge is depicted in Tab. 1.

The total thermal capacity is obtained by combining the

thermal capacities of contained food and fridge structure:

Ci = Cstr +
∑

k mkck.

Figures 2 and 3 respectively show the temperature and

power profiles of the modeled refrigerator and HVAC units.

3.2. Event-triggered loads

The operating state of ET loads depends on the spe-

cific functionality of the device, which often – although
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Food specific

heat

[kJ/(kgK)]

full

[kg]

half

[kg]

empty

[kg]

water 4.18 4 2 0

milk 3.85 1 0.5 0

fruit 3.34 2 1 0

onion 3.59 0.5 0.25 0

ham 3.05 0.2 0.1 0

bread 2.72 0.3 0.15 0

beef 3.43 0.4 0.2 0

cheese 2.09 0.5 0.25 0

artichokes 3.89 0.3 0.15 0

cucumbers 4.1 0.4 0.2 0

thermal

capacity

[kJ/K]

- 45.92 22.96 0

Table 1: List of some foods that may be contained into

the refrigerator with their specific heat ck and mass mk in

three cases: (a) full, (b) half and (c) empty.

not always – is affected by the behavior of a state vari-

able. For instance, the centrifuge of a washing machine

has a pre-defined duration that depends on the type of

washing cycle, which is not related to a state variable

variation. Nevertheless, the behavior of the internal tem-

perature for the considered ET loads (washing machine,

dishwasher and electric oven) plays an important role in

the evaluation of their power absorption profiles. There-

fore, this section proposes a thermodynamic model of such

loads. The model is built by including the result provided

by Equation (10) into Equation (4).

3.2.1. Washing machine

The profile of electric usage of the washing machine is

determined by the absorption and duration of each phase

of the working cycle. The operating phase may signifi-

cantly change among different models. The derived consid-

erations refer to a typical class A 40◦C washing cycle [37].

The washing cycle includes the following steps:

1. The required water is loaded during the first 800 sec-

Xi+�i

Xi-�i

�i

Figure 2: Power and temperature profiles of a full refrig-

erator. The set-point of the temperature is 4◦C ± 1. The

consumed power is 132 W.

onds by the circulation pump and the drum is put in

slow rotation to uniformly distribute the detergent;

2. In the heating phase, the water temperature is raised

up to the set-point value;

3. The soaking phase regulates the drum rotation to op-

timize the washing process;

4. The centrifuge phase reduces the water content of

dresses through fast drum rotations.

Figure 4 shows the load absorption profile determined

by the chosen working cycle and temperature profile. The

peak of power usage is during the water heating phase.

This is the only step that requires the control of the sys-

tem temperature. In this phase, a thermal resistance is

powered until the water reaches the set-point temperature.

To determine the rate of temperature change, and conse-

quently the water heating duration, Equation (12) must be

applied. Considering the structural material of the wash-

ing machine, it is possible to determine the thermal con-

duction, convection resistances and the thermal capacity.

The external temperature T e is the room temperature. It

is considered constant, equal to 20◦C. The temperature

T i is the washing cycle set-point, equal to 40◦C.
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Xi-�i

Xi+�i

�i

Figure 3: Power and temperature profiles of a HVAC unit.

It is obtained considering a cooling system sized for a

26 m2 room. The space cooling system is supposed to

work continuously all day long. The set-point tempera-

ture is 24.5◦C± 0.5.

3.2.2. Dishwasher

Similarly to the approach adopted for the washing ma-

chine, the peak load generated by a dishwasher occurs dur-

ing the water heating phases. In this case, the water is

heated twice: the first time to prepare the water for the

washing phase and then for the rinsing phase.

Figure 5 shows the absorption and temperature profiles

of a typical class A dishwasher washing cycle calculated

by means of Equation (12). The highest reached temper-

ature T e is 62.5◦C. This value is not controlled between

the two heating phases. The thermal capacity, the ther-

mal conduction and convection resistances are calculated

considering the structural materials of a typical dishwash-

ers. The room temperature T i is considered constant and

equal to 20◦C.

3.2.3. Electric Oven

The state variable of an electric oven is its internal tem-

perature. Unlike other ET loads, its value is kept under

control during all the operation cycle. However, its behav-

ior heavily depends on the type and amount of food that

is loaded. In the proposed simulation, a cooking cycle of
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Figure 4: Power and temperature profiles of the modeled

washing machine. This profile considers a 40◦C washing

cycle for a peak power of 2300 W.
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Figure 5: The power and temperature profile of a dish-

washer. A peak power of 2200 W for each working cycle.

1 hour for 1.5 Kg of potatoes has been considered. Under

this assumption, the thermodynamic model presented in

Section 3.1 has been used to determine the temperature

rate. The power absorption profile is thus derived from

such information. In particular, considering the structural

materials and the chosen cooking cycle, it is possible to de-

termine the thermal capacity, the conduction and convec-

tion resistances. Applying Equation (12) for the set-point

temperature T e = 180◦C and the constant room temper-

ature T i = 20◦C, the temperature rate was calculated.

Consequently, the timing of activations was derived. Once
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Figure 6: Power and temperature profiles of the electric

oven. An electric oven working cycle with a peak power of

2200 W and a set-point temperature of 180oC is consid-

ered.

the set-point temperature is reached, the oven generates

a periodic activation/deactivation pattern (see Figure 6),

causing the temperature to range from 170◦C to 180◦C.

Therefore, considering the operation in steady state con-

ditions, the technique described in Section 3.1 could be

applied. However, in this paper we made the pessimistic

assumption that the activation of the electric oven is purely

event-triggered, consuming the peak power for the whole

working period. The exploitation of this peculiar behavior

will be studied in a future work to apply the load schedul-

ing technique during the periodic phase of the oven.

4. The Home Energy Management strategy

The HEM strategy consists in the application of a real-

time scheduling algorithm to limit the peak power con-

sumption of the considered residential electric loads. The

scheduling algorithm is computed by the so-called sched-

uler, which acts as a centralized system controller. The

scheduler generates the activation function si (see eq. (1))

for each electric load. Since the i-th device consumes a Pi

amount of electric power if active and no power otherwise,

the peak load Pmax of a system made by n loads is the

maximum value of the following function w(t):

w(t) =
n
∑

i=1

Pisi(t) (13)

The objective of the scheduling algorithm is to generate

an activation pattern that reduces the peak load Pmax.

4.1. Timing characterization

The use of a real-time scheduling algorithm requires to

model the activation of each load in terms of real-time

parameters. TT and ET loads are modeled by different

sets of parameters. The meaning of these parameters is

described in this section.

4.1.1. Time-triggered loads

The i-th TT load is described by the tuple (Ti, Di, Ci),

where:

• Ti is the period of activation;

• Di ≤ Ti is the relative deadline of the load;

• Ci ≤ Di is the duration of the activation time during

each period;

According to these parameters, the schedule of a TT

load is made by a sequence of activation requests. The

k-th request happens at time ri,k = kTi, with k = 0, 1, . . ..

The term ri,k is said request time. After a request, the

scheduler is responsible to switch on the load for Ci time

units within the [ri,k, di,k] time interval. The di,k = ri,k +

Di time instant is said absolute deadline, and it represents

the latest instant to complete the execution of the k-th

request. Notice that, while the absolute deadline refers

to a single activation request, the relative deadline is a

property of the load.

The activity-time of a load can be delayed within each

period. Therefore, the activation may not necessarily be-

gin at time ri,k. Moreover, the activity of a load can be

temporarily stopped to activate a more urgent load, and

resumed later. In the real-time scheduling jargon, this

event is said preemption.
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Figure 7: Geometric representation of the relation between

physical and timing parameters for a “cold” appliance.

A very useful figure related to TT loads is the so-called

utilization. The utilization Ui of the i-th load is defined as

Ui
.
=

Ci

Ti

It represents the percentage of activity time of the load.

The total utilization of the load set is

U tot =
n
∑

i=1

Ui

Considering the dynamic model expressed by (2), in ab-

sence of perturbations, modeling errors and approxima-

tions, the results in [33] can be used to derive the following

expressions for the timing parameters:















Ti = ∆i

αon
i + αoff

i

αon
i αoff

i

Ci =
∆i

αon
i

(14)

In [33] it is proved that this assignment of timing param-

eters guarantees the state variable to remain within the

working range in every condition, i.e., this property holds

for every valid schedule, regardless activation delays and

preemptions. Figure 7 graphically shows the relationship

between physical and timing parameters.

In a more realistic case, modeling errors, disturbances

and approximations can not be neglected. Model inaccura-

cies are determined by several factors: oversimplification

of the physical model, rounding in calculations, noise or

interference on the physical system. For example, the pro-

posed air-cooling model approximates the external tem-

perature to be constant during the whole working time.

In [33], a closed-loop approach is proposed to cope with

such approximations. The closed-loop approach consists

in adapting the value of the activation time Ci at every

request time in order to balance the effect of the distur-

bance. For this purpose, a measure of the value of the

state variable in correspondence to the request time is re-

quired. The detected gap between measured value X̂i(t)

and expected value X̄i is used to adjust Ci,k, which will

be valid for the next time period [ri,k, ri,k +Di]:

Ci,k =
∆i

αon
i

+
X̂i(t)− X̄i

αon
i + αoff

i

(15)

In this case, the load utilization is defined using the maxi-

mum possible Ci,k. Its value can be calculated considering

bounded disturbance (see [33] for details).

4.1.2. Event-triggered loads

The i-th ET load is described by the tuple (ri, Di, Ci),

where:

• ri is the request time of the load, which is set by the

user when the appliance is turned ON;

• Di is the relative deadline; a load activation at time

ri is required to complete its execution before the ab-

solute deadline di = ri +Di;

• Ci ≤ Di is the maximum duration of the activation

time;

The assumption made in this paper is that the user can

explicitly set the deadline for the process associated with

the load. Moreover, it is assumed that the desired ac-

tivity time is known by the scheduler. To motivate the

above assumptions, the use-case for the washing machine

is described (similar considerations can be applied to other

considered ET loads).

Once the user have selected the type of washing cycle,

the duration of the whole process is defined and can be

made available to the controller. Moreover, the user can

9



explicitly select the desired completion time of the wash-

ing, i.e., the deadline. Nowadays, the current mode of

employment of a washing machine allows the user to spec-

ify a delay before the starting of the washing process. We

instead foresee the possibility to allow the user to specify

a deadline, i.e., the time at which the laundry requires to

be completed.

The utilization Ui of a load, in this case, is defined as

Ui = Ci/Di
1. From the utilization viewpoint, a ET load

can be seen as a TT load with period equal to the relative

deadline.

4.2. Peak load reduction

The proposed coordination scheme is based on the Earli-

est Deadline First (EDF) scheduling algorithm for unipro-

cessors [38]. EDF assigns the highest priority to the load

having the earliest absolute deadline among all loads that

have a pending requested activation. EDF is widely recog-

nized as the best real-time scheduling algorithm for unipro-

cessors. Together with the Rate Monotonic (RM) schedul-

ing policy, it is an optimal algorithm. In other words, it is

able to successfully schedule a load set if a feasible sched-

ule exists. However, as proved in [39], EDF has better per-

formance. Considering the applications discussed in this

paper, the most relevant features of EDF when compared

to RM are:

• the possibility to guarantee the schedule of load sets

having higher utilization;

• for a given load set, it produces a lower number of

preemptions;

An example of schedule of 4 loads generated by EDF is

depicted in Figure 8. The real-time scheduling algorithm

ensures that only one load is active at any given time.

This feature automatically achieves the minimization of

1This formulation of the utilization is sometimes referred as den-

sity in the real-time parlance.

load 1

load 2

load 3

load 4

0 5 10 15 20 25 30

(6,6,1)

(7,7,2)

(10,10,3)

(8,17,4)

t

Figure 8: Example of schedule of 4 loads generated by

EDF. Loads 1, 2 and 3 are TT, while load 4 is ET. Up

arrows represent request times, while the down arrow is

the absolute deadline. Absolute deadlines of TT loads are

not shown, since they overlap with request times. The

total utilization is U = 0.9878.

the peak load, which corresponds to the power absorption

of the most power-consuming load.

A relevant feature of the analysis of periodic real-time

systems is the so-called schedulability test. The schedula-

bility test is a condition that, if satisfied, ensures that the

considered scheduling algorithm is able to generate a valid

schedule. A schedule is said to be valid when the dead-

lines of every load are met, i.e., each load is activated for

Ci time units in the [ri,k, ri,k+Di]. For TT loads, implicit

deadlines are considered, i.e., Di = Ti. Therefore, for the

i-th load, the k-th absolute deadline corresponding to the

ri,k request time is di,k = ri,k+Ti. In case of implicit dead-

lines, the schedulability test for the uniprocessor EDF is

U tot ≤ 1. This means that EDF is able to successfully

schedule a task set if and only if the total utilization is

less or equal to 100%.

The above schedulability test is valid in case of a full-

preemptive model, i.e., where the scheduler is allowed to

preempt an active load at any time.

4.2.1. Load partitioning

In realistic conditions, the set of loads may not be suc-

cessfully schedulable by a uniprocessor real-time algorithm

as EDF. This is detectable by applying the schedulability

test. In the case of EDF, when the total utilization is

10



greater than 1 the load set is not schedulable. A high uti-

lization can be due to the large number of loads or due

to high utilizations of single loads. In these conditions, a

strategy is needed to deal with load sets having an utiliza-

tion higher than the limit imposed by the schedulability

test.

In [7], a load partitioning scheme is presented for this

purpose. The referred method uses a two-dimensional

level packing scheme to automatically organize the set

of loads into a set of m partitions (Ω1, . . . , Ωm), called

scheduling groups. Each load is assigned to one schedul-

ing group. Based on timing parameters of the load set

derived from the physical model, it works by ordering the

loads by decreasing power. Starting from the most power-

consuming load, each load is added to an existing group

if it schedulable by EDF in that group. Otherwise, a new

scheduling group is created. This policy implements an

allocation heuristic known as First-Fit Decreasing Height

(FFDH) [40]. Such a method ensures that the total uti-

lization of each scheduling group satisfies the schedulabil-

ity test in that group, i.e. U tot
Ωi

≤ 100%. In this way,

the EDF algorithm can be applied independently to each

group. The FFDH policy is conceived to generate a low

number of scheduling groups, by packing the most power-

consuming loads within the same scheduling groups. Since

at most one load can be active at any given time in each

scheduling group, such an assignment allows to limit the

overall peak load of power consumption. The peak load is

generated when the loads having the highest power con-

sumption are simultaneously activated in all the schedul-

ing groups. Figure 8 shows an example of the described

behavior. Notice that the bi-dimensional packing prob-

lem has NP-hard complexity. The FFDH heuristic is an

approximation having linear complexity. Its performance

w.r.t. the optimal partitioning is discussed in [7] and [40].

It is worth to notice that this approach does not bring

the the minimum achievable peak load, since the activation

of loads belonging to different scheduling groups is not

coordinated. However, the method has linear complexity,

thus it can be suitably applied to large load sets. Moreover,

its performance degradation with respect to the optimal

allocation of loads is bounded [41].

4.3. Limiting preemptions

The use of EDF as a scheduling algorithm to manage the

loads in each scheduling group and – in particular – the

possibility to use the utilization-based schedulability test,

implicitly assumes a full-preemptive system. However, the

full-preemtion may be dangerous when electric motors are

involved. In fact, preemptions may cause frequent activa-

tions/deactivations of the motor, and may quickly damage

the motor insulators and break the component. Therefore,

while preemptions are needed to allow the proper opera-

tion of the scheduling algorithm, they should be limited to

extend the system lifetime. Moreover, some loads are not

fully preemptable due to their peculiar working cycle. For

example, some stages of the washing machine working cy-

cle do not well tolerate an interruption. As a consequence

of above observations, it is necessary to limit the number of

activations of each load to ensure its correct functionality

and preserve the system lifetime.

In the field of real-time systems, the so-called limited-

preemption model has been proposed in [42]. The limited-

preemption EDF algorithm permits preemption where nec-

essary for achieving the schedulability, but attempts to

avoid unnecessary preemptions. This is done by determin-

ing, for each task in the system, the longest amount of

time – namely, the non-preemption chunk bi – for which

the task may execute non-preemptively without compro-

mising the system schedulability.

A simple iterative algorithm to find bi values given the

load set parameters is provided in [42]. The referred algo-

rithm is applied in this paper to determine the value of bi

for each load.

While the limited preemption approach is effective to

limit the frequency of load activations, its original goal
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is to improve the management of critical sections in real-

time tasks, i.e., time intervals that must not be preempted.

Therefore, it can be leveraged to manage loads usually

considered non-preemptable, e.g., dish washers, washing

machines and ovens. Since a non-preemption chunk can

be placed anywhere during the load activity time, non-

preemptive intervals of a load activation can be transpar-

ently managed if they fit within a chunk. The challenge

becomes a system design problem, where suitable values

of timing paramenters need to be found to obtain non-

preemption chunks large enough.

5. User characterization

In order to assess the performance of the proposed HEM,

it is necessary to characterize the users’ behavior. In par-

ticular, realistic patterns of request times are required for

ET loads. For this purpose, Table 2 has been derived

from [12], which lists the usage probability of each ET

load within a day.

The activation pattern of each ET load has been gener-

ated using the following algorithm. Time is discretized in

slots of two hours. For each time slot, a random number

in the range [0, 100] is generated (uniform distribution); if

such number is lower than the corresponding usage prob-

ability in Table 2, then the load is considered activated

by the user, else the load is held off. Note that the loads

are always triggered at the beginning of their time slot of

activation. Such a choice allows to consider the worst-case

condition in which loads with request time falling into the

same slot are activated at the same instant.

After an extended set of simulations of activation pat-

terns, two activation patterns have been identified as the

most interesting to test the HEM strategy: the one hav-

ing the highest probability, and the one leading to the

worst-case situation. Such conditions are described in the

reminder of this section.
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Figure 9: Absorption power profile generated by the typi-

cal activation pattern.

5.1. Typical activation pattern

This pattern represents the set of activations that ap-

pears more frequently in the simulations. In this case,

each load is turned on in the interval of the maximum

usage probability reported in Table 3.

Figure 9 shows the power profile corresponding to this

pattern. At time t = 0 all TT loads are considered active,

while the request time of the ET loads is chosen in accor-

dance with Table 3. The bottom chart of Figure 9 shows

that the maximum absorption power is 3012 W and it is

due to the simultaneous activation of refrigerator, HVAC

load and washing machine at about 10:30.

5.2. Worst activation sequence

This sequence produces the most power-intensive acti-

vation profile. All ET loads are activated at the same time

at 18:00, see Table 3. The maximum peak power is equal

to 7412 W. It is due to the simultaneous activation of elec-

tric oven, dishwasher, washing machine, refrigerator and

space cooling, as depicted in Figure 10.

6. Example of application

This section describes the results of the application of

the proposed algorithm to an example scenario where an
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Loads 24-02 02-04 04-06 06-08 08-10 10-12 12-14 14-16 16-18 18-20 20-22 22-24

Electric oven 0% 0% 0% 2% 4% 14% 28% 2% 12% 34% 4% 0%

Washing machine 1% 1% 2% 9% 15% 21% 11% 9% 11% 9% 9% 2%

Dishwasher 1% 1% 1% 3% 8% 8% 3% 12% 0% 15% 36% 12%

Table 2: Usage probability for the considered ET load during a day. Time is discretized in two hours slots.

Load Power [W] MP activation time [h] W activation time [h]

WM 2300 10:00 18:00

EO 2200 18:00 18:00

DW 2200 20:00 18:00

Table 3: represent the most probable (MP) and the worst

(W) activation sequences for the chosen ET loads.
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Figure 10: Absorption power profile generated by the

worst activation sequence.

apartment is equipped with all the considered household

appliances.

The control scheme works as follows. Once the value of

timing parameters have been derived as shown Section 6.1,

the load management is carried on automatically. First,

the load set is partitioned using the heuristic described

in Section 4.2.1. At run-time, the EDF algorithm sched-

ules the activation of loads according to their timing pa-

rameters. Notice that scheduling decisions actually consist

in the dynamic assignment of priorities to the loads. Based

on this assignment, the scheduler dynamically activates

Load T [s] C [s] D [s] U

Refrigerator 1890.4 347.6 D ≡ T 0.184

HVAC 3140.2 605.6 D ≡ T 0.193

Washing machine n.a. 7200.0 21600.0 0.333

Dishwasher n.a. 7200.0 21600.0 0.333

Electric oven n.a. 3600.0 4500.0 0.8

Table 4: Timing parameters of the considered loads (n.a.

means “not applicable”).

the highest priority load in each scheduling group. This

task is automatically carried out by the scheduler itself.

6.1. From physical to timing parameters

In the ideal case, i.e., without considering the effect

of modeling errors, according to the physical model pre-

sented in Section 3.1, the slopes of the refrigerator tem-

perature are respectively αon = 10.357 ◦C/hour and

αoff = 2.333◦C/h, whereas the HVAC system has a de-

creasing slope αon = 2.97 ◦C/h and a increasing slope

αoff = 0.71 ◦C/h. Based on these vales, (14) is applied to

derive the values of real-time parameters for the refriger-

ator and the HVAC unit, which are reported in Table 4.

It is worth to note that, in case of uncertainties, the

activation time value may change in each time frame, ac-

cording to (15).

The refrigerator and the HVAC have a relatively low

utilization. This is an important feature, since it enables

the concurrent management of many loads while achieving

the quality of service required by each of them.

The evaluation of the contribution to the overall utiliza-
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tion due to ET loads requires to consider a use-case sce-

nario to determine the value of real-time parameters. In

the simulation example, the washing machine has a wash-

ing cycle of 2 hours and a relative deadline of DWM = 6

hours. Therefore the utilization is UWM = 0.33. The

profile of temperature variation and power absorption is

shown in Figure 4. Same values are used for the wash-

ing cycle duration CDW of the dishwasher and its relative

deadline DDW, bringing to the same utilization. Its load

profile is depicted in Figure 5. Finally, the cooking cycle of

the electric oven has a duration CEO = 1 hour and a short

relative deadline DEO = 75 minutes, which determines an

high utilization UEO = 0.8. The selection of a short rela-

tive deadline reflects the scarce willingness of the user to

tolerate delays in the cooking process.

Despite the load profiles shown in Figures 4 to 6, in this

example it is made the pessimistic assumption that the ET

loads consumes the whole amount of power during all their

working time. While this assumption produce a worst-case

load profile, it helps to depict the contribution of each load

in the overall load profile. Moreover, it does not affect the

behavior of the scheduler, which is only based on timing

parameters reported in Table 4.

Given the utilization of each load, the overall utilization

is Utot = 1.843 > 1. It follows that simultaneous activa-

tions can not be completely avoided by the uniprocessor

EDF. Therefore, it is necessary to partition the set of loads

using the method explained in Section 4.2.1.

According to the partitioning scheme, two scheduling

groups have been generated. Table 5 shows the assign-

ment of loads to the partitions, together with the relevant

related information.

The washing machine, the dishwasher and the HVAC

system are assigned to the Ω1 scheduling group. The total

utilization of this group is equal to 0.859 ≤ 1, thus the

loads are successfully schedulable by EDF. The peak load

is equal to 2300 W. It is due to the washing machine,

the most power-consuming load. The Ω2 scheduling group

Sched.

group

Load P [W] U U tot Pmax

Ω1

Wash. m. 2300 0.33

0.86 2300Dishw. 2200 0.33

HVAC 580 0.19

Ω2

Oven 2200 0.80
0.98 2200

Refrig. 132 0.18

Table 5: Utilization and power absorption for each consid-

ered load. Loads are grouped to show the two generated

scheduling groups Ω1 and Ω2. The total utilization and

the highest possible power consumption is shown for the

two scheduling groups in the latest two columns.

manages the electric oven and the refrigerator, for a total

utilization equal to 0.984. The peak load is 2200 W, which

is associated to the electric oven.

As a consequence of the applied partitioning, the use of

EDF to coordinate the activation of loads in each schedul-

ing group ensures that only one load is active at any given

time in each scheduling group. Therefore, the theoreti-

cal overall peak load is obtained when the most power-

consuming loads are activated simultaneously in all the

scheduling groups. This condition represents the worst

case situation in the partitioned scenario. According to

this observation, the maximum possible peak load power

is Pmax = Pmax
Ω1

+Pmax
Ω2

= 4500 W. Without automatic co-

ordination, the highest theoretical peak load is equal to the

sum of all loads power, i.e. Pmax = 7412 W. Therefore, in

this case, the proposed load scheduling approach reduces

the theoretical peak load up to 40%. Table 6 reports the

non-preemptive chunks bi for every loads, calculated as

described in section 4.3.

6.2. Quantitative results

This section describes the results obtained in the ap-

plication of the proposed control scheme to the example

load set adopted in Section 6.1. Release times of ET loads
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Scheduling group 1 Scheduling group 2

Load bi [s] Load bi [s]

Dishwasher 2534 Electric oven 1542

Washing machine 2534 Fridge 348

Air conditioning 606 - -

Table 6: Non-preemptive chunks for each load.

follow the two activation patterns derived in Sections 5.1

and 5.2.

Figure 11a shows the absorption power profile obtained

by scheduling the load set when the typical activation pat-

tern is applied, while Figure 11b depicts the profile with

no control actions in the same conditions.

Focusing on Figure 11b it can be noted that the peak

load occurs in the interval from 10:00 to 12:00 and it is

due to the simultaneous activation of fridge, air condition-

ing and washing machine. The comparison of Figure 11a

and Figure 11b shows that using the proposed scheduling

algorithm the peak load is shaved. In particular, a peak

power reduction of 20% is achieved. The reduction is ob-

tained by preempting the working cycle of the dishwasher

and shifting the activation of the HVAC system from the

beginning to the end of its period. The comparison be-

tween the top of Fig. 11a and Fig. 11b makes this effect

clear. As reported in Figure 12, the shifted activation of

the air conditioner does not cause the room temperature

to exceed the desired bounds.

The scheduler shifts the peak load from 10:00 to about

18:30, when only the air conditioning and the electric

oven are activated. Therefore, considering the probable

sequence of activation, the maximum power amounts to

2780 W, ensuring a reduction of the peak load of about

8%.

Similar considerations can be done for the worst activa-

tion sequence described in Section 5.2. According to that

activation sequence, without scheduler control all the ET

loads are triggered simultaneously at 18:00. This fact de-

termines a peak load of 7412 W, as depicted in Figure 13b.

The HEM activation pattern is plotted in Figure 13a. The

figure shows that the scheduler is not able to prevent the

simultaneous activation of the electric oven and the wash-

ing machine. In fact, as explained in Section 4.2.1, the

partitioning scheme can only avoid the simultaneous ac-

tivation of loads belonging to the same scheduling group.

According to this behavior, the washing machine, the dish-

washer and air conditioner are never activated simultane-

ously in the first scheduling group. This is achieved by

performing the following actions: the activation of the air

conditioner is shifted from the beginning to the end of its

period at 18:00; the activation of refrigerator is scheduled

at 18:30; the dishwasher activation is shifted from 18:00

to 20:20, when the washing machine complete its working

cycle; finally, the dishwasher and the washing machine are

preempted when necessary. In conclusion, the scheduler is

able to reduce the peak load, in the worst case activation

sequence, of about 41%: from 7412 W to 4400 W.

7. Multi-user scenario

This section evaluates the benefits of the proposed HEM

when the users adopt a coalitional approach [10]. A coali-

tion is a set of users, e.g., the inhabitants of the same

building, which adopt the load shifting strategy as a uni-

tary Virtual Electricity Consumer (VEC). This multi-user

scenario is provided to exhibit the scalability potential of

the proposed method. On the other hand, we have limited

the number of coordinated apartments to 5 to simplify the

presentation.

The simulation set considers a building composed by 5

identical apartments. Each apartment is provided with 5

electric appliances. Apartments are denoted with letters

from A to E. The appliances have been divided into TT

and ET loads, according to the definition given in Sec-

tion 3. Air-conditioning systems (ac) and fridges (fr) are

classified as TT loads and we consider washing machine
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(b) Without scheduling actions.

Figure 11: Activation sequence and power absorption profile of loads in one apartment in the most probable case.

�i

Xi-�i

Xi+�i

Figure 12: Most probable power absorption profile of an

air conditioner during one typical day. The controlled tem-

perature remains within the desired interval even during

intense scheduling actions happening in the time frame

[20, 23]h.

(WM), dishwasher (DW) and electric oven (EO) as ET

loads. Each appliance is identified by its type and the

apartment which belong to. The adopted notation isXapp,

where X is the apartment identifier and app is the appli-

ance. For instance, the washing machine of apartment

A is indicated as AWM. In the coalitional scenario, the

scheduler considers the 5 apartments as a unique virtual

apartment.

To evaluate the performance of the scheduling approach

under the coalitional scenario, an extended set of simula-

tions has been carried out. The simulations can be divided

into two different cases: a typical and a worst case. De-

tails of each considered case are reported in the following

sections. In both cases, the set of loads in the virtual

apartment is partitioned using the rules described in Sec-

tion 4.2.1. The load set is composed by 25 loads, so the to-

tal utilization is about 9.22 > 1. Therefore, it is necessary

to partition the loads into 10 distinct scheduling groups,

Ω1...10. Table 7 shows the obtained scheduling groups. For

each group, its utilization, the maximum peak power and

the assigned loads are indicated.

Considering this organization of scheduling groups, the

results in typical and worst cases are now illustrated.

7.1. Typical activation sequence

To statistically evaluate the performance of the schedul-

ing approach in the typical case, a total amount of 1000

different activation patterns have been generated accord-

ing to the usage probabilities reported in Table 2. Patterns

in this simulation thus include the activation sequences

that occur with higher probabilities. The distribution of

peak loads associated with the activation sequences in the
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(a) With scheduling actions.
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(b) Without scheduling actions.

Figure 13: Activation sequence and power absorption profile of loads in one apartment in the worst case.
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Figure 14: Frequency of peak power reduction percentage

w.r.t. the absence of coordination, shown for range of of

5%.

simulation allows to identify the most frequent peak power

absorption.

First, we present in Figure 14 the distribution of the

peak power reduction obtained by the VEC scheduler co-

ordination w.r.t. the absence of coordination. Each bar

depicts the number of simulations that produced a peak

load reduction in the corresponding range of power level.

The graph shows that the typical peak load reduction is in

the range 10−15%. This happens in more than 250 cases.

In particular, the average peak load reduction is 14.97%.
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Figure 15: Peak power frequency without scheduler’s co-

ordination, in power range of 2 kW.

To better understand the behavior of the scheduler in

the VEC scenario, we also report the frequency of the peak

power obtained in the simulation. The distribution re-

ported in Figure 15 shows that the most frequent peak

load is in the range between 9 − 11 kW. In particular,

without scheduler coordination, the most common peak

value is 10.16 kW. The sequence in Table 8 is an example

of those patterns that generates the most frequent peak

load.

The application of the proposed control algorithm to

the simulation setup brings to the power absorption pro-
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(a) Washing machines activation sequence.
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(b) Dishwashers activation sequence.
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(c) Activation sequence of TT loads.
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(d) Electric ovens activation sequence.

Figure 16: Building load profile for each type of load and each apartment in the typical case. Loads in each apartment

are identified by colors: A – yellow; B – light blue; C – red; D – violet; E – green.

file shown in Figure 16. The figures show the contribution

of each load to the total load absorption profile. For in-

stance, the washing machine load profiles are described in

Figure 16a. Each chart shows, on the bottom, the power

profile of each load, in its interval of activation. Its effect

on the total absorption profile is instead depicted in top

charts.

Focusing on the top chart of Figure 16a, a peak of

8.6 kW can be distinguished in the interval from 18:00 to

20:00. The peak load is due to the simultaneous activation

of BEO, the light blue one, CEO, the red one (Figure 16d)

and BWM (Figure 16a). This condition brings to a power

consumption of 6.7 kW, which significantly contributes to

the peak load of 8.6 kW.

7.2. Worst activation sequence

In the VEC scenario, the worst-case activation sequence

takes place when the activations of all the ET loads are

triggered at 18:00 in every apartment. Figure 17 shows

the results of the application of the proposed scheduling

algorithm to the worst case. The top chart of Figure 17d

shows that the worst peak load occurs from 18:00 to 20:00.

In this time interval, as depicted in the bottom chart of

Figure 17d, all the electric ovens are simultaneously acti-

vated. This leads to the peak load condition, where the
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(a) Washing machines activation sequence.
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(b) Dishwashers activation sequence.
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(c) Activation sequence of TT loads.
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(d) Electric ovens activation sequence.

Figure 17: Building load profile for each type of load and each apartment in the worst case. Loads in each apartment

are identified by colors: A – yellow; B – light blue; C – red; D – violet; E – green.

power consumed by the ovens represents the 55% of the to-

tal peak power. This condition of simultaneous activation

can not be avoided. In fact, due to the high utilization

of ovens, the partitioning scheme places each oven in a

different scheduling group (see Table 7). Since the load

activation is not coordinated among different scheduling

groups, the scheduler can not avoid the simultaneous ac-

tivation of ovens.

7.3. Comparison between cases

Given the results described in previous sections, we

provide some observations concerning the comparison be-

tween the different considered scenarios.

Table 9 shows the peak power obtained with the pro-

posed coordination strategies (absence of coordination,

per-apartment scheduling and VEC scheduling) in three

different cases: theoretical, typical and worst-case. The

typical and worst-case scenarios are those analyzed in Sec-

tion 7.1 and Section 7.3, respectively. The theoretical

peak load represents the sum of the power required by

most power-consuming loads in all the scheduling groups.

Instead, in absence of scheduling actions, the theoretical

peak load corresponds to the sum of the power consumed

by all the loads. Although this condition may happen

rather rarely, we consider it as a reference condition for
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Sched. group Loads U P [W]

Ω1 {AWM , BWM , CWM} 1 2300

Ω2 {ADW , DWM , EWM} 1 2300

Ω3 {AEO, Aac} 0.992 2200

Ω4 {BDW , CDW , DDW } 1 2200

Ω5 {BEO, Bac} 0.992 2200

Ω6 {CEO, Cac} 0.992 2200

Ω7 {DEO, Dac} 0.992 2200

Ω8 {Afr, Bfr, Eac, EDW } 1 2200

Ω9 {Cfr, EEO} 0.992 2200

Ω10 {Dfr, Ffr} 0.368 132

Table 7: Utilization and power absorption for each consid-

ered load set. Loads are grouped to show the ten gener-

ated scheduling groups Ω1...10. The total utilization and

the highest possible power consumption is shown for the

two scheduling groups in the latest two columns.

comparison purposes.

As expected, every peak load in worst-case conditions

is very close or equal to the theoretical peak load. The

scheduling of VEC loads leads to better results than the

per-apartment scheduling, which in turn has better perfor-

mance than the absence of coordination. The application

of the scheduling policy to each apartment independently,

i.e., without the users’ coalition, achieves a peak load of

22.5 kW. Therefore, the coalitional approach ensures an

improvement in terms of peak load reduction of about the

11% w.r.t. the single apartment scheduling.

In some specific simulations concerning the comparison

between the VEC scenario and the absence of coordina-

tion, significant peak load reductions have been measured.

In particular, a reduction up to 15% (from 10.16 to 8.6

kW) and up to 46% (from 37.06 to 20.03 kW) were reg-

istered in the typical and worst case, respectively. Two

examples of load profiles that produce such behaviors are

depicted in Figure 18.

8. Conclusion

This paper presented a technique for the Electric Load

Management based on real-time scheduling. The goal has

been the peak load reduction together with the achieve-

ment of service constraints on the controlled loads. To

assess the performance of the scheduling approach, the

method has been applied a properly modeled set of house-

hold appliances. A combination of a level packing strategy,

limited preemption scheme and a careful selection of tim-

ing parameters allowed to meet both timing and service

constraints. Simulations on a single apartment proved the

possibility to use the proposed techniques in realistic use

cases. In this case, the peak load is reduced by the 8%

in the average case and by the 41% w.r.t. the worst-case.

The benefits improve in case of coalitions, i.e., when the

scheduler can manage a set of apartments as a unitary

Virtual Electricity Consumer. Considering the coalition

of several apartments, the scheduling approach achieves a

peak load reduction up to 46%.
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