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Abstract

Cloud computing is becoming a successful key factor in many types of business,

because it enables an efficient model for resource provisioning. Even though resources

can be provisioned on demand, they need to adapt quickly and in a seamless way to the

workload intensity and characteristics and satisfy at the same time the desired perfor-

mance levels. Autoscaling policies are devised for these purposes. In this thesis work,

we apply a state-of-the-art reactive autoscaling policy to assess the effects of deploying

the HTTP/2 server push mechanism in Cloud environments. A simulation environ-

ment based on the CloudSim simulation toolkit has been designed and developed to

exploit a Web workload on a realistic Cloud infrastructure. Workload characterization

based on measurements collected on a real Web server has been carried out to derive

workload models to be used for workload description in the simulation experiments.

These experiments have shown that the autoscaling mechanism is beneficial for Web

servers even though pushing a large number of objects might lead to server overload.
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2 CHAPTER 1. INTRODUCTION

1.1 Motivation

Nowadays Cloud computing is becoming a successful key factor in many types of busi-

nesses because it enables an efficient model for resource provisioning and allows cus-

tomers to significant reduce the upfront costs for acquiring hardware and software

resources as well as the costs associated with the deployment, management and main-

tenance of these resources. In addition, Cloud computing enables providers to offer

unlimited virtualized resources based on an on demand model.

Cloud computing introduces a good level of flexibility, by allowing customers to pay

only for the actual use of resources according to a “pay per use” model. This model

offers numerous advantages and allows customers to benefit from increased resource

availability, elasticity and improved fault tolerance.

Cloud environments are very suitable for hosting applications and services whose work-

load intensity rapidly changes. Provisioned resources have to cope with workload fluc-

tuations. Wherever these resources are not sufficient to handle workload peaks, the

Quality of Service (QoS) is negatively affected. On the contrary, provisioning for peak

workloads results in plenty of resources being underutilized.

Provisioning resources to the varying workload demands is a complex process. There-

fore, for increasing the efficiency and reducing the cost of deploying services in Cloud

environments, it is necessary to devise dynamic resource provisioning policies and au-

tomatically adjust the allocated resources to workload intensity and characterization.

This objective can be achieved by autoscaling policies that add or release resources

to satisfy the QoS constraints according to their actual load. Autoscaling policies en-

able Cloud customers to provision resources when the workload demand increases and

deprovision unused resources when the demand decreases. Unexpected workload fluc-

tuations should also be handled seamlessly. The workload is processed by the Virtual

Machines. A Virtual Machine (VM) is a software artifact that executes other software

as if it was running on a physical resource directly.

Typical autoscaling scenarios are illustrated in Figures 1.1 and 1.2. As can be seen,

a Web application is deployed in a Cloud environment consisting of three pools of re-

sources. The Web application provides the service to the Cloud users. Each pool of

resources consists of different number of Virtual Machines (VMs). The autoscaling

policy is configured and monitors the Web application performance. The resources re-

quirements for this Web application are three VMs allocated in the pool of resources 1
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and two VMs are allocated in each of the other two pools. New user arrival cause an in-

crease in requests and an overutilization of the available allocated resources. Thus, the

autoscaling policy decides to add some resources to each pool (see Figure 1.1). In par-

ticular, two VMs are provisioned to computing resources 1 and one VM is provisioned

to each of the other two pools. On the contrary, the autoscaling policy deprovisions

some resources from each pool when the number of users decreases (see Fig. 1.2). As

can be seen, the autoscaling policy deprovisions seven VMs in total.

Figure 1.1: Scaling up the computing resources by adding new VMs

Figure 1.2: Scaling down the computing resources by removing VMs
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1.2 Cloud computing

Cloud computing paradigm has recently received increased attention from academia

and industry. According to a forecast from Cisco [1], more than 92% of the workloads

will be processed in Cloud data centers by 2020. Gartner1 predicts an increase in the

infrastructure compute service space as the Cloud adoption becomes mainstream.

Resources can be provisioned in response to workload fluctuations avoiding resource

under-utilization or over-utilization, while maintaining the desired of QoS.

Cloud providers must ensure the compliance of the Service Level Agreement (SLA). We

recall that an SLA is a formal agreement between a Cloud provider and its customers,

defining in quantitative terms the functional and non-functional aspects of the service

being offered [2].

The five essential characteristics of Cloud computing identified by NIST [3] are sum-

marized as follows:

• On demand provisioning of resources.

• Broad network access able to handle of user requests.

• Resource pooling between multiple Cloud customers with different resource re-

quirements.

• Rapid elasticity, that is, the ability to vary resources according to the load.

• Transparent resource usage monitoring.

1.2.1 Cloud service models

According to NIST, three standard models are associated with Cloud computing,

namely:

• Software as a Service (SaaS) represents a software distribution model in which

customers use applications running on a Cloud provider infrastructure. Cus-

tomers can access the services from different devices, but they do not need to

manage or control the Cloud infrastructure.

• Platform as a Service (PaaS) represents a Cloud service model where a Cloud

provider provides customers with a platform and the ability to run, manage and

1http://www.gartner.com/technology/home.jsp
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develop applications and services. A customer has full control of the applications

being deployed but does not manage or control the underlying infrastructure.

• Infrastructure as a Service (IaaS) represents a Cloud service model where

resources (e.g., computing power, storage, networks) are provided as a service. A

customer has full control of storage, applications and operating system but limited

control of the networking components (e.g., firewalls). In detail, customers are

provided with storage, networks and other resources where they can deploy and

run software, components including an operating system and applications.

Figure 1.3: Layered architecture of three Cloud service models

Figure 1.3 shows a layered Cloud service model that consists of different components

managed according to the privileges granted by each Cloud service model. Each model

assigns certain responsibilities to the Cloud provider and allows customers to focus

more on their business.

With the SaaS model, the customer consumes only applications running on the Cloud

infrastructure, and accessible from various devices. The Cloud provider manages every-

thing (i.e., infrastructure, load balancers and firewalls, operating systems and runtime

environments). Browser-based interfaces can be used to access and customize services.
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With the PaaS model, customers access an operating system and additional services

that allow them to run their own applications. Customers are not aware of low level

components that are managed directly by the provider.

With the IaaS model, customers can manage all the components of the Cloud infras-

tructure. In addition, they can deploy applications and install operating system images

and additional software. In this model, customers have the responsibility to patch/up-

date/maintain all software components.

1.2.2 Virtualization

Virtualization – one a basic technology in Cloud environments – introduces a layer of

abstraction between physical hardware resources and operating systems. The technol-

ogy behind virtualization – known as Virtual Machine Monitor (VMM) or hypervisor –

separates the compute environments from the actual physical infrastructure. A Virtual

Machine is a software artifact that executes other software as if it was running on a

physical resource directly. Virtualization enables multiple virtual machines to share

physical resources [4].

Traditionally, the operating systems are responsible for managing the allocation of

physical resources (i.e., CPU, memory, disk and network bandwidth). On the contrary,

hypervisors manage the execution of operating systems by booting, suspending or shut-

ting down VMs as required. Some hypervisors also support replication and migration of

Virtual Machines without interruption. Examples of the hypervisors are Xen2, QEMU3

and VMWare4.

2https://www.xenproject.org/
3https://www.qemu.org/
4https://www.vmware.com/
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1.3 Resource Provisioning

The resource allocation problem is a major issue in distributed computing. In Cloud

environments where customers request a variety of services characterized by dynami-

cally changing requirements, the problem is even more complex.

Traditional allocation solutions based on static resource provisioning are not suitable

for Cloud environments since they lead to poor performance. In fact, over-provisioning

resources to meet potential demand peaks can result in significant costs and unused

capacities as depicted in Figure 1.4(a). In contrast, planning resources for the average

load may lead to overload conditions as shown in Figure 1.4(b). To avoid these issues,

Cloud resources must be dynamically adjusted in response to demand fluctuations as

depicted Figure 1.4(c). This emphasizes the need of sophisticated resource provisioning

mechanisms.

(a) (b) (c)

Figure 1.4: Effects of the static resource provisioning:(over-provisioning (a)) and

(under-provisioning (b)) and (dynamic resource provisioning (c)). The solid curves

represent the required capacity, while dashed curves represent the available capacity

Autoscaling has received significant attention to minimize the amount of allocated

resources without violating QoS constraints. Autoscaling enables Cloud computing in-

frastructure to be elastic and highly available. Herbst et al. [5] explain the relation

between scalability and elasticity. Scalability is the ability of a system to sustain in-

creasing workloads by making use of additional resources. In contrast the elasticity,“is

the degree to which a system is able to adapt to workload changes by provisioning and

de-provisioning resources in an autonomic manner, such that at each point in time the

available resources match the current demand as closely as possible”. In other words,

the elasticity covers how quickly a system can respond to fluctuating resource demands.
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Thus, autoscaling techniques enable elasticity.

Autoscaling automates the allocation/deallocation of the resources to match the appli-

cation demands. Hence, the key feature of autoscaling is to allow dynamic provisioning

of virtualized resources in response to the workload variability [5, 6].

1.4 Thesis contribution

The main contributions of this thesis work are summarized as follows:

• Development of detailed models of a Web workload (see Chapter 3);

• Design and development of a simulation environment based on the CloudSim

simulation toolkit that enables workload generation and performance monitoring

and the deployment of different autoscaling policies (see Chapter 5);

• Implementation of reactive autoscaling policies into the simulation environment

(see Section 5.3);

• Testing of the developed environment for the analysis of the performance of the

HTTP/2 server push mechanism deployed in Cloud environments (see Chapter

6).

1.5 Thesis organization

This thesis is organized as follows. In Chapter 2 the state of the art in the field of

autoscaling policies and Cloud simulator tools is presented. Workload characterization

and modeling are addressed in Chapter 3. The simulation environment that has been

designed and developed is explained in Chapters 4 and 5. The setup of the experimental

environment and the results of the tests performed to assess the benefits of autoscaling

policies for the HTTP/2 server push mechanism are described in Chapter 6. Finally,

some conclusions and open research issues are given in Chapter 7.
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This chapter presents the state of the art in the framework autoscaling policies for

cloud environments and discusses open challenges as well as strengths and weaknesses

of the various policies. In addition, the characteristics of the main Cloud simulators

developed in the research environment are described.

2.1 Autoscaling techniques

Autoscaling policies are designed with particular goals, focusing on several application

architectures or Cloud environment offering different capabilities (see, e.g., [7, 8]). Poli-

cies differ in their scaling indicators and in their final goals/evaluation criteria (e.g.,

prediction accuracy, SLA requirements). A policy can be designed to cope with load

conditions (e.g., workload bursts, diurnal patterns), and focus on various aspects, such

as workload prediction, adaptivity to dynamically varying workload characteristics and

oscillation mitigations.

Autoscaling policies need to monitor performance indicators to determine whether

and when scaling operations need to be triggered. In literature various studies [9, 10,

11, 12] classify autoscaling polices into reactive policies and proactive. Reactive policies

react to the actual load and allocate new resources in response to the workload intensity.

Proactive policies attempt to predict the load. These predictions are usually performed

at fixed intervals or when big surges of traffic are expected. The main advantage of these

policies is that they can predict unplanned load spikes. The accuracy of the predictions

depends on the adopted approach. Two approaches, namely, Moving Window Average

and Linear Regression, are often used for making predictions.

Moving Window Average is a simple method to smooth sequential data and is typically

applied to time-based data, such as the computation of VMs utilization. The Moving

Average aggregation will slide a window across the data and emit the average value

of that window. For example, given the data [1, 2, 3, 4, 5, 6, 7], the calculation of a

simple moving average with windows size of 5 is as follows:

• (1 + 2 + 3 + 4 + 5)/5 = 3

• (2 + 3 + 4 + 5 + 6)/5 = 4

• (3 + 4 + 5 + 6 + 7)/5 = 5

This method helps to detect workload fluctuations.
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Linear Regression is often used to build a model of the relationships between a de-

pendent variable (output) and independent variable or variables (input). If there is

only one independent variable, the method is called simple linear regression, otherwise

it is called multi linear regression [13].

The problem of scaling the Cloud resource has been extensively studied and many

autoscaling techniques have been proposed by researchers, such as:

• Rule-based;

• Reinforcement Learning;

• Control Theory;

• Queuing Theory;

• Time series analysis.

Various autoscaling policies apply these techniques: a brief overview of these techniques

is provided in what follows.

2.1.1 Rule based approach

One of the most common approaches applied to devise autoscaling policies is the rule

based approach [14]. This approach is very simple to setup, manage, and implement,

since scaling decisions are triggered according to some defined rules. These rules usu-

ally rely on measurements of performance metrics, such as CPU load, memory usage,

I/O operations, throughput, response time. Two thresholds are ofter set, namely, an

upper threshold for scaling up and a lower threshold for scaling down.

Stability in trigging actions is also required for avoiding oscillation, that is, opposite

actions frequently performed in short time (i.e., allocating new resources and then deal-

locating resources or vice versa). For example, when the CPU utilization exceeds the

upper threshold, one or more VMs will be allocated to the pool of resources to reduce

the utilization. Suppose that this drops the utilization to less than the lower threshold,

as a consequence one or more of the allocated VMs will be deallocated, thus causing

oscillation. Therefore, it is effective to avoid frequent scaling actions. These actions

have to consider the cooling time, that is, a common solution adopted to tackle oscilla-

tion and it is a minimum time has to be set between two opposite scaling actions. The

given time avoids new scaling actions and enables the new added VMs to settle into
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running mode. This prevents the Cloud from reacting too quickly and this situation

should be prevented as it results in resource wastage and SLA violation.

Dutreilh et al. [15] have proposed a threshold-based technique. Two thresholds are set

to dynamically adapt the resources of virtualized applications by allocating or deallo-

cating VMs. The implementation of the technique relies on SLA metrics, such average

response time to meet the Service Level Objectives. SLO is a key element of SLA

between the Cloud provider and Cloud customer. SLOs are agreed upon as a means of

measuring the performance of Cloud services itself. These metrics measures services,

such as, average response time, accounting, security and they can be used to negoti-

ate/monitor the Cloud customer requirements based on the agreed SLA. The proposed

policy considers five parameters: an upper threshold, a lower threshold, a fixed amount

of Virtual Machines to be allocated or deallocated, and two parameters for inertia du-

rations, one for scaling up and the other for scaling down. In [16], the authors present

a lightweight approach to enable cost-effective elasticity for Cloud applications. This

approach operates a fine-grained scaling at the resource level (e.g., CPUs, memory,

I/O) and a VM-level scaling. This policy enables monitoring service that monitors

each running application in two levels. At first level, an entry monitor examines the

requests arrival rate and response time over a finite interval, while the other level moni-

tor examines the resources utilization. The policy applies an automatic reactive scaling

mechanism and scaling actions are performed to meet the response time targets of each

incoming request. An integrated and autonomic Cloud resource scaler has been de-

veloped by Hasan et al. [17]. This approach extends the typical two thresholds and

add two levels of thresholds parameters in making scaling decisions. The first level,

is set a parameter which is slightly below the higher threshold and the other level is

set a parameter which is slightly above the lower threshold. The scaling actions are

performed according to the CPU load and the response time over network. Chieu et

al. [18] implemented a dynamic scaling algorithm for automated provisioning of Vir-

tual Machines based on thresholds. A threshold on the number of active sessions is

set in each Web server as scaling indicator. The scaling algorithm is implemented in a

monitoring service and its scaling actions are performed based on the statistics of the

scaling indicator. Al-Haidari et al. [19] analyze the impact of the utilization thresholds

and the scaling size factor (i.e, number of instances to be added in each scaling action)

on the performance of the Cloud services during the provisioning process. These two

scaling factors are considered to cope with workload spikes and to improve the response
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time.

2.1.2 Reinforcement learning

Reinforcement learning is an automatic decision-making approach defined as an interac-

tion process between a learning agent (the autoscaling controller) and its environment

(the target approaches). This technique gained popularity because of its ability to

fast learn optimal elasticity policies at runtime without the need of prior knowledge of

the application performance model. Q-Learning is a classic algorithm used by fuzzy

autoscaling controllers for dynamic resource allocation [20]. A fuzzy reinforcement

learning controller is proposed in [21]. This controller automatically scales up or down

resources to meet performance requirements. In particular, workload and response time

are monitored and the resource allocation is adapted to maintain the desired SLA, cost

and response time. Asgari et al. [22] propose an automatic resource provisioning ap-

proach based on reinforcement learning for autoscaling resources according to a Markov

Decision Process (MAP). The scaling decision is taken according to the four categories

offered by MDP (i.e., conditions, operations, transmitted possibilities and rewards).

Three factors are evaluated including SLA violation rate, scaling cost and number of

scales. In [23] the authors propose two reinforcement learning techniques. In first one,

the standard policies are evaluated by proper initialization of the learning functions.

In second one, convergence speedups (i.e., increasing the rate of convergence in process

of learning to solve problem) are applied for model-based reinforcement learning. In

addition, a complete policy evaluation is introduced to detect changes at regular inter-

vals into the learning phases. In [24] Barret et al. apply the Q-learning algorithm to

determine an optimal autoscaling policy on a given platform. Their approach is based

on agents learning in parallel on the same autoscaling task and sharing information

regarding their experiences. This approach takes advantage of the inherent parallelism

associated with distributed computational platforms. In addition, a state action space

formalism is devised for learning optimal policies in the Cloud.

2.1.3 Control theory

Control theory deals with influencing the behavior of dynamic systems. The aim is

to define the type of controller, i.e., reactive or proactive, that automatically adapts

resources in response to the application demands. The controller replies according to

the monitoring output and then sends the feedback to be compared with the refer-
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ence values, e.g., associated with the SLA. The feedback of the input is the differ-

ence between actual and desired output level. Usually, a controller aligns the actual

output to the reference. A control-theoretic elasticity management approach based

on fuzzy control that enables qualitative specifications of elasticity rules is proposed

in [25]. Response time or CPU load are the parameters used for evaluating the per-

formance. Zhu and Agrawal [26] propose a multi-input-multi-output feedback control

model-based dynamic framework for resource provisioning. This framework adopts re-

inforcement learning to tune parameters to guarantee the optimal application benefit

within the time constraint. Padala et al. [27] introduce a resource control system that

automatically reacts to the changes of a shared infrastructure to maintain application

SLOs. This system is a combination of an online model estimator and a multi-input

multi-output resource controller. The estimator collects performance metrics, while

a controller allocates/deallocates the resources when needed. Kalyvianaki et al. [28]

present an advanced controller that dynamically reacts to the workload changes without

any prior knowledge of the application. This controller integrates a Kalman filter into

feedback controllers that track the CPU utilization and dynamically update the alloca-

tions in order to meet the desired QoS. In [29] the authors apply techniques to augment

the conventional closed-loop control framework by making automatic control robust for

practically use in real environments. A self-trained proactive elasticity technique for

Cloud-based services that automatically adjusts itself in response to the workload is

presented in [30].

2.1.4 Time series analysis

Time series analysis is an approach applied for modeling and predicting the future be-

havior of a given phenomenon based on the historical data. Methods such as Moving

Average, Auto Regression and Auto Regressive Integrated Moving Average are used to

detect patterns and predict unforeseen values. Time series analysis is a key enabler of

proactive autoscaling techniques. Typically time series analysis is utilized for workload

or resource usage prediction. In [31] the authors applied a Fast Fourier transform in

order to perform offline extraction of cyclic workload patterns. Different frameworks

(e.g., CloudScale [32] and PRESS [33]) are used to perform long term cyclic patterns

extraction and resource demands prediction.

Hu et al. [34] present a framework for predicting the incoming workloads and proac-

tively provisioning the required resources by adding number of Virtual Machines to
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reduce the latency and improve the QoS. The prediction is based on the historical

workload and includes three modules (i.e., monitor, filter, predictor). A proactive au-

toscaling approach combined with different models (i.e., predictive model, cost model)

is proposed in [35]. A workload prediction model based on time series and machine

learning techniques is developed for predicting unforeseen workload patterns. In [36]

Khan et al. propose a model that allows proactive analysis of workload patterns and

estimation of the autoscaling operations. Three main entities of the autoscaling oper-

ations, such as, health monitor, a user-defined launch configuration that captures the

parameters necessary to create and terminate resources and a load balancing compo-

nent (i.e., load balancer, queue) are identified. The interactions between these entities

are quantified as variables and coordinated by an autoscaling component. The model

enables the analysis of the relations between the autoscaling operations and workload

patterns. In [37] three models predict the workload based on the analysis of monitored

data using time series analysis. In addition, new trigger strategy for automatic scaling

mechanism is proposed to reduce the delay. The trigger strategy is based on a pattern

matching model (i.e., a method matching the sequence with some historic patterns,

and based on the string matching algorithm and Euclidean distance).
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2.2 Cloud simulation tools

Simulation tools are widely used to simulate the behavior of Cloud environments and

evaluate their performance. In addition, these tools open up the possibility of evalu-

ating different scenarios in a controlled environment. The simulation experiments are

repeatable. Different workload characteristics can be considered for testing resource

provisioning policies.

Many simulation tools have been developed for Cloud environments, such as CloudSim,

iCanCloud, GreenCloud, MDCSim, EMUSIM and CloudAnalyst. CloudSim [38] is one

of the most popular simulation toolkits is one of the most popular simulation toolkits.

It is a generalized, extensible simulation framework, developed in Java that enables

contributions from other developers. In addition, it provides great flexibility to create

simulation scenarios. In this thesis work, CloudSim toolkit has been extended (see

Chapter 5) to create new features and functions to cope with our simulation scenarios.

In Chapter 4, more details and explanations of the CloudSim will be provided.

In what follows, a brief review of the other Cloud simulation tools is presented.

The iCanCloud simulator [39] has been designed and built to conduct large experi-

ments and provide a flexible and fully customizable global hypervisor for integrating

any Cloud brokering policy. In addition, it contains a user-friendly GUI for configuring

and lunching simulations and provides in-depth simulation of physical layer entities

such as cache, allocation policies for memory and file system models.

GreenCloud [40] is an extension of the NS21 network simulator which focuses on simu-

lating the communications between processes running in the Cloud at the packet level.

Both NS2 and GreenCloud are written in C++ and OTcl2. GreenCloud provides plu-

gins that allow the use of physical layer traces which make experiments more realistic.

GreenCloud extracts, aggregates, and obtains information about the consumed energy

in the data centers. For instance, a packet loss probability in the optical fiber depend-

ing on the transmission range can be obtained via simulation of signal propagation

dynamics. GreenCloud is specially designed to simulate and test power consumption

of the datacenter components (e.g., server, switches, links).

MDCSim [41] is a commercial event driven simulator for the design and analysis of large

scale, multi-tier data centers. It manipulates different features of the data center (i.e,

number of tiers, scheduling algorithms, communication mechanisms), does not support

1https://www.isi.edu/nsnam/ns/
2http://nile.wpi.edu/NS/otcl.html
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GUI. In addition, it supports estimation of power consumption.

EMUSIM [42] is an integrated architecture to anticipate and predict service behavior

on Cloud platforms. It is based on both simulation and emulation. The EMUSIM

is built on top of architecture and operation details of Automated Emulation Frame-

work3 and CloudSim toolkit. This architecture automatically extracts information from

application behavior via emulation and then uses this information to generate the cor-

responding simulation model. This model is then used to build a simulated scenario.

CloudAnalyst [43] is a discrete event simulator built on top of CloudSim toolkit. This

tool allows users to model various scenarios where data centers and users are in dif-

ferent geographic locations. In addition, it supports visual modeling and simulation

of large scale applications and allows description of application workloads, based on

information of geographic location of users generating traffic, location of data centers,

number of users and data centers, and number of resources in each data center. This

information enables CloudAnalyst to generate information about response time and

processing time of requests. The simulation results consist of different metrics, such as

response time of the requests, processing cost. CloudAnalyst provides some features

that can be summarized as follows:

• easy to use GUI;

• flexibility in customization and configuration of the simulation experiments;

• repeatability of simulation experiments;

• graphical output.

3http://emuframework.sourceforge.net/
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2.2.1 Comparison of Cloud simulation tools

A limited number of Cloud simulation tools is available for public. Table 2.1 presents

a summary and a comparison of the various Cloud simulators. The table lists the main

characteristics of the simulators, such as programming language, distribution.

Simulator Platform Programming language Networking Simulator type Distribution

CloudSim CloudSim Java Limited Event driven Open Source

iCanCloud OMNeT/MPI C++ FULL Event driven Open Source

GreenCloud NS2 C++/OTcL FULL Packet Level Open Source

EMUSIM AEF Java Limited Event driven Open Source

CloudAnalyst CloudSim Java Limited Event driven Open Source

MDCSim AEF/CloudSim C++/Java Limited Event driven Commercial

Table 2.1: Comparison of different Cloud simulators

As can be seen, all the tools are open source but MDCSim is commercial. As shown,

GreenCloud is a packet level simulator. This means that whenever a data message

has to be transmitted between the simulator entities, a packet structure with its pro-

tocol headers is allocated in the memory and is processed by the associated protocol.

CloudSim, iCanCloud, EMUSIM, CloudAnalyst and MDCSim are event-based simula-

tors. They are not processing small simulation objects, such as packets individually,

but they make interactions between objects. This method reduces simulation time

considerably and improves scalability. As can be seen, all tools support either full

or limited networking. GreenCloud and iCanCloud offer full support to communica-

tion model by completely implementing TCP/IP protocol reference model. This allows

capturing the dynamics of widely used communication protocols such as IP, TCP and

UDP. CloudSim, EMUSIM, CloudAnalyst and MDCSim implement limited communi-

cation support. For example, in CloudSim, the transmission delay and bandwidth are

accounted. A network package is provided with CloudSim, that maintains a data center

topology in the form of a directed graph, where the bandwidth and delay parameters

are assigned to edges. Similarly, simplified communication support is implemented in

MDCSim.
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Workload characterization plays a key role in many performance studies. The term

workload refers to all inputs received and processed by a given technological infrastruc-

ture. Understanding the properties and the behavior of the workloads is important for

different performance issues. In particular, Cloud services being deployed nowadays

are characterized by dynamic changes in load intensity.

Workload characterization is the basis for devising and evaluating efficient resource pro-

visioning policies. The evaluation of the Quality of Service (QoS) perceived by users

also requires a good understanding of the workload properties.

This chapter discusses the basic concepts of workload in the Clouds, the workload char-

acterization and the specific issues related to generation of Web workloads. In addition,

the technologies applied to develop a workload model will be also explained.

3.1 Workloads in the Clouds

Cloud workloads are composed by a collection of various applications and services

characterized by its own performance and resource requirements and constraints usually

specified in the form of Service Level Agreements [44]. The complete lifecycle of the

workloads in the Clouds includes different aspects that refer to the characterization at

the design time (i.e., workload categories, structures and patterns), the matching at

the deployment time (i.e., resource requirements and scheduling) and the conditions of

the execution time (i.e., failure analysis and prediction). The workload dynamics affect

Cloud performance. In fact, workload can suddenly grow or shrink as a consequence

of the user interactions. In particular, the use of virtualization and shared resources

could lead to performance degradation. The degradation is often due to interference

and resource contention arising from the co-location of heterogeneous workloads on the

same physical infrastructure and overheads caused by the resource management policies

being adopted.

3.1.1 Workload categories

The term workload refers to all inputs of a system, e.g, applications, services, trans-

actions, data transfers. These inputs are submitted by the users and processed by a

Cloud infrastructure. These inputs usually correspond to the online interactions be-

tween users and Web application and to jobs to be processed in batch mode.

The behavioral characteristics of the Cloud workloads can be specified in terms of qual-
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itative and quantitative attributes. These attributes are analyzed to identify workload

categories that focus on aspects, such as:

• Processing model;

• Architectural structure;

• Resource requirements;

• Non-functional requirements.

These dimensions play an important role in the formulation of the Cloud management

strategies and in assessment of the expected service level.

The processing model addresses two types of workload categories, namely online (i.e.,

interactive) and offline (i.e., batch or background). These workload categories are char-

acterized by different behaviors and performance requirements. Moreover, they have

a different impact on management policies (e.g., resource scheduling, VM placement,

VM migration). An interactive workload is typically composed of short lived processing

tasks submitted by a variable number of concurrent users. On the contrary, a batch

workload is composed of compute intensive long lived tasks.

The architectural structure is another dimension that takes account of the processing

and data flows characterizing each individual Cloud application. In particular, these

flows are described by the number and types of services or tasks being instantiated by

a Cloud application and their mutual dependencies.

The workloads also are classified according to the amount of resources used, namely:

• Compute or I/O intensive;

• Elastic or bandwidth sensitive.

In general, network bandwidth is a critical resource for online interactive workloads,

while batch workloads are often characterized by intensive storage and computing re-

quirements. In addition, the resource requirements of some workloads are stable, that

is, evenly distributed across their execution, whereas other workloads, such as those

associated with the online services, exhibit specific temporal patterns, e.g., periodic,

bursting, growing, on/off.

The dimension describing the non-functional requirements refers to SLA constraints,

such as performance, dependability and security. In particular, reliability is very impor-

tant in Cloud environments especially when deploying business-critical or safety-critical
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applications. Reliability denotes the probability that workloads can successfully com-

plete in a given time frame. The presence of failures decreases the reliability. Failures

are due to various types of events, e.g., software bugs, exceptions, overflows and time-

outs. In detail, for data intensive workloads, a sudden increase in the rate at which data

are submitted for processing can lead to failures, thus making the service unavailable.

Moreover, failures are often correlated, that is, they often occur between dependent or

co-located services or applications.

3.1.2 Workload monitoring and profiling

Monitoring and profiling are the basis for measuring the qualitative and quantitative

attributes of the workloads. In general, monitoring keeps track of all the activities per-

formed in the Cloud by the workloads being processed and of the status of the resources

either allocated and available. Profiling focuses on describing how workload exploits

the Cloud resources. These activities play a critical role when addressing different

problems, such as capacity planning and resource management, performance tuning,

billing, security and troubleshooting, SLA verification. To tackle specific monitoring

issues, various approaches have been devised (e.g., measurement sources and accuracy,

sampling granularity, intrusiveness and scalability).

Workload attributes can be monitored at runtime to describe the resource usage. Two

perspectives can be adopted to collect measurements, namely, Cloud provider and Cloud

user perspective. The main targets of Cloud monitoring are:

• Client;

• Virtual Machine;

• Physical machine.

In details, individual VMs and resource usage of physical machines can be measured

by the hypervisor. This service is performed by the Cloud provider. On the contrary,

Cloud users have limited privileges for monitoring their workloads. They could use log-

ging and profiling facilities. Because of the VM isolation – a virtualization technology

that hides the characteristics and performance of the underlying physical machines and

the VM management policies – Cloud users use profiling facilities made available by

the providers (see, e.g., [45, 46]).
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The application logs are exploited to correlate the resource usage with workload in-

tensity and characteristics.

Monitoring tools collect measurements about resource usage by deploying distributed

software agents. Generally, monitoring approaches rely on system tools and interfaces

(e.g., vmstat, iostat, netstat) or on proprietary solutions. Alhamazani et al. [47] have

studied various monitoring techniques that monitor different application components

(e.g., Web server, compute service, storage service and network). In addition, they con-

sider various QoS parameters, including CPU utilization, bandwidth, throughput and

response time to be monitored. The QoS statistics can assist the Cloud providers to

maintain the SLA and customer satisfaction. Moreover, depending on the monitoring

capabilities of the virtualization technologies, ad-hoc scripts can be used for sampling

low level quantitative attributes, such as CPU waiting times, number of virtual memory

swaps, TLB flushes and interrupts [48]. VM scheduling and provisioning events, (e.g.,

number and types of allocated VMs) can also be collected by monitoring agents [49].

The granularity and level of details of the measurements have to be chosen with the

aim of limiting the monitoring intrusiveness. Measurements are usually stored into

tracelogs, that is, collections of time stamped records with various types of information

(e.g., resource demands, scheduling events, application specific data).

Resource usage of individual workload activities can be measured by Profiling. In detail,

profiling can be exploited by Cloud users for optimal dynamic resource provisioning and

by Cloud providers for tuning VMs placement and scheduling policies [50]. Profiling

has to cope with new challenges due to interference among co-located VMs. Indeed, the

sharing of hardware resources could result in unpredictable behaviors of hardware com-

ponents, such as cache, CPU pipelines and physical I/O devices [51]. Typical solutions

for collecting profiling measurements are based on dynamic instrumentation and sam-

pling hardware performance counters. An alternative approach is based on measuring

at the hypervisor level the overall behavior of the VMs hosting the target applications.

Monitoring and profiling are essential aspects of Cloud computing. However, no portable

and interoperable tools are available. There are many open source and commercial tools

addressing specific targets and platforms [52, 53]. Examples of open source monitor-

ing tools are: Nagios1, that is part of the OpenStack suite2, Ganglia3, Collectl4 and

1http://nagios.sourceforge.net
2http://www.openstack.org
3http://ganglia.sourceforge.net
4http://collectl.sourgefourge.net
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MonALISA5. Cloud providers offer several commercial tools such as, Amazon CloudWatch,

Microsoft Azure Watch, IBM Tivoli Monitoring, Rackspace, RightScale, Cloudify,

Aneka. While these monitoring facilities are designed to be deployed in Cloud environ-

ments, external monitoring services like CloudHarmony6, CloudSleuth7, CloudClimate8

and Up.time9, focus on monitoring applications and infrastructures from multiple lo-

cations on the Internet.

The development of a common framework of workload monitoring is an open issue,

that might be seen as an obstacle for users to deploy their applications [54]. Some

recent studies have introduced the concept of Monitoring as a Service (MaaS) [55, 56]

to improve the scalability and effectiveness of monitoring service consolidation and

isolation.

3.1.3 Workload scheduling

Workload scheduling is a challenging issue in Cloud environments. In particular, the

mapping between jobs/tasks and VMs is an open research aspect. The problem of

finding an optimal mapping is NP-complete and therefore it is hard to deal with exact

methods when the number of VMs and tasks is large. For this reason, (meta-)heuristics

are currently used to find sub-optimal solutions. Meta-heuristics based on methods,

such as neural networks, evolutionary algorithms or set-of-rules, are proved to be effi-

cient in solving optimization problems related to scheduling.

The scheduling problem addresses different objectives, such as to minimize makespan,

data transfer, energy consumption and economic cost to satisfy SLAs. Simple ap-

proaches take into consideration one objective at a time. More sophisticated approaches

are aimed at combining multiple objectives into a single aggregate objective function

(see, e.g., [57]) or considering multi-objective algorithms (see, e.g., [58, 59]).

A recent survey summarizes the evolutionary approaches for scheduling in Cloud envi-

ronments [60]. The different viewpoints for scheduling and the corresponding objectives

are identified as follows:

• Scheduling for user QoS whose main objectives are the makespan and cost mini-

mization, as well as application performance and reliability;

5http://monalisa.caltech.edu
6http://cloudharmony.com
7http://cloudsleuth.net
8http://www.cloudclimate.com
9http://www.suptimesoftware.com
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• Scheduling for provider efficiency whose main objectives are load balancing, max-

imization of the resource usage and energy savings;

• Scheduling for negotiation whose main objectives are to satisfy both user and

provider goals.

Job scheduling and resource scaling are often interrelated [61]. Several frameworks have

been recently introduced to address resource scalability. For example, SmartScale [62]

is an automated scaling framework that uses a combination of vertical and horizontal

approaches to optimize both resource usage and reconfiguration overheads. Scaling

mechanisms are also encountered in [63]. In this work, different scalability patterns are

considered and a performance monitoring approach that allows automatic scalability is

proposed. Autoscaling is often interrelated with load balancing strategies. Even though

physical machines are often the main target of these strategies, effective load balancing

and resource allocation policies take into account the concurrent execution of different

application types, i.e., interactive, batch, and the mix of applications with different

resource requirements [64, 65, 66].

3.2 Web workloads

Web servers are the basic components of the Web. They host Websites and allow users

to access Web pages by means of HTTP protocol. In this thesis work, the term Web

server indicates the software components, whose primary function is to process the

HTTP requests received from the clients (i.e., users) and generate HTTP responses to

deliver Web pages to the clients. One important feature of the Web servers is the ability

to collect detailed information about their traffic, i.e. HTTP requests and responses.

This information is stored to log files.

For example, the Apache Web server10 provides very comprehensive and flexible logging

capabilities. The two main types of log files are the access log 11 and error log 12. Both

types of files contain information about the HTTP requests received by the Web server

and the corresponding HTTP responses. In particular, the error log stores information

about the requests that caused errors, such as requests for non existing files. This log is

very useful for troubleshooting. The types of information and the format of the access

10https://httpd.apache.org/
11https://httpd.apache.org/docs/1.3/logs.html#accesslog
12https://httpd.apache.org/docs/1.3/logs.html#errorlog

https://httpd.apache.org/
https://httpd.apache.org/docs/1.3/logs.html#accesslog
https://httpd.apache.org/docs/1.3/logs.html#errorlog
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log is configurable by means of the CustomLog directive 13 available in the Apache

configuration file.

The information stored in the logs is structured in records, one record per HTTP trans-

action. Two standard formats are available. The Common Log Format 14 includes the

the IP address of the client that issued the HTTP request, the date-time of the request,

the request line, the status code of the response message and the size of the requested

resource (see Figure 3.1).

On the contrary, the Combined Log Format 15 contains few additional fields, namely,

the User-agent and Referrer fields. The User-agent refers to the software agent used

by the client to issue the request, while the Referrer denotes the page from which the

request comes from. Figure 3.2 shows a record stored according to the Combined Log

Format.

Figure 3.1: Example of a record of access log stored according to the Common Log

Format.

Figure 3.2: Example of a record stored according to the Combined Log Format

The Apache Web server supports an additional log format, namely, the Forensic Log

that stores two records, one for the HTTP request message and one for the HTTP

response message, thus allowing a deeper level of detail. This format is not commonly

13https://httpd.apache.org/docs/1.3/mod/mod_log_config.html#customlog
14https://httpd.apache.org/docs/1.3/logs.html#common
15https://httpd.apache.org/docs/1.3/logs.html#combined

https://httpd.apache.org/docs/1.3/mod/mod_log_config.html#customlog
https://httpd.apache.org/docs/1.3/logs.html#common
https://httpd.apache.org/docs/1.3/logs.html#combined
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used because it can cause overload on the server and the size of the corresponding log

file tends to increase very quickly.

3.3 Workload characterization methodology

Workload models are abstractions of the real workloads that capture their main char-

acteristics and reproduce the users behaviors. Various interesting works that model

the user behavior and derive representative workload models have been proposed in

the literature (see, e.g., [67, 68, 69, 70, 71]).

A Web workload consists of the HTTP requests issued by the clients toward Web or

proxy servers to download a page. This workload has been extensively studied and

characterized in [72, 73]. The main aspects considered refer to the page and the traffic

properties, the access patterns, and the user behavior.

In this work, we focus on workload characterization based on experimental approaches,

that is on the analysis of measurements collected on real infrastructures while the real

workload is being processed.

3.3.1 Selection of characterizing parameters

The definition of the basic workload components is the initial steps of any workload

characterization study. For example, the HTTP requests or a user-session can be

selected as workload component. A user-session consists of a set of requests, where the

time between consecutive requests, i.e., interarrival time, is smaller than a predefined

value. The workload is described by the intensity, e.g., request arrival rate. Additional

parameters are derived from log files or from performance monitors. A Web page

consists of an HTML file (i.e., primary page) and several embedded objects. Each

request can hence be described by its type (i.e., primary Web page or embedded object),

size, and interarrival time.

Once measurements have been collected, and the parameters describing the workload

have been selected, the properties of the workload and the behavior of the users need to

be uncovered as to build the corresponding models. In what follows, the main analysis

techniques are explained.
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3.3.2 Exploratory data analysis

Data analysis, that is, the process of preparing, transforming, evaluating and modeling

data to discover useful information, includes several steps. These steps range from

converting the data to a format appropriate for analysis (e.g., cleaning the dataset),

applying statistical and visualization techniques and interpreting the results. Statistical

methods are applied to discover the characteristics of the data. In particular, descriptive

statistics provide a quantitative description of the data. For example, measures of

dispersion (e.g., mean, range, variance, coefficient of variation, skewness, median and

percentiles) are important to describe the properties of each workload parameters.

Moreover, parametric statistics allow for exploring the strength of the relations between

the parameters. Pearson correlation coefficient ρxy provides a quantitative measure of

the extent to which parameter x is positively or negatively related to parameter y, that

is:

ρxy =
σxy
σxσy

,

where σxy denotes the covariance and σx and σy the standard deviations of the param-

eters x and y, respectively.

Visualization techniques are applied to summarize the distributions of the parameters

and identify potential outliers. The term outlier refers to workload components char-

acterized by an “atypical” value of one or more parameters. Outliers help in identifying

anomalies, unexpected behaviors or even errors in the measurements. Outliers removal

is crucial because of their potential effects on the workload models.

3.3.3 Multivariate Analysis Techniques

A further step of the workload characterization methodology deals with the analysis of

the components in the multidimensional space of their parameters. This step allows for

deriving models that capture and summarize the overall properties of the workload. For

this purpose, clustering techniques are applied. Clustering is an unsupervised process

that subdivides a set of observations (workload components) into homogeneous groups

(i.e., clusters) [74]. Clustering groups components with similar properties, whereas the

components across groups are quite distinct. The centroids of the clusters are often

used as representatives of the groups.

A very popular nonhierarchical clustering algorithm is the k-means [75]. This algorithm
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iteratively partitions the data into k clusters by assigning each observation to the cluster

Cj that minimizes the objective function, that is:

k∑
j=1

∑
i∈Cj

‖xi − cj‖2

where xi and cj denote the ith observation and of the centroid of the cluster j, described

by the m parameters. ‖ · ‖ refers to the Euclidean distance. This algorithm minimizes

the distances within a cluster, while the distances among clusters are maximized.

Since the number of observations and the number of their characterizing parameters

are often quite large, to reduce the data dimensionality Principal Component Analysis

(PCA) [76] is applied. This analysis linearly transforms the potentially correlated pa-

rameters into a set of uncorrelated parameters, that is, the principal components.

In this thesis work, workload characterization is applied to derive models of Web work-

loads to be used to drive the simulation experiments with a realistic workload.
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Cloud environments are very complex. Therefore, testing and evaluating autoscaling

policies on real Cloud infrastructure requires large efforts. Moreover, it is very hard

to perform repeatable and controllable experiment on a real infrastructure. Thanks

to simulation, it is possible to overcome these issues and analyze different policies

under different configurations before their actual implementation and deployment into

a production environment. This chapter presents the CloudSim simulation toolkit and

describes its main components and features.

4.1 CloudSim simulation toolkit

The CloudSim simulation toolkit is a Java event-based Cloud simulator, developed and

maintained by the Cloud Computing and Distributed Systems Laboratory of the Uni-

versity of Melbourne [38]. It provides a generalized and extensible simulation framework

that enables modeling, simulation and experimentation of the Cloud infrastructures and

services. CloudSim offers many different functionalities:

• modeling and simulation of large scale Cloud computing environments;

• simulation of network connections among the simulated system components;

• virtualization engine that aids in creation and management of multiple, indepen-

dent and co-hosted virtualized services;

• space-shared and time-shared allocation of processing cores to virtual services.

Several entities, such as Data Centers, Hosts and VMs, communicate with the core

of CloudSim. These entities are also called components. Within a single Host, one

or more Virtual Machines can be allocated. A Virtual Machine is characterized by

a pre-assigned amount of resources, such as amount of memory, storage, bandwidth

and processing power. The Host component represents a physical machine, that is, a

server. Each Host has pre-assigned characteristics, such as memory, storage, number

of cores. In addition, management of Virtual Machines (e.g., creation and destruction)

is performed by the Host. The Data Center component is responsible to handle the

incoming requests and schedule them on the Virtual Machines for processing. The

simulation is driven by events occurring at ordered timestamps. These events have a

specific structure, defined in the ”SimEvent.Java”, that consists of the following fields:

• Event Type: specifies the type of event;
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• Event Start Time: defines the start time of the event;

• Event Waiting Time: defines the time spent in the waiting queue;

• Event Source Entity: defines the entity requesting the event for processing;

• Event Destination Entity: defines the entity that will actually execute/process

the event;

• Event Tag: defines the type of behavior to be simulated. Tags have predefined

event values associated with them;

• Event associated data to be processed: this field is optional and depends

on the type of event tag associated with the event.

Different scheduling policies are available in the CloudSim toolkit. For exmaple, VmAl-

locationPolicy is an abstract class that represents the provisioning policy of Hosts to

Virtual Machines in a Datacenter. This policy allocates Hosts for placing VMs. Once

a VM is allocated to an Host with sufficient resources, there are two options available

for scheduling VMs. The time-shared policy is such that the CPU cores can be shared

across multiple VMs at the same time, whereas with the space-shared policy dedicated

CPU cores are allocated to each individual VM. Figure 4.1 depicts the scheduling policy

model (i.e., space-shared, time-shared). The policies can be seen at the Host and VM

layers.

The Cloudlet scheduler is responsible for managing the actual workload on a VM.

Several Cloudlets run simultaneously on a given VM. Time-shared and space-shared

are implemented by the CloudletScheduler and allow processor sharing at the VM and

Cloudlet levels. The processing resources of a VM are allocated by the scheduling policy

implemented by the VmScheduler, which is the class representation of the scheduling

policy for the VMs.

VmShedulerTimeShared and VmShedulerSpaceShared are implemented by VmSched-

uler. Once the VmAllocationPolicy has found a Host with the necessary resources,

such as CPU cores, memory, network bandwidth and storage, the VM allocation is

performed and the processing shared policy is allocated by the VmScheduler and

CloudletScheduler. Figure 4.2 explains the mechanism of sharing the CPU cores by

VMs and Cloudlets. At a certain time, VM 0 and VM 1 share the two cores and the

Cloudlets are being processed at the same time on both cores.
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Figure 4.1: Scheduling policy model

Figure 4.3 depicts the space-shared policy for VMs and Cloudlets. This policy dedicates

the two cores at certain time to one VM and each core processes only one Cloudlet at

a time.
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Figure 4.2: Time-shared policy for VMs and Cloudlets

Figure 4.3: Space-shared policy for VMs and Cloudlets
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Figure 4.4 shows the multi-layered architecture of the CloudSim simulation toolkit.

As can be seen, the architecture consists of three layers, namely: User code, CloudSim

and CloudSim core simulation engine. The top layer is the User code used to define

Figure 4.4: Layered architecture of the CloudSim simulation toolkit

the basic entities of the Hosts, applications and VMs. In particular, the user specifies

the configurations of Virtual Machines to be allocated and their characteristics and

the requirements and characteristics of the workload. In addition, the user specifies

the policies for allocation or deallocation of the VMs. Scheduling the workload and

managing of the resource are performed by the broker.

The CloudSim layer consists of various modules and components that enable building

a Cloud simulation environment. The modules of this layer deals with resource provi-

sioning and VM allocation to the Hosts and with managing the VMs and the execution

of the application tasks (Cloudlets).

The lower layer corresponds to the core of the simulation engine that deals with the

communication between components, the processing of the events and the management

of the simulation clock. This layer implements a discrete event simulation framework

to coordinate the various components.

The main extensions designed and developed within this thesis work refer to the core

layer. In particular, the functionalities deal with:
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• definition of workload configuration and generation of the workload requests;

• implementation of new scheduling and provisioning policies;

• modeling of different Cloud scenarios.

As a result, the extensions of the basic functionalities of the CloudSim toolkit make

it possible to perform different tests based on specific scenarios and configurations, in

terms of workload scheduling, resource provisioning, VM allocation and performance

monitoring.

4.2 Basic CloudSim entities

This section briefly describes the main classes of the CloudSim toolkit and the charac-

teristics used to model and simulate a Cloud infrastructure. Figure 4.5 shows the most

important classes of the CloudSim toolkit. The CloudSim class includes the core of the

Figure 4.5: CloudSim UML class diagram

simulation since it manages the queue of the events, namely, future and deferred events.

An event is characterized by a time and after its creation it is scheduled into the queue

of future events where all events are stored according to their future occurrence time.

Once an event has occurred, it is moved to the deferred queue where it is processed.
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The CloudSim class is responsible for organizing and executing all the events of the

simulation. The events are registered by the CloudInformationService(CIS), a com-

ponent instantiated in the CloudSim class that keeps track of all the Cloud resources

and their IDs.

The main entities acting during the simulation, such as the Data Center and the Broker

can schedule new events and send messages to other events. For this purpose, they must

extend the SimEntity abstract class. TheDatacenter class represents the Data Center,

that is, the hardware infrastructure offered by Cloud providers. This class encapsulates

a set of compute Hosts that can either be homogeneous or heterogeneous with respect

to their hardware configurations (i.e., memory, number of cores, bandwidth and stor-

age). Furthermore, every Datacenter component instantiates a generalized application

provisioning component that implements a set of policies for allocating bandwidth,

memory, and storage devices to Hosts and VMs.

The Host class models a physical resource, such as a compute or storage device in

the Data Center. This class encapsulates important information, such as the amount

of memory and storage, the list and types of processing cores, an allocation policy

for sharing the processing power among Virtual Machines, and policies for provi-

sioning memory and bandwidth to the Virtual Machines. It is possible to change

these policies, by extending the respective abstract classes, namely, RamProvisioner,

BandwidthProvisioner and V mScheduler.

The VM class models the Virtual Machines, managed and hosted by a Cloud Host

component. To create a Virtual Machine it is necessary to specify its characteristics,

that is, the number of instructions it can process per second (expressed in MIPS), its

image size (expressed in Mbytes), its RAM (expressed in Mbytes), the bandwidth it

can use (expressed in Mbps), the Virtual Machine Manager, the broker responsible for

assigning the Cloudlet, and provisioning policy. In addition, it is necessary to specify

the policy for the Cloudlet scheduling. New policies for scheduling the Cloudlets can

be created by extending the CloudletScheduler abstract class.

The ProcessingElement (PE) class represents a CPU core of a physical machine. The

CPU unit is defined in terms of Millions Instructions Per Second (MIPS) rating. The

Data Center acts on behalf of the user. The Cloudlet entity is the smallest component

of an application service. It is executed as a task on a given VM. The Cloudlets corre-

spond to the workload to be processed by the VMs.

The Cloudlet class models the application services to be deployed. The characteris-
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tics of an application can be defined in term of its resource requirements, bandwidth,

memory and I/O operations. A Cloudlet can be seen as a process to be executed on a

Virtual Machine. The Cloudlet class includes the specifications of the cores that can

be used to execute the Cloudlet and the utilization models of CPU, RAM and band-

width. For creating new utilization models, it is necessary to implement the interface

UtilizationModel. These models represent a key aspect to consider for modifying the

behavior of the workload. When a Cloudlet is submitted to a Virtual Machine, its

execution time is estimated to schedule the event corresponding to the completion of

its processing. Since the VM capacity changes in response to the workload dynamics,

it is necessary to re-compute the expected completion time and update the remaining

number of instructions to be processed.

The class DatacenterBroker models a broker responsible for mediating negotiations

between Cloud application requirments and Cloud providers. The broker acts on be-

half of Cloud providers. It discovers suitable Cloud service providers by querying the

Cloud Information Service (CIS) and undertakes on-line negotiations for allocation of

resources/services that can meet the application QoS requirements. Within the simu-

lation, the broker is responsible for VM creation and deletion and to keep track of the

list of the Cloudlets submitted and executed on the VMs.

The abstract class SimEntity is able to handle events and send events to other enti-

ties. Subclasses of the SimEntity are: Datacenter, DatacenterBroker, CloudInforma-

tionService, CloudSimShutdown. Since the CloudSim is an event-driven simulator, it

is important to exchange these events between the simulation entities. Therefore, these

entities must extend the SimEntity class and override the contained methods to create,

process, and delete entities.

The BwProvisioner is an abstract class that models the policy of bandwidth provision-

ing to VMs. The main role of this component is to allocate the network bandwidth to

a set of competing VMs deployed on the data center. The class allows VMs to reserve

as much bandwidth as required, even though this is constrained by the total available

Host bandwidth.

The CloudletScheduler abstract class implements the policies that determine the share

of processing power of the Cloudlets in a Virtual Machine. Two types of provisioning

policies are implemented: space-shared and time-shared.

The DatacenterCharacteristics class contains configuration information of data center

resources.
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The RAMProvisioner abstract class represents the policy for allocating memory to

the VMs. The execution and deployment of VMs on a given Host is feasible only after

the RamProvisioner component has checked that the Host has the required amount of

free memory.

The VMMAllocationPolicy abstract class represents the provisioning policy of Hosts

to Virtual Machines in a data center. The main functionality of this class is to select

an available Host in the data center that meets the memory, storage, and availability

requirements for the VM deployment.

The VMsScheduler class is a component implemented by the Host component that

models the policies (i.e., space-shared, time-shared) required for allocating processor

cores to VMs.

Figure 4.6 depicts CloudSim high level modeling. All the resources of the Cloud en-

vironment have to register themselves in the Cloud Information Service entity that is

responsible to respond to the queries for the available resources.

Figure 4.6: CloudSim high level modeling
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The Cloudlets are received by the broker which checks the available resources by query-

ing the CIS. Then, the broker schedules the Cloudlets on the available VMs and keeps

track of their processing status.

A typical simulation experiment follows the life cycle shown in Figure 4.7.

Figure 4.7: Simulation life cycle

Each simulation scenario is defined by specifying the appropriate configurations. When

the simulator starts, all the simulation entities are created and instantiated according

to the specified configurations, modeling a full Cloud simulation environment.
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To generate the workload dynamics according to the devised workload models and

test the performance of autoscaling policies, a simulation environment has to cope with

different Cloud scenarios. For this purpose, we develop a framework built on top of the

CloudSim simulation toolkit. This chapter describes the extensions of the CloudSim

toolkit designed and implemented in this thesis work.

5.1 Introduction

To setup a simulated Cloud environment, it is necessary to define the required com-

ponents and integrate them into the simulator. These components – that interact at

simulation time with the core of the CloudSim toolkit – are used to generate a Web

workload according to the devised workload models. The generated workloads are

scheduled and processed on the allocated VMs according to the scheduling policies

(i.e., Round Robin, Weighted Round Robin) specified at the broker. In addition, mea-

surements are collected on the computation process by the monitoring component. The

autoscaling component implements two policies (i.e., discrete sampling, average load)

that consider the load of the VMs and dynamically scale the computation resources.

Figure 5.1 summarizes the architecture of the simulation environment designed and

developed within this thesis work and outlines the interactions among the components

and with the core of the CloudSim toolkit.

CloudSim
Web

Workload
Generator

Interactive
Broker

Autoscaling
Policy

Workload
characteristics

Content push
configuration

Autoscaling
configuration

Simulation
configuration

Monitoring Log files

Figure 5.1: Architecture of the simulation environment
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As can be seen, the extensions deal with a Web Workload Generator, an Interactive

Broker, an Autoscaling Policy, and a Monitoring component. Configuration parame-

ters are specified to customize the behavior of the various components. In details, the

workload characteristics refer to the workload models identified from the analysis of

measurements. The Workload Generator generates the workload according to these

specifications. The produced workload is processed on the allocated VMs. Scheduling

the workload for processing is performed by the broker. The broker is also config-

ured in terms of the content push feature and the scheduling policy. The server push

mechanisms enable Web servers to speculatively deliver content to the client without

waiting for an explicit client request. The percentage of the content to be pushed by

the Web server and the scheduling policy (i.e., Round Robin, Weighted Round Robin)

are specified. The autoscaling policy is configured to monitor the load of the allocated

VMs, and it takes decisions on allocation or deallocation of the VMs based on the

monitoring data. The components of the simulation environment are interconnected

and integrated and ready to generate, schedule and process the workload on the pool

of resources.

5.2 Web workload generator

As already explained in Chapter 3, workload characterization is very important to un-

derstand the properties and the behavior of the workloads for different performance

issues. For example, to devise and evaluate new resource provisioning policies and

evaluate the QoS perceived by users – it requires a good understanding of the workload

properties. The user behavior can be modeled by means of probability distributions.

A probability distribution is a statistical function that describes the probability that a

random variable equals some values within a given range. The range is defined by the

minimum and maximum possible values. The distributions are characterized by factors

such as mean, standard deviation, skewness and kurtosis.

Web workload generator component is responsible for generating the Web workload

according to the probability distributions characterizing the attributes of the derived

workload models. The workload generation process takes advantage of the Stochastic

Simulation in Java (SSJ) software library1. The generated workload consists of a set

of users, characterized by their arrival times and their browsing behavior.Indeed, each

1http://simul.iro.umontreal.ca/ssj
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user can generate one or more sessions. A session is the set of the requests issued by

a user given that the time between consecutive requests is smaller than a predefined

value. Each request is described by a type (i.e., primary Web page, embedded object), a

size and an arrival time. A Web page consists of an HTML file (i.e., primary page) and

several embedded objects, Figure 5.2 shows the multi layer description of the workload

adopted in this work.

Figure 5.2: Multi layer workload description

The workload generator supports the generation of multiclass workloads. Each class

describes the characteristics and properties of the users. As an example, the configura-

tions of a class is shown in Figure 5.3. The user characteristics are specified in terms of

the number of requested pages and the number of objects per page, the interarrival time

between pages, the interarrival time between the page and its first embedded object,

the interarrival time between embedded objects, the size of the page and size of the

embedded objects. All these parameters are specified by the distributions identified by

the corresponding models.



5.3. AUTOSCALING POLICY 45

For example, the number of requested pages is defined by a uniform distribution in

the range [0,10]. Similarly, the number of objects per page is defined by a uniform

distribution in the range [1,35].

Figure 5.3: Configuration of a user class

5.3 Autoscaling policy

As already discussed, autoscaling policies deal with dynamically scaling the amount

of provisioned resources by taking into account the workload dynamics. In this thesis

work, two reactive autoscaling policies have been studied and implemented. These

policies react to the workload changes and base their decisions on the load conditions.

Scaling actions are triggered by some predefined thresholds.

The austoscaling component developed and integrated within the CloudSim toolkit

implements two policies, namely, a discrete sampling policy, and an average load policy.

This component receives the measured indicators of the VM performance from the

monitoring component.

5.3.1 Discrete sampling policy

The discrete sampling policy considers the status (idle, busy) of the CPU of all allocated

VMs at specific time steps and computes their average utilization. A new VM is

allocated when the average utilization of all VMs is above a given threshold for the

selected time steps. Similarly, a VM is deallocated when the average utilization of all

VMs is below a given threshold for the selected time steps.

Figure 5.4 shows a simple example of the computation of the average VM utilization.

In the example, we consider four time steps and five VMs and 40% and 80% for the
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scaling thresholds. As can be seen, at time step T1, three VMs are busy and two

are idle, so the average utilization is 60%. At time step T2, two VMs are busy and

three VMs are idle so the average utilization is 40%. At time step T3 and T4, the

average utilization is equal to 80% and 20%, respectively. The number of steps and the

Figure 5.4: Discrete sampling policy over four time steps with five allocated VMs and

lower and upper thresholds equal to 40% and 80%

thresholds are parameters specified in the custom configuration files. In this example,

the computed average utilization of all VMs at the four time steps is neither above nor

below the specified thresholds. Hence, no scaling actions are triggered.
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5.3.2 Average load policy

The average load policy considers the status (busy, idle) of the CPU of all VMs at a

fine-granularity sliding time window and computes the average utilization of each VM.

The policy triggers the scaling actions according to one of these three conditions:

• the utilization of at least one VM must be above or below the threshold for the

selected time window;

• the utilization of a given number/percentage of VMs must be above or below the

threshold for the selected time window;

• the average utilization of all VMs must be above or below the threshold for the

selected time window.

The average utilization of each VM relies on the values of the VM load provided by the

monitoring component.

Figure 5.5 shows an example of application of this policy. The thresholds are set to

80% and 40% and some VMs are allocated. The scaling actions are taken according to

the first condition and the average load is computed each 5 time units. For instance,

at time window 1, the average load of the allocated VMs is computed at T5. Suppose

that the average load of one VM is 80%, while the utilizations of the other VMs is

neither below nor above the thresholds. Therefore, a new VM is allocated according to

the first condition. Similarly, at time window 2, the average load of allocated VMs is

Figure 5.5: Average load policy with a time window of five time units

computed at T6. For example, we suppose that the average load of the allocated VMs
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is neither below nor above the thresholds, so the policy does not trigger any scaling

action. Finally, at time window 3, the average load is computed at T7. For example,

the average load of one VM is lower than 40%, while the average load of the other VMs

is neither below nor above the thresholds. So, this condition triggers the policy for

deallocating one of the VMs.

These autoscaling policies have been developed and implemented into CloudSim toolkit

and their computation mechanism is used in the simulation scenarios for taking scaling

actions in response to the workload dynamics.

5.3.3 Autoscaling policy configuration

As already discussed, the discrete sampling policy and the average load policy trigger

scaling actions for allocating or deallocating the VMs according to their load. These

policies are invoked regularly over time. Different configurations can be set to cope with

various simulation scenarios. The main configuration parameters can be summarized

as follows:

• minimum and maximum number of VMs to be allocated;

• number of VMs to start with;

• cooling time, that is, the minimum time between to consecutive scaling actions;

• number of time steps (or time window) to be used for computing the VM load;

• number (or percentage) of VMs to be allocated/deallocated when a scaling action

is taken.

5.4 Broker level extensions

As already explained in Sect. 4.2, the data center broker allows for managing the

Cloud resources. This component is responsible for the coordination between different

simulation components, i.e., monitoring, data center, Cloud Information Service. In

addition, it plays as key role in managing the simulation flow, starting from the user

requests scheduled according to one of the policies and assigning them to the VMs for

processing. Moreover, the broker is responsible of the allocation and deallocation of

the VMs.
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5.4.1 User-based scheduling policy

The user-based scheduling policy is designed and developed for handling and scheduling

the incoming user requests on the allocated VMs to avoid the overload of the VMs and

to maximize the usage the allocated resources. The requests scheduling is performed

according to one of the scheduling policies i.e., Round Robin, Weighted Round Robin.

The broker invokes the specified policy for scheduling the user sessions on one of the

VMs. The VM is selected according to one of the following approaches:

• Round Robin: this policy handles requests in a rotational order which all re-

quests use a given resource without considering the actual load of the VMs.

• Weighted Round Robin: this policy assigns to each VM a weight that deter-

mines the fraction of requests to be sent to a given VM. The lower the weight,

the larger the proportion of requests a VM receives.

The request scheduling is performed at simulation time according to the actual VM

load.

5.4.2 Content push configuration

Pushing the requested HTML page with its embedded objects as responses without

waiting for explicit requests from the client is a feature supported by the HTTP/2,

the new version of the HTTP/1.1 protocol [77]. In the simulation environment, the

server push mechanisms is implemented by the broker to improve the page load time.

The configurations of this mechanism, such as the percentage and the types of the

embedded objects to be pushed are set by the broker. Figure 5.6 shows a simple

example of server push mechanism, where the client requests an HTML page and the

server sends back the HTML file and its embedded objects i.e., a style sheet and an

image. Three responses are sent back by the server, the page.html file and its two

embedded objects (i.e., style.css and image.png).
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Figure 5.6: Example of server push feature

5.5 VM level extensions

As already discussed in Section 4.2, the VM class in the CloudSim represents the VM

in the simulation environment. It runs inside a Host and processes Cloudlets. This

processing happens according to a policy, defined by the CloudletScheduler. At VM

level, we implemented a new concurrent-based scheduling policy for processing user

requests. This policy is used to

• limit the maximum number of requests concurrently processed;

• implement a waiting queue;

• specify time-sharing granularity.

At the simulation time, the concurrent-based scheduling policy specifies a quantum

time to each request and enables their processing concurrently. When the maximum

number of requests concurrently processed is exceeded, the new arrival requests are

moved to the waiting queue.
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5.6 Monitoring component

The monitoring component is crucial for the autoscaling component since it collects

measurements at the broker and VM side. In this thesis work, different monitoring

strategies have been developed.

At the VM side, the monitoring component is invoked frequently during the simula-

tion time by the broker to sample the status of the VMs at different time granularity.

Monitoring consists of collecting information on the VM status, such as the number of

requests concurrently processed, number of waiting requests. The performance of Web

requests, that is, their processing time and waiting time, can also be monitored.

At the broker side, the monitoring component collects information about the number of

allocated or deallocated VMs. The collected information are used by other simulation

components such as autoscaling, and the broker itself for the VM allocation/dealloca-

tion.

5.7 Simulation configurations

Different Cloud environment can be simulated by varying changes according to the

workload characteristics and the configurations of the simulator components.

Various parameters are set for each simulation experiment, such as number of VMs to

start with and the VM boot time, that is, the time needed by a newly allocated VM to

be up and running for processing the user requests. Time sharing quantum is another

configuration parameter used to set the time given to each request during its processing

on a VM. Similarly, the monitoring resolution is also set which specify the granularity

of sampling time used by the monitoring component to collect measurements of the

VM status.
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This chapter describes the dataset used in the experiments as well as the results of

the Web workload characterization. The simulation scenarios developed for testing the

behavior of the autoscaling policy under different HTTP/2 content push configurations

and the results of these experiments are also presented.

6.1 Dataset description

The dataset used in this work is represented by the logs collected by the Web server

that hosts the official site of the University of Pavia. These logs are stored according

to the Extended Log File Format. In particular, each record contains various informa-

tion, such as the IP address of the client that issued the HTTP request, a timestamp

associated with the request, the User Agent string and the status code of the HTTP

response. Table 6.1 summarizes the characteristics of the dataset. The data refers to

four weeks between 24/01/2016 and 21/02/2016.

A preliminary analysis was applied for filtering, reformatting, and summarizing the

dataset. Users have been identified using the pair, IP address and User Agent. More-

over, within user activity, sessions have been identified. A session is defined as the

sequence of requests whose interarrival time, that is, the time between two consecutive

requests, is less that a predefined threshold.

The users have been classified into users who requested only one page and users who

requested more than one page. As results 252,474 users have been identified, one third

of the users requesting only one page.

Logging period 4 weeks

Number of requests 8,608,774

Table 6.1: Main characteristics of the log files of the University of Pavia
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6.2 Workload models

To identify workload models we analyze the user behavior in terms of its requests to

the Web server. In particular, we describe each user by nine parameters, namely: total

number of requests of primary pages, total number of requests of embedded objects,

average interarrival time between primary pages, average interarrival time between a

primary page and its first embedded object, average interarrival time between the first

and last embedded object, average interarrival time between embedded objects, total

size of the primary pages, number of requests of primary pages without embedded

objects, total size of the embedded objects. Various statistical techniques are applied

to analyze the user behavior and uncover differences and similarities among them. In

particular, it is necessary to compute the correlation coefficient between parameters as

to remove highly correlated parameters.

The Pearson correlation coefficient is computed for the users who requested more than

one page each – which measures the linear relationship between two variables. For

example, the correlation coefficient between the number of pages without embedded

objects and the number of primary pages is equal to 96.78%. As result, the number of

pages without embedded objects parameter has been removed.

In addition, we analyze the parameter distributions for the identification of the outliers.

In fact, the outliers, that is, the components whose parameter values are very different

from the typical ones, may distort the classification process. Hence, the original data

set has to be trimmed by removing the components having one or more parameters

with values greater than a predetermined percentile. In particular, the 99.2 and 99.5

percentiles are considered for the number of pages and number of embedded objects,

respectively. Figure 6.1 shows the percentiles of the page interarrival time of the users

who requested more than one page. As can be seen, values larger than 99.7 percentile

are quite different from the other values.

Figure 6.2 shows the cumulative distribution function of the page interarrival time,

highlighting the 99.7 percentiles that has been chosen to remove outliers. The total

number of users who have requested more than one page is 165,518. As result of the

filtering, 0.02% of the users who requesting more than one page have been removed.

The k-means clustering algorithm has been applied to group users with similar charac-

teristics. Number of primary pages, number of embedded objects, interarrival time of

the primary pages, average size of primary pages and average size of embedded objects
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Figure 6.1: Percentile values of page interarrival time of the users who requested more

than one page
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Figure 6.2: Cumulative distribution function of the page interarrival time

are the parameters used in the clustering.

The users are partitioned into four groups, described by their centroid, i.e., the geomet-

ric centers of the clusters. The characteristics of the four clusters are shown in Table

6.2. As can be seen, cluster 1 is the largest one, grouping 49% of the users. The user

requests have very short interarrival times, compared with those of other users. Cluster

3 groups 40% of the users requesting large embedded objects. embedded objects. Clus-

ter 2 groups the users who request the largest number of pages and embedded objects,

that is, on average 32.61 and 83, respectively. Moreover, the users of Cluster 4 request

pages whose size is very large, i.e., 111,852 bytes, with longest interarrival time.

To summarize the behavior of the various parameters by means of probabilistic distri-
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Cluster 1 Cluster 2 Cluster 3 Cluster 4

Number of users 79,023 13,864 65,077 4,554

Number of primary pages 4.81 32.61 5.29 3.63

Number of embedded objects 13.4 83 38 18.5

Primary page interarrival time [second] 9.305 17.917 10.508 43.301

Primary page size [byte] 53,737 31,880 23,169 111,852

Embedded object size [byte] 12,828 35,573 66,592 15,403

Table 6.2: Centroids of the four clusters

butions, fitting techniques are applied. A visual inspection of the parameters show that

their patterns can be modeled by different types of distribution. Thus, we use piecewise

functions. Figure 6.3(a) shows the distribution of the average size of primary pages in

cluster 2. As can be seen, the pattern is not clear and it does not fit to individual dis-

tribution. In addition, some peaks can change the behavior of the pattern, therefore, it

is necessary to fit the distribution to the proper ones. We fit this distribution by means

of two Gaussian distributions in the ranges [0,10000[ and [10000,25000] and of one uni-

form. Figure 6.3(b) shows the Gaussian distribution in range [0,10000[ with standard

deviation 2,395.44 and mean 5,319.74. Figure 6.3(c) shows the Gaussian distribution

in range [10000,25000] with standard deviation 3,817.667 and mean 17,399.8. Primary

page size is modeled as uniform distribution in the range [25001.19,119084.5] with fre-

quency 4518 and mean 72,042.23. Similarly, the other parameters of the clusters have

been fitted with proper distributions in order to obtain different workload models.

Users who have requested only one page are modeled separately since for these users

many parameters previously are meaningless. These users are 86,968 and, after ap-

plying the filtering process, they are 40,268 i.e., 46.3%. Table 6.3 shows some of their

characteristics.
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Figure 6.3: Average size of primary pages in Cluster 2 (a)) and (Gaussian distribu-

tion fitted in the range [0,10000[ (b)) and (Gaussian distribution fitted in the range

[10000,25000] (c)).
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Users

Number of users 40,268

Average number of embedded objects 21.81

Average time between primary page and first embedded object [second] 0.8419

Average interarrival time between embedded objects [second] 0.39621

Average primary page size [byte] 20,825

Average embedded objects size [byte] 646,726

Table 6.3: Characteristics of the users who request only one page

6.3 Simulation experiments

The derived workload models, described in the previous section are used to drive the

simulation experiments. A single class workload has been used in the simulations

and, in particular, the users who request one page have been considered. This section

presents the results of four simulation experiments aimed at assessing the behavior of

the autoscaling policies (i.e., discrete sampling, average load) and testing the HTTP/2

content push feature. As already pointed out, server push optimization mechanisms

allow Web servers to speculatively send resources without waiting for explicit client

requests. The push configuration parameters identify the bundle of Web resources to

be pushed.

6.3.1 User arrival patterns

The Web workload generator reproduces the workload according to the identified work-

load models. In the simulation experiments, more than 330,000 HTTP requests for Web

pages have been generated. Figure 6.4 shows the daily arrival pattern of the requests

as a function of time. As can be seen, the workload intensity is characterized by a

clear diurnal pattern, with much fewer requests – as little as 42 requests per minute –

during the night and early morning hours, and a peak of about 400 requests per minute

around noon.

To describe the composition of the Web pages in terms of number and size of embed-

ded objects, we analyze the structural properties of the Website (see the snapshot of

Figure 6.5). On average the Web pages reference 40 embedded objects each. The pro-

cessing time of each object is set proportional to its size. In detail, the processing time
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Figure 6.4: Daily request arrival pattern.

is described by two equally probable uniform distributions, one in the range [0.2, 2] µs

and the other in the range [110, 118] µs.

Figure 6.5: Snapshot of the home page of the Website of the University of Pavia.

Another important property of the workload is the interarrival time between two con-

secutive requests to the embedded objects of a given page. Since these times are usually

quite small, that is, one second or less, we model them using two uniform distributions

in the range [0, 1] s and [1, 2] s, respectively. The probabilities associated with these

distributions are 0.97 and 0.03.
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6.3.2 Simulation scenario

The experiments performed follow the simulation scenario depicted in Figure 6.6. As

can be seen, a pool of VMs is allocated to process Web requests. Some VMs are

VM status

Autoscaling
policy

VM Pool

Web page
requests

.

.

.

Figure 6.6: Experimental scenario.

allocated and some others are ready to be allocated depending on the workload intensity.

The autoscaling policy frequently checks the load of the allocated VMs by receiving

the monitoring data to react to the workload changes by allocating/deallocating VMs.

Several experiments have been carried out to select the most appropriate values of the

thresholds that trigger the autoscaling policy as well as the number of time steps or time

window in order to adapt the VM allocation/deallocation to the workload dynamics,

while minimizing the number of scaling operations. In details, the upper threshold is

set to 0.8 to maximize the VM utilization, while the lower threshold is set to 0.4 to

avoid fluctuation in VM allocation/deallocation. Note that, if the number of time steps

and the time window are too large, the autoscaling policy reacts slowly to the workload

changes.

Table 6.4 summarizes the parameters used in the simulations. In particular, these

parameters specify the minimum and the maximum number of VMs to be allocated

(equal to 1 and 100, respectively), the initial number of VMs (equal to 20). The boot

time of a VM is set to 30 seconds. In addition, to avoid oscillations in the number

of allocated/deallocated VMs, the cooling time, i.e., the minimum time between two

scaling actions, is set to 40 seconds.
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Number of VMs Boot time Cooling time Thresholds Monitoring resolution

Min Max Start [s] [s] lower upper [s]

1 100 20 30 40 0.4 0.8 0.1

Table 6.4: Simulation parameters

As explained in Sect. 5.3, the autoscaling component developed in this thesis work

implements two reactive autoscaling policies (i.e., Discrete sampling, Average load).

These policies allocate/deallocate the VMs according to their actual load on a given

number of time steps or time window. The simulation experiments are performed

under different configurations aimed at assessing the behavior of autoscaling policies

and testing the HTTP/2 content push mechanisms.

The discrete sampling and average load policies have been evaluated using performance

metrics, such as number of scaling operations, VM utilization, page load time and

number of allocated VMs.

6.3.3 Discrete sampling policy

The behavior of the discrete sampling policy in response to the workload changes has

been tested and evaluated. In particular, two simulations have been carried out under

different content push configuration and the VMs usage is computed over four time

steps. The first experiment does not consider any content push. This means that each

embedded object is sent as response of a specific HTTP request. The second experi-

ment considers full content push, that is the embedded objects are sent to the client

without being explicitly requested.

Figure 6.7 shows the number of allocated VMs as a function of time. The request

arrival rate is also displayed. In particular, Figure 6.7(a) refers to the experiment with

no content push, while Figure 6.7(b) refers to the experiment with full content push.

The scaling operations in the experiment with no push account for 131 and 133 for

scaling up and down, respectively and the maximum number of allocated VMs is 23.

The scaling operations in the experiment with full push account 253 and 265 for scaling

up and down, respectively and the maximum number of allocated VMs is 24.

Note that, the request arrival rate is higher in the experiment with no push 6.7(a)

compared to the one with full push 6.7(b), since the Web server receives a separate

request for each embedded object.
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(a) (b)

Figure 6.7: Step functions of the number of allocated VMs as a function of simulated

time with no push (a) and full push (b) of the Web content

The boxplots of Figure 6.8 summarize the actual utilization of the VMs as a func-

tion of the number of allocated VMs. Figure 6.8(a) refers to the experiment with no

push. The average utilization of the allocated VMs is 0.60 and the maximum is 0.87.

Figure 6.8(b) refers to the experiment with full push. The average utilization of the

allocated VMs is 0.63 and the maximum is 0.88. As can be seen, in both experiments,

increasing the number of allocated VMs leads to a balanced VM utilization.

Page load time, that is, the time needed by the Web server to load the HTML file

with its embedded objects, is a good performance metric for evaluating the autoscaling

policies. Figure 6.9 shows the cumulative distribution functions of the page load time

as function of the simulated time. We notice very different behaviors with much smaller

times in the case of full push.

Table 6.5 presents some statistics of the page load time. As can be seen, the page load

time is significantly smaller in the case of full push, in particular its average is 2.8 s,

while in case of no push it is 21.3 s.
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(a) (b)

Figure 6.8: Boxplots of the VM utilization for the no push (a) and full push (b)

experiments

Avg. Median 99-th percentile

No push 21.3 21.1 26.9

Full push 2.8 2.4 9.1

Table 6.5: Page load time expressed in seconds under no push and full push configura-

tions

The autoscaling behavior in response to the workload changes has been further an-

alyzed by looking at the status (idle, busy) of the allocated VMs. In particular, Figure

6.10 shows the number of allocated VMs (black step function) compared to the number

of busy VMs (blue curve) as a function of time. The red area in the diagram represents

the unused VMs allocated but in idle state. On average we discovered that 40% of the

allocated VMs in the no push are idle, while 37% the allocated VMs in the full push.

As can be seen, in the case of full push 6.10(b) the policy leads to better VM utilization

and VM deallocation.
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Figure 6.9: Cumulative distribution functions of the page load time with full push

(black curve) and no push (red curve)

(a) (b)

Figure 6.10: Number of allocated VMs and of busy VMs as a function of time for no

push (a) and full push (b)
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6.3.4 Average load policy

Two experiments aimed at assessing the behavior of the average load policy have been

performed as well. The first experiment considers partial push, in which 45% of the

embedded objects are pushed by the Web server. The second experiment considers full

content push. In addition, the VMs usage is computed by choosing a time window

value of 5 seconds. The results of these experiments are explained in this section.

Firstly, we evaluate how the average load policy reacts to the workload dynamics. The

number of allocated VMs and request arrival rate as a function of time are shown in

Figure 6.11. Figure 6.11(a) refers to the experiment with partial content push, while

Figure 6.11(b) refers to the experiment with full content push. The VM allocation/deal-

location is evaluated by analyzing how many scaling operations are performed. In the

partial push experiment a total of 992 and 996 scaling up and down operations are

counted, whereas in the full push they are 835 and 838, respectively. In both experi-

ments, at maximum 28 VMs are allocated.

(a) (b)

Figure 6.11: Step functions as a function of simulated time with partial push (a) and

full push (b)

The average VMs utilization have been evaluated in both experiments. The actual

utilization of the VMs as a function of the number of allocated VMs is summarized by

the boxplots of Figure 6.12. Figure 6.12(a) refers to the experiment with partial push.
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Figure 6.12: Boxplots of the VMs utilization of for the partial push (a) and full push

(b)

The average VMs utilization is 0.58 and the maximum is 0.88. Figure 6.12(b) refers to

the experiment with full push. The average VMs utilization is 0.57 and the maximum

is 0.86. As can be seen, the behavior is similar as in the discrete sampling policy.

Figure 6.13 shows the results of the cumulative distribution function of the page load

time as function of time for the two experiments. Page load times exhibit very different

behaviors with much smaller times in the case of full push.
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Figure 6.13: Cumulative distribution functions of the page load time with full push

(black curve) and with partial push (red curve)

Table 6.5 presents some statistics of the page load time. As can be seen, the page

load time decreases when the number of pushed objects increases. The page load time

is significantly smaller in the case of full push, in particular the average page download

is 2.8 s while in case of partial push is 6.9 s.

Avg. Median 99-th percentile

Partial push 6.9 6.7 15.9

Full push 2.8 2.4 9.1

Table 6.6: Page load time expressed in seconds under partial and full push configura-

tions.

The average load policy behavior when allocating/deallocating VMs in response to

the workload changes has been analyzed by looking at the status (idle, busy) of the
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allocated VMs. In particular, Figure 6.14 shows the number of allocated VMs (black

step function) compared to the number of busy VMs (blue curve) as a function of time.

The red area in the diagram represents the unused VMs allocated but in idle state. We

discovered that about 42% of the allocated VMs are idle in the partial push, while 43%

of the allocated VMs in the full push.

(a) (b)

Figure 6.14: Number of allocated VMs and of busy VMs as a function of time for

partial content push (a) and full content push (b)

6.3.5 Summary

The simulation experiments have shown that autoscaling considered in this work react

well to the workload changes by allocating or deallocating the VMs. In details, the scal-

ing actions performed by discrete sampling are fewer than the scaling actions performed

by average load. This leads to fewer fluctuation in VM allocation or deallocation.

The experiments have also shown an overall benefit in adopting the push feature in

terms of page load time. Page load times exhibit very different behaviors with much

smaller times in the case of full push compared with no push and partial push.

Moreover, by comparing the two policies under full content push, we notice that more

than half of the allocated VMs are idle. This emphasizes the importance of autoscal-

ing policies for saving costs by reducing the number of VMs. These results have been

published in a conference paper (see [78]).
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This thesis work focuses on the study of Cloud workloads and on characterization

of Web workloads with the objective of devising models to be used to test the perfor-

mance of autoscaling policies. The workload characterization is based on measurements

collected on a Web server. Data analysis and exploratory techniques have been applied

for identifying the parameters that describe the user behavior. Moreover, workload

models have been derived by applying clustering and fitting techniques.

A simulation environment based on the CloudSim simulation toolkit has been designed

and developed to exploit a Web workload on a realistic Cloud infrastructure and imple-

ment state-of-the-art reactive autoscaling policies. These policies allocate/deallocate

the VMs according to their resource usage evaluated on a given number of time steps

or time window.

Various experiments aimed at assessing the impact of HTTP/2 content push mech-

anism on Cloud environment have been performed. The benefits of the server push

mechanisms have been evaluated using performance metrics, such as page load time,

VM utilization and number of allocated VMs. The autoscaling policies tested in the

experiments lead to rather balanced utilizations across VMs, when a larger number

of VMs allocated. The results of the simulation experiments have shown an overall

benefit in adopting the server push mechanism. In particular, the page load time is

significantly reduced and the amount of content being pushed does not influence the

behavior of the autoscaling policies.

7.1 Future work

As a future work it is possible to model different scenarios and workload classes. Re-

active and proactive autoscaling polices will be designed and tested to study their

sensitivity to push configuration parameters. In addition, the various features of the

HTTP/2 protocol will be tested on benchmarks deployed for the purpose and executed

on real a Cloud infrastructure that relies on the OpenStack software.
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