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## Abstract

The ever-increasing demand for faster data transfer-rate and higher device density in mobile applications is posing severe requirements to the network infrastructure for 5 G and beyond networks. Concurrently, radar imaging is a trending topic, mainly driven by assisted/autonomous driving and gesture recognition applications. Both wireless communication and remote sensing are going towards millimeter-waves and sub-THz bands, where unlicensed portions of the electromagnetic spectrum are largely available and wide bandwidth is easily accessible.

Within this framework, BiCMOS is a promising technology, offering both high-speed high-power HBTs and CMOS nodes, enabling the possibility to realize complex systems on chip capable of going directly from the digital domain to the air and vice-versa. Nonetheless, today's available nodes still suffer from a maximum oscillation frequency which is only twice or three times the operating frequency; this mandates a careful selection of circuits configurations and, possibly, the investigation of unconventional design solutions to get the most out of the technology.

Phased-arrays have the benefit of increasing the total radiated power through beamforming and over-the-air-power combining, thus going beyond the power capability of a single-transistor transmitter, which is very limited compared to the one achieved in III-V technologies. On the receiver side, in-
stead, they combine multiple channels giving a signal-to-noise ratio increase, thus enhancing the system sensitivity. For this reason, arrays with thousands of antennas are likely to become popular in the next future, and a high integration is required to make these systems affordable and reliable. Moreover, phased-arrays also open to the possibility of beam-steering, increasing the flexibility of point-to-point radio links.

This thesis focuses on D-band (110-175GHz) building blocks for a receiver front-end. A description of transmission-line-based broadband matching networks is proposed to gain some insights about their working principle and it is applied to the design of high-frequency wideband amplifiers. A test chip demonstrates a LNA with $50 \%$ fractional bandwidth in D-band and state-of-the-art noise figure. A discussion on gain boosting based on reactive feedback applied to common-emitter devices follows, and a low-noise amplifier demonstrates 23.8 dB power gain, $130-165 \mathrm{GHz}$ bandwidth and 5 dB noise figure at 150 GHz , a record value which is found in literature only in works that operate with more advanced technology nodes. Phase shifters, needed to perform a coherent summation of the signals at different antenna elements, are investigated in their passive implementation both for fine and coarse phase shift control. Stand-alone structures are realized together with an on-chip TRL calibration kit to validate the concepts. Finally, a front-end module comprising a LNA and a passive phase shifter is described. Phase shifting elements are interleaved with gain-boosted active stages to maximize the receiver's dynamic range. Experimental results show an average gain of 20 dB and a phase resolution of $7^{\circ}$ over the full $0-360^{\circ}$ phase shifting range. The average noise figure is 7 dB , the best to the authors' knowledge in similar works to date. With an $\mathrm{OP}_{1 \mathrm{~dB}}$ of -2 dBm and a DC power consumption of 80 mW from a 2 V supply, measurement results prove advances in perfor-
mance with respect to previous works, especially in terms of power efficiency, particularly critical in large arrays.

The activities were carried out at the Analog Integrated Circuits (AIC) Laboratory of University of Pavia, and received funding from the Commission of the European Union within the H2020 DRAGON project (Grant Agreement No. 955699) and KDT SHIFT project (Grant Agreement No. 1010962). The definition of system requirements was carried out in collaboration with the group of Huawei Milan, Italy.
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## Introduction



Figure 1: Network infrastructure with D-band backhaul links.

THE ever-increasing demand for faster transfer rate in mobile applications and ubiquitous connectivity are posing severe requirements to the mobile network infrastructure. To address this challenge, millimeter-wave (mmWave) and sub-THz bands are progressively gaining interest in the recent years, enabling high data-rate wireless communications, competitive with fiber solutions, and are ideal for the creation of flexible and high-capacity point-to-point backhaul links aimed at connecting the cells at the edges of the network to the network core and for the interconnection of adjacent cells.

The main regulatory entities of both US and Europe have deeply analyzed the potential of the bands within $115 \sim 275 \mathrm{GHz}$, especially for shortreach point-to-point radio backhaul links [1][2][3] and D-band, ranging from 110 GHz to 170 GHz , covers a promising spectrum portion, thanks to the favorable oxygen attenuation and the wide bandwidth available, but the lack of standardization and the uncertainty about business opportunities in the field is still leaving this matter to a research level, with the first working demonstrators being presented just in the past few years [4][5][6]. Nonetheless, significant spectrum portions have been already reserved in D-band for point-to-point short-reach radio links in 5G and beyond [7].

Also human vital sign monitoring via radar sensing and imaging are pushing the evolution towards mmWave, driven by the advantage on resolution provided by the short wavelength and the wide bandwidth, allowing to achieve high accuracy in distance measurements, in the order of micrometers [8][9]. Gesture recognition with radar sensors is another trending topic, and a high range resolution (the ability to distinguish between adjacent targets) is required to detect even the most delicate movements of fingers and hands [10].

For all such kind of applications, BiCMOS technology gives an optimal compromise between cost and performance, joining high-speed and highpower HBTs with CMOS nodes, thus empowering the integration of systems on chip (SoC) in the Sub-THz band. Nonetheless, in most of the current technologies, transistors are pushed to operate close to their frequency limit $\left(f_{\text {max }}\right)$. Fig. 2 reports in red the SiGe BiCMOS technologies available versus $f_{t}$ and $f_{\text {max }}$, which are only twice and three times the operating frequency in D-band [7]. This implies limited performance and a high effort in the design. In fact, the low available gain mandates careful selection of the active stage
configurations and, possibly, investigation of unconventional design solutions to get the most out of the technology. The main challenge is the ability


Figure 2: $f_{t}$ and $f_{\max }$ of most of today's available technology nodes to provide enough amplification over the required bandwidth. In fact, for D-band circuits to operate in real-world applications, gain-bandwidth products in the order of several hundreds of GHz are essential [11][12].

To cope with the high path loss, transceivers exploit phased-array architectures, where multiple radiating elements rise the equivalent antenna gain through beam forming. In active beam forming systems [13][14][15], the radiating elements are connected to multiple Power Amplifiers (PA) or low-noise amplifiers (LNA) at the TX and RX side, respectively, followed by a programmable phase shifter. In this way, the system performance is enhanced by a higher radiated power and a better sensitivity. Moreover, active phasedarrays benefit from the flexibility given by the programmable beam-steering capability [16]. In this scenario, each antenna element of a phased-array needs to be operated with a specific phase shift, in order to perform a coherent summation of the different signals coming from or delivered to each antenna element.

This work is organized as follows: chapter 1 faces the issue of broadband amplification focusing on the implementation of ultra-wideband matching networks for the realization of high-frequency broadband amplifiers. Follows chapter 2 that analyzes the limitation of available power gain in highfrequency cascode amplifiers and introduces reactive feedback around the common-emitter device to increase the power gain. Chapter 3 focuses on passive structures to realize digital fine and coarse phase shifters. Finally, chapter 4 makes use of the previously illustrated components and describes the design of a receiver front-end with a two-stage LNA with reactive feedback and passive phase shifters interleaved with gain-boosted active stages for D-band phased arrays.

## Chapter 1

## Broadband Amplifiers



Figure 1.1: Qualitative gain response (upper) and NF (lower) for a threestage amplifier with stagger-tuning (a) and inherently broadband design (b).

AMPLIFIERS are key building blocks in phased-array systems, but the high operating frequency, close to the technology limits $\left(f_{t} /\right.$ $f_{\text {max }}$ ), complicates the design and penalizes the performance. Distributed amplifiers [17] have been deeply explored for high-frequency wideband amplification since the vacuum-tube era, but lead to large area, poor power efficiency and high noise figure [18], making them hardly attractive
for low power and compact applications, such as phased-arrays, where the spacing between antenna elements must be equal to half wavelength ( $\approx 1 \mathrm{~mm}$ in D-band).

A common way to extend the amplifiers bandwidth is the stagger-tuning technique where multiple tuned stages are cascaded with center frequencies purposefully misaligned such that the overall response appears broader [12][19][20][21]. When a high fractional bandwidth is needed, several staggered stages are required but, notably, the stage ordering is arbitrary, i.e. the stage tuned at the lowest frequency does not need to be necessarily the first stage in the chain. In [21], a three-stage amplifier is designed, and the authors place the middle frequency first, observing that this gives a flat NF profile. In fact, an impact of stage ordering on the overall amplifier performance, such as linearity and noise figure [22], exists. Fig. 1.1a depicts qualitatively this issue. The stages are characterized by center frequencies $\mathrm{f}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}$. While the overall gain is independent on the stage ordering, the green and yellow curves report the overall noise figure for two different cases: lowest frequency first ( $\mathrm{i}, \mathrm{j}, \mathrm{k}$ ), and highest frequency first ( $\mathrm{k}, \mathrm{j}, \mathrm{i}$ ). Indeed, by departing from the center frequency of the first stage, the gain drops until it may be no more sufficient to suppress the noise of the subsequent stages. This determines a signal-to-noise ratio degradation in the portions of the bandwidth far from the center frequency of the first stage.

In this work, the amplifiers are inherently broadband stages, as depicted in Fig. 1.1b, such that the noise figure is minimized across all the band. The active cores are cascode stages loaded by high-order matching networks realized with transmission lines.

A three-stage LNA is designed and a test chip fabricated in SiGe BiCMOS to validate the concept. Experimental results demonstrate 23 dB gain from

105 GHz to 175 GHz with 30 mA current consumption from a 2 V supply. The corresponding fractional bandwidth is more than $50 \%$, to the authors' knowledge the highest reported in literature for a 3 -stage amplifier. Only [23] outperforms with a remarkably higher value of $77 \%$, but the design comprises five active stages and benefits from a technology node with a substantially higher $f_{t} / f_{\text {max }}$. The measured noise figure (NF), between 5 dB and 6.5 dB , was demonstrated so far only by narrow-band designs.

### 1.1 Ultra-wideband Matching Networks



Figure 1.2: Section (not in scale) of the stackup and parasitic inductance.

Cascode structures are commonly employed in multi-stage amplifiers. At high frequency, the cascode shows a relatively low input impedance but high output impedance, requiring impedance match to rise the gain of cascaded stages. While providing impedance scaling, the interstage network has also to feed the supply and the bias voltage to the AC-coupled stages. Moreover, in the sub- THz region, even the shortest interconnection between a transis-


Figure 1.3: Topology of the matching network employed
tor terminal and the topmost low-loss metal layer introduces a non-negligible reactance. The issue is sketched in Fig. 1.2, that shows the inductive path between the transistor's collector and the $9^{\text {th }}$ layer of the BEOL stack. The parasitic inductance should be properly absorbed by the interstage network, and the topology chosen for this work is drawn in Fig. 1.3. $\mathrm{L}_{\mathrm{A}}$ and $\mathrm{L}_{\mathrm{B}}$ embed the connection to the collector of the driving stage and to the base of the following stage. Capacitors $\mathrm{C}_{1,2}$ model the output/input parasitic capacitance of the HBTs. $\mathrm{L}_{1,2}$ provide two convenient paths to the supply $\left(\mathrm{V}_{\mathrm{CC}}\right)$ and biasing $\left(\mathrm{V}_{\mathrm{b}}\right)$ voltage. Capacitor $\mathrm{C}_{\mathrm{S}}$ grants the necessary AC coupling and the two $\mathrm{L}_{\mathrm{S}} / 2$ segments incorporate its connections.

A rigorous study of the network in Fig. 1.3, in order to exploit all the available design degrees of freedom, is cumbersome. Insights on components sizing and how they affect the frequency response are analyzed here following an intuitive approach to identify the network singularities and drive the design.

### 1.1.1 Region Around $\mathrm{L}_{\mathrm{S}} \mathrm{C}_{\mathrm{S}}$ Resonance

From Fig. 1.3, the two inductors $\mathrm{L}_{\mathrm{S}} / 2$ can be concentrated into a single component, $L_{S}$, as shown in Fig. 1.4a. For frequencies around $\omega_{s}=1 / \sqrt{L_{s} C_{s}}$, the
series tank constituted by $\mathrm{L}_{\mathrm{S}}$ and $\mathrm{C}_{\mathrm{S}}$ resonates, giving ideally an AC shortcircuit and leading to the simplified network of Fig. 1.4b, where $\mathrm{L}_{\mathrm{C}}=\mathrm{L}_{1} / / \mathrm{L}_{2}$. Since the T-structure of $\mathrm{L}_{\mathrm{A}}, \mathrm{L}_{\mathrm{B}}, \mathrm{L}_{\mathrm{C}}$ can be described by two magnetically-

(a)

(b)

(c)

Figure 1.4: Matching network rearranged (a), its simplification around $\omega_{S}$ (b), and equivalent circuit with a doubly-tuned transformer (c).
coupled inductors, the network is analytically equivalent to a doubly-tuned transformer with primary and secondary inductance $\mathrm{L}_{\mathrm{t}, 1}$ and $\mathrm{L}_{\mathrm{t}, 2}$, respectively, and magnetic coupling k, as in Fig. 1.4c. The relations between the parameters of the networks in Fig. 1.4b and Fig.1.4c are:

$$
\begin{array}{r}
L_{t, 1}=L_{A}+L_{C} \quad L_{t, 2}=L_{B}+L_{C} \\
k=\frac{L_{C}}{\sqrt{\left(L_{A}+L_{C}\right)\left(L_{B}+L_{C}\right)}} \tag{1.1}
\end{array}
$$

Transformers are well known for their capability of providing broadband impedance match, and this equivalence is exploited to describe the behavior of the network of Fig. 1.3. In [24], a deep study on doubly-tuned transformers was carried out. Considering $\mathrm{Z}_{\text {in }}$, the impedance synthesized at the primary side, two pairs of complex-conjugate poles appear. Under the simplifying assumption that $\mathrm{L}_{\mathrm{t}, 1} \mathrm{C}_{1}=\mathrm{L}_{\mathrm{t}, 2} \mathrm{C}_{2}=1 / \omega_{0}^{2}$, their frequencies are given by:

$$
\begin{equation*}
\omega_{p 1,2}=\frac{\omega_{0}}{\sqrt{1 \pm|k|}} \tag{1.2}
\end{equation*}
$$

In addition, a pair of in-band complex zeroes appear. By properly setting the impedance transformation at these three frequencies, it is possible to achieve a broadband behavior.

When a step-up impedance match is required (which is the case of practical interest), given a bandwidth requirement, the capacitance $\mathrm{C}_{1}$ limits the maximum amount of impedance transformation, i.e. a higher gain can be realized only on a reduced bandwidth [24]. In the case of $\mathrm{C}_{1}=40 \mathrm{fF}$, Fig. 1.5 shows $Z_{\text {in }}$ of the doubly-tuned transformer with $50 \Omega$ load and a 1:2 impedance transformation ratio $\left(\mathrm{C}_{2}=80 \mathrm{fF}\right.$ and $\mathrm{L}_{\mathrm{t}, 1}=30 \mathrm{pH}, \mathrm{L}_{\mathrm{t}, 2}=15 \mathrm{pH}$, $\mathrm{k}=0.28$, implemented with $\left.\mathrm{L}_{\mathrm{A}}=24 \mathrm{pH}, \mathrm{L}_{\mathrm{B}}=9 \mathrm{pH}, \mathrm{L}_{\mathrm{C}}=6 \mathrm{pH}\right)$.


Figure 1.5: $\mathrm{Z}_{\text {in }}$ synthesized by the doubly-tuned transformer

### 1.1.2 Region Far From $\mathrm{L}_{S} \mathrm{C}_{\mathrm{S}}$ Resonance

The presence of capacitor $\mathrm{C}_{\mathrm{S}}$ and inductor $\mathrm{L}_{\mathrm{S}}$ introduces additional singularities to the network. Regarding the zeroes on the input impedance, they can be identified by circuit inspection, noticing that a frequency exists at which the components $\mathrm{L}_{1}, \mathrm{~L}_{\mathrm{S}}, \mathrm{C}_{\mathrm{S}}, \mathrm{L}_{2}, \mathrm{~L}_{\mathrm{B}}$ and $\mathrm{C}_{2}$ present a capacitive impedance with reactance equal and opposite in sign to the one of $\mathrm{L}_{\mathrm{A}}$, thus determining a series resonance. For this reason, $\mathrm{C}_{1}$ plays no role in these additional zeroes. The analytical expression of such singularities appears cumbersome and
hardly intuitive, but it can be simplified assuming the resonance between $\mathrm{C}_{2}$ and $\mathrm{L}_{\mathrm{B}}$ falls at frequency sufficiently high, a condition met in practice. With this assumption, $\mathrm{L}_{\mathrm{B}}$ is floating and the following approximated expression is found:

$$
\begin{equation*}
\omega_{z, s}=\sqrt{\frac{1}{C_{S}\left[L_{2}+L_{S}+\left(L_{A} / / L_{1}\right)\right]}}=\sqrt{\frac{1}{C_{S} L_{e q, z}}} \tag{1.3}
\end{equation*}
$$

The term within square brackets at the denominator of (3) is an equivalent inductance, $\mathrm{L}_{\text {eq,z }}$. Interestingly, (1.3) can be compared with (1.2). Replacing (1.1), (1.2) can be rewritten as:

$$
\begin{equation*}
\omega_{p 1,2}=\sqrt{\frac{1}{C_{1}\left[\left(L_{A}+L_{C}\right)\left(1 \pm \frac{L_{C}}{\sqrt{\left(L_{A}+L_{C}\right)\left(L_{B}+L_{C}\right)}}\right)\right]}} \tag{1.4}
\end{equation*}
$$

Again, the inductive term at the denominator of (1.4) may be called $L_{e q, p 1}$ and $L_{e q, p 2}$ with the plus and minus sign, respectively, giving:

$$
\begin{equation*}
\omega_{p 1,2}=\sqrt{\frac{1}{C_{1} L_{e q, p 1,2}}} \tag{1.5}
\end{equation*}
$$

It is evident that the additional zeroes introduced by $\mathrm{C}_{\mathrm{S}}$, with proper components sizing, may fall below $\omega_{p, 1}$ or above $\omega_{p, 2}$, thus determining bandwidth extension. For this to happen:

$$
\begin{equation*}
C_{S}>C_{1} \frac{L_{e q, p 1}}{L_{e q, z}} \quad \text { or } \quad C_{S}<C_{1} \frac{L_{e q, p 2}}{L_{e q, z}} \tag{1.6}
\end{equation*}
$$

Fig. 1.6 reports the frequency response of $Z_{\text {in }}$ (red curve) when $L_{S}$ and $C_{S}$ resonate at 177 GHz , while the additional zeroes fall below $\omega_{\mathrm{p}, 1}$. The value of $\mathrm{C}_{\mathrm{S}}=50 \mathrm{fF}$ is set considering practical implementation issues of such a floating MOM capacitor; going towards higher values would introduce non-negligible parasitic capacitance to ground, impairing the desired performance. $\mathrm{L}_{\mathrm{S}}$ is set, according to (1.5), to 16 pH .

A further degree of freedom not yet considered exists: only the value of $L_{1} / / L_{2}$ has been set equal to $L_{C}$, and their ratio can be expressed as


Figure 1.6: $Z_{\text {in }}$ synthesized by the network of Fig. 1.3. The impact of reducing values of $\zeta$ is reported.
$\zeta=\mathrm{L}_{2} / \mathrm{L}_{1}$. Interestingly, $\zeta$ controls the impedance transformation ratio in the bandwidth-extended region, with a negligible impact on the position of the singularities. To gain insight, Fig. 1.6 reports $\mathrm{Z}_{\text {in }}$ at different $\zeta$ values. While the frequencies of the singularities (hence the overall bandwidth) are marginally affected, it is possible to equalize the synthesized input impedance at the poles frequencies ( $\zeta=0.8$ gives the same $\mathrm{Z}_{\text {in }}$ at the three peaks).


Figure 1.7: $\mathrm{S}_{21}$ of a doubly-tuned transformer (blue) and of the network of Fig. 1.3 with a 1:2 impedance transformation ( $50 \Omega$ load).

The performance of the sixth-order matching network is finally compared (in terms of $\mathrm{S}_{21}$ ) to the doubly-tuned transformer that gives the input impedance plotted in Fig. 1.5. The simulated $\mathrm{S}_{21}$ are plotted in Fig. 1.7.

Despite an increased in-band ripple ( $<1 \mathrm{~dB}$ ), a remarkable $30 \%$ extension of the -3 dB bandwidth is evident.

### 1.2 Circuit Design

The schematic of the realized three-stage LNA is reported in Fig. 1.8. The number of stages is selected so to obtain a power gain greater than 20 dB , a reasonable value to ensure that the noise introduced by the following blocks within a receiver front-end is well suppressed. All the transistors have an emitter area of $10 \times 0.2 \mu \mathrm{~m}^{2}$ and are biased with $10 \mathrm{~mA} . \mathrm{MN}_{3,4,5}$ are sixthorder matching networks analyzed in the previous section, where the inductors are implemented with coplanar transmission lines in the topmost $9^{\text {th }}$ metal layer. The lengths are tuned after lines meandering, in order to improve the area efficiency. $\mathrm{MN}_{3}$ and $\mathrm{MN}_{4}$ are basically identical while $\mathrm{MN}_{5}$ embeds the GSG output pad parasitic capacitance to step-up the off-chip $50 \Omega$ termination. $\mathrm{MN}_{1}$ is a single-resonance matching network that transforms the $50 \Omega$ source impedance into the optimal noise termination for $Q_{1}$. The same task is performed by $\mathrm{MN}_{2}$ that transforms the collector impedance of $Q_{1}$ into the one that minimizes the noise figure of $Q_{2}$. Capacitors labeled as $\mathrm{C}_{\infty}$, realized with a stack of MIM and MOM components, provide an AC ground path. Low-Q multi-turn coils isolate the supply to cut uncontrolled return signal paths.

### 1.3 Experimental results

The amplifier (chip photo in Fig. 1.9) is realized in the SiGe BiCMOS 55 nm technology provided by STMicroelectronics. The core area (without GSG


Figure 1.8: Schematic of the realized ultra-wideband LNA


Figure 1.9: Photo of the realized test-chip
pads) is $560 \mu \mathrm{~m} \times 195 \mu \mathrm{~m}$. The chip is mounted on a custom PCB that provides the necessary voltage supplies and on-wafer probing is realized through Infinity Waveguide GSG probes. They are connected to the VDI WR6.5VNAX frequency multipliers that perform frequency extension for the Agilent E8361C VNA. A Farran WGNS-06 noise source is employed for noise figure characterization, together with a VDI WR6.5SAX-M harmonic mixer (provided with the high sensitivity option for enhanced displayed average noise level (DANL)) and a PXA N9030A spectrum analyzer by Agilent. Additional IF amplification is used to increase the accuracy of the results. Power measurements are performed with an ELVA-1 DPM-06 D-band power meter in combination with an Agilent E8257D signal generator and the VDI WR6.5VNAX. A summary of the three different measurement setups is schematized
in fig. 1.10, while Fig. 1.11 reports a detail of setup for the acquisition of the S-Parameters. The chip can be recognized on the screen, captured by the camera mounted on the microscope of the probe station. The mea-


Figure 1.10: Block diagrams of the measurement setups


Figure 1.11: Detail of the setup for the acquisition of S-Parameters
surement setup allowed S-parameters and noise figure acquisition only in the $105-175 \mathrm{GHz}$ and $120-170 \mathrm{GHz}$ bands, respectively. Fig. 1.12 plots the measured results and proves a good agreement with simulations. The lower -3 dB
point is below 105 GHz , not detected by measurements due to the setup limitation. The -3 dB bandwidth, centered around 140 GHz , is (slightly) larger than 105-175 GHz which corresponds to a more than $50 \%$ fractional bandwidth. The NF ranges from 5 dB to 6.5 dB within the measured band. The $\mathrm{P}_{1 \mathrm{~dB}}$ of the amplifier, reported in Fig. 1.13 is fairly constant and greater than 0.7 dBm (output-referred) across the bandwidth, with a peak 1.4 dBm at 150 GHz . A summary of the results is reported in Table 4.1. Compared to prior works, the LNA demonstrates a remarkably high bandwidth, the highest among 3-stage amplifiers, with NF across the full bandwidth aligned to the best performance demonstrated only by narrow-band designs. Only [23] shows a wider fractional bandwidth which however needs more than twice the power consumption with a 5 -stage design in a technology with higher $f_{t} / f_{\text {max }}$, and with a 3 -to- 6 dB worse NF. The figure of merit proposed in [25] is used to normalize the gain and bandwidth to the number of stages ( n ):

$$
\begin{equation*}
F o M_{[25]}=\sqrt[n]{G_{T}}\left(\frac{f_{0}}{f_{\max }}\right)^{2} \frac{B W}{f_{0}} \tag{1.7}
\end{equation*}
$$

The presented amplifier shows the highest FoM, similar to [21], but with a 3 dB lower NF.

### 1.4 Summary

The drawbacks of stagger tuning, in contrast to inherently broadband designs have been discussed, and a sixth-order transmission-line-based matching network has been proposed and analyzed for ultra-wideband amplifiers. The network can be approximated as a doubly-tuned transformer where the bandwidth is further extended leveraging the singularities introduced by the AC-coupling capacitor. The concept has been applied to the design of a wideband three-stage LNA and measurements compare favorably against previous works in terms of gain-bandwidth FoM and noise figure.

|  | This Work | [21] | [26] | [23] | [27] | [20] | [12] | [22] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SiGe BiCMOS Tech. | 55 nm | 55 nm | 55 nm | 130 nm | 55 nm | 130 nm | 130 nm | 130 nm |
| $\mathrm{f}_{\mathrm{t}} / \mathrm{f}_{\text {max }}$ | 320 / 370 | 320 / 370 | 320 / 370 | 470 / 560 | 320 / 370 | $300 / 500$ | $250 / 370$ | $300 / 500$ |
| n. of stages | 3 | 3 | 2 | 5 | 3 | 7 | 3 | 4 |
| $\mathrm{G}_{\mathrm{T}}[\mathrm{dB}]$ | 23 | 28.6 | 22.8 | 35 | 28 | 15.5 | 32.8 | 32.6 |
| $\mathrm{f}_{0}[\mathrm{GHz}]$ | 140 | 140 | 148 | 201.5 | 148 | 180 | 140 | 140 |
| $3 \mathrm{~dB} \mathrm{BW}[\mathrm{GHz}]$ | 70 | 64.3 | 33.5 | 155 | 41 | 80 | 23.2 | 52 |
| NF [dB] | 5-6.5 | 8.8-10.5* | 5-6.5 | 8.4-12 | 5.2-6.6 | 6.1-8.5 | 7.8-9.5* | 4.8-6.1 |
| $\mathrm{IP}_{1 \mathrm{~dB}} / \mathrm{OP}_{1 \mathrm{~dB}}[\mathrm{dBm}]$ | -21.3/0.7 | -29.7/-2.1 | -21.8 / 0 | -32 / 2 | -25/2 | -16.7/-2.2 | -28.6 / 3.2 | -37.6 / -6 |
| $\mathrm{P}_{\mathrm{DC}}[\mathrm{mW}]$ | 60 | 36 | 40 | 152 | 60 | 46 | 39.6 | 28 |
| Core Area [mm ${ }^{2}$ ] | 0.109 | 0.11 | 0.122 | 0.092 | 0.107 | 0.48 | 0.075 | 0.6 |
| Frac. BW [\%] | 50 | 45.9 | 22.6 | 76.9 | 27.7 | 44.4 | 16.6 | 37.1 |
| FoM ${ }_{[25]}$ | 0.204 | 0.201 | 0.173 | 0.151 | 0.135 | 0.085 | 0.076 | 0.07 |

Table 1.1: Comparison with the state-of-the-art.

* simulated value


Figure 1.12: Measured S-Parameters and noise figure compared to simulations (dashed lines).


Figure 1.13: Measured output-referred 1 dB compression point.

## Chapter 2

## Gain Boosting

SEVERAL D-band LNAs in Bipolar or BiCMOS have been demonstrated [28][29][30], proving the technology viability. Nonetheless, in current technologies, transistors are pushed to operate close to their frequency limit $\left(f_{\text {max }}\right)$. The common-emitter (CE) gives the best noise performance and simplifies impedance matching, but its maximum available gain (MAG) is limited to few dBs only in D-band. Approaches aimed at improving power gain have been investigated, but end up with a cumbersome design approach and lead to a narrow-band response [31][32]. Most commonly, D-band amplifiers leverage straightforward cascode structures to rise the gain, stacking a common-base (CB) onto the CE [33][34]. In [35][36], interstage matching between CE and CB is also introduced to improve both gain and noise performance of the stack. Solutions to boost the gain for CB transistors, such as inductive base degeneration, have been deeply studied, with the drawback of further increasing the already high output impedance [37] and complicating matching networks implementation. Recognizing that the gain of a conventional cascode is limited by the CE, this chapter investigates the use of local feedback to enhance the CE gain by shifting the device
into a conditionally-stable operating region. Then, provided the impedance levels and matching networks are carefully selected, when the CE is combined with a CB , the resulting cascode structure displays superior gain with unconditional stability. The concept is exploited in the design of a two-stage D-band LNA which shows 22.8 dB gain with 33.5 GHz bandwidth around 148 GHz , NF down to 5 dB and 0 dBm output compression point with 40 mW power consumption. Measurements compare favorably against previously reported silicon amplifiers in D-band.

### 2.1 Inductive feedback on the CE

As the operating frequency increases, the available power gain of a transistor drops, being unity at $f_{\max }$. Moreover, beyond a certain corner frequency, which depends on the transistor configuration (e.g. CE or CB), the losses by parasitic elements make the device unconditionally stable. In this case, a useful figure of merit to evaluate gain capability is the maximum available gain (MAG):

$$
\begin{equation*}
\mathrm{MAG}=\frac{\left|S_{21}\right|}{\left|S_{12}\right|}\left(K-\sqrt{K^{2}-1}\right) \tag{2.1}
\end{equation*}
$$

with $S_{21}, S_{12}$ the forward and reverse scattering parameters of the device and $\mathrm{K}>1$ the stability factor. In the unconditionally stable region, MAG defines an upper bound to power gain, achieved with simultaneous input/output conjugate match. On the other hand, under a certain frequency, K falls below unity and stability is constrained by a careful selection of input/output terminations. Within this regime, an alternative figure of merit is the maximum stable gain (MSG), which is (2.1) with $\mathrm{K}=1$ :

$$
\begin{equation*}
\mathrm{MSG}=\frac{\left|S_{21}\right|}{\left|S_{12}\right|} \tag{2.2}
\end{equation*}
$$

It is worth noticing that the maximum available power gain for a conditionally stable device is unbounded, and MSG only defines the gain that could be achieved once the stage is resistively loaded and kept at the boundary of unconditional stability $(\mathrm{K}=1)$ [38].


Figure 2.1: Maximum power gain of $\mathrm{CE}, \mathrm{CB}, \mathrm{CEf}$ with $\mathrm{L}_{\mathrm{f}}$ around 50 pH .

Fig. 2.1 shows the MAG/MSG curves for different transistor configurations in D-band. The CB stage is conditionally stable with the corner frequency $(\mathrm{K}=1)$ beyond 200 GHz . On the other hand, the CE is more sensitive to device parasitic losses which make it unconditionally stable above 80 GHz and limit the power gain to only $\sim 4 \mathrm{~dB}$ at 160 GHz . When the CE and CB are combined in a cascode structure, no more than MAG can be extracted from the CE, thus the CB provides most of the gain. A possibility to boost the CE gain consists in pushing its stability corner to higher frequency, such that the device is operated into a conditionally stable region. The solution proposed in this work is based on the introduction of a feedback inductor, $\mathrm{L}_{\mathrm{f}}$, from the collector to the base. The MAG/MSG curves for the CE with
$\mathrm{L}_{\mathrm{f}}$ (referred to as CEf) are plotted in Fig. 2.1. The positive feedback introduced by $\mathrm{L}_{\mathrm{f}}$ and the parasitic capacitors of the device (base-to-emitter and collector-to-ground, $\mathrm{C}_{\mathrm{BE}}, \mathrm{C}_{\mathrm{C}}$ ) shifts the stability corner upwards, to a frequency set by $L_{f}$. Looking at Fig. 2.1, this solution provides an evident benefit to the achievable power gain, but mandates a careful design flow not to compromise the stability of the overall amplifier. Finally, it is important to highlight the conceptual difference of this technique from device unilateralization (i.e. neutralization of the feedforward base-to-collector capacitance, $\mathrm{C}_{\mathrm{BC}}$ ). Unilateralization, easily implemented in differential stages with explicit cross-coupled capacitors, brings the advantage of unconditional stability but with limited gain enhancement. To gain insight, the MAG for a neutralized CE at 160 GHz , shown with a dash-dot line in Fig. 2.1, is remarkably lower than the MSG of the CE with $\mathrm{L}_{\mathrm{f}}$.

### 2.2 Circuit design



Figure 2.2: Schematic of the proposed LNA.
The schematic of the two-stage cascode LNA is shown in Fig. 2.2. All the multi-emitter HBTs have the same drawn emitter area, $\mathrm{A}_{\mathrm{e}}=2 \times 5 \times 0.2 \mu \mathrm{~m}^{2}$, and are biased at $5 \mathrm{~mA} / \mu \mathrm{m}^{2}$ current density. Shielded coplanar Tlines,
optimized in the 9 metal layers ( $\mathrm{Z}_{0}=60 \Omega$ and quality factor $\mathrm{Q}_{\mathrm{TL}}=30$ at 160 GHz ), are used in matching networks. AC shorts for bias and supply decoupling (labeled $C_{\infty}$ ) are realized with a stack of MIM ad MOM capacitors to ensure the best compromise between low impedance over the band of interest and self-resonance. The -3 dB bandwidth is primarily limited by matching the high impedance at the collectors of CB devices, which show the highest nodal Q. Matching networks $\mathrm{MN}_{3}$ and $\mathrm{MN}_{5}$, at the collectors of the CB transistors, realize a broadband impedance transformation, as discussed in the previous chapter. Two complex-conjugate pole pairs match the impedance at two resonance frequencies, set nominally to 140 GHz and 160 GHz , yielding a flat wideband response. The remaining matching networks $\left(\mathrm{MN}_{1}\right.$, at the input, and $\mathrm{MN}_{2}, \mathrm{MN}_{4}$, between CE and CB ) are characterized by a low nodal Q and do not limit the bandwidth; hence, simpler single resonance networks are implemented. The feedback inductance in CE transistors is set


Figure 2.3: $\mathrm{G}_{\mathrm{P}}$ and load stability circles of the CB and CEf at 140 GHz , 160 GHz .
to 50 pH and shifts the stability corner frequency to 170 GHz . Fig. 2.3 shows the operating power gain $\left(\mathrm{G}_{\mathrm{P}}\right)$ and load stability circles for the CEf and CB devices at 140 GHz and 160 GHz . The load impedances are carefully selected such that, once accounting for the matching networks losses, the amplifier is unconditionally stable. The black dots in Fig. 2.3 represent the selected load reflection coefficients, $\Gamma_{\mathrm{L}, 3}, \Gamma_{\mathrm{L}, 4}$ (or, equivalently, the load impedances $\left.Z_{L, 3}=26+j 57, Z_{L, 4}=6+j 31\right)$ for the second stage transistors, $Q_{3}, Q_{4}$. The points lie on the $\mathrm{G}_{\mathrm{P}}=8 \mathrm{~dB}$ circles at both 140 GHz and 160 GHz . The loss ( $\sim 2 \mathrm{~dB}$ ) introduced by $\mathrm{MN}_{5}$ from the output pad (nominally terminated to $\mathrm{Z}_{\mathrm{L}}=50 \Omega$ ) to the collector of $\mathrm{Q}_{4}$ compresses the variation of $\Gamma_{\mathrm{L}, 4}$ against variations of $\mathrm{Z}_{\mathrm{L}}$ and ensures stability of the CB device. The network $\mathrm{MN}_{4}$,


Figure 2.4: CB and CE load stability circles and possible variation of $\Gamma_{L, 3}$ and $\Gamma_{L, 4}$ at 140 GHz and 160 GHz .
implemented with a simple series Tline, transforms the impedance at the emitter of $\mathrm{Q}_{4}$ to the target load for the CEf, $\mathrm{Z}_{\mathrm{L}, 3}$. The latter is selected sufficiently far from the CEf potentially-unstable region to still preserve the
stability against variation of the off-chip load impedance $\mathrm{Z}_{\mathrm{L}}$. To gain insight, Fig. 2.4 shows the load reflection coefficient for $\mathrm{Q}_{3}$ and $\mathrm{Q}_{4}$, obtained by sweeping $\mathrm{Z}_{\mathrm{L}}$ across the whole Smith chart (thus considering any possible passive termination at the GSG output pad). $\Gamma_{\mathrm{L}, 3}$ and $\Gamma_{\mathrm{L}, 4}$ remain always out of the CB and CEf load potentially-unstable regions (the gray areas in Fig. 2.4), confirming the unconditional stability of the implemented cascode structure. The nominal load impedance of $\mathrm{Q}_{2}$ (the CB device in the first stage) is the same as for $\mathrm{Q}_{4}$. Thus, the multi-resonance network $\mathrm{MN}_{3}$ is designed such that the impedance at the base of $\mathrm{Q}_{3}$ is matched to the load of $\mathrm{Q}_{2}, \mathrm{Z}_{\mathrm{L}, 2}=\mathrm{Z}_{\mathrm{L}, 4}=6+\mathrm{j} 31$ at 140 GHz and 160 GHz . Similarly to what done in the design of the LNA of chapter 1, networks $\mathrm{MN}_{1}$ and $\mathrm{MN}_{2}$ are designed to optimize the noise performance. The amplifier noise factor, dominated by $Q_{1}$ and $Q_{2}$, is given by:

$$
\begin{equation*}
F \approx F_{1}+\frac{F_{2}-1}{G_{A, 1}} \tag{2.3}
\end{equation*}
$$

where $F_{1}, F_{2}$ are the noise factors of $Q_{1}, Q_{2}$, and $G_{A, 1}$ is the available power gain of $Q_{1}$. The noise factor of $Q_{1}$ and $Q_{2}$ is minimized by well-defined source terminations, while a trade-off may exist between $\mathrm{F}_{1}$ and $\mathrm{G}_{\mathrm{A}, 1}$. Fig. 2.5 shows the noise circles and constant $\mathrm{G}_{\mathrm{A}}$ curves for $\mathrm{Q}_{1}$, in CEf configuration, at 150 GHz . The center of the circles defines the source impedance $\mathrm{Z}_{\mathrm{OPT}, \mathrm{F} 1}$ that gives $\mathrm{F}_{1}=\mathrm{F}_{1, \text { min }}$. With $\mathrm{Z}_{\mathrm{OPT}, \mathrm{F} 1}, \mathrm{G}_{\mathrm{A}, 1} \approx 10 \mathrm{~dB}$. Thus, the input matching network $\mathrm{MN}_{1}$ transforms the $50 \Omega$ off-chip nominal source impedance into $\mathrm{Z}_{\mathrm{OPT}, \mathrm{F} 1}$. Once $\mathrm{MN}_{1}$ is set, the impedance at the collector of $\mathrm{Q}_{1}$ is defined and matching network $\mathrm{MN}_{2}$ is designed such that the input termination of $\mathrm{Q}_{2}$, the CB device, is $\mathrm{Z}_{\mathrm{OPT}, \mathrm{F} 2}$ leading to $\mathrm{F}_{2}=\mathrm{F}_{2, \text { min }}$. Since $\mathrm{Q}_{1}$ is a conditionally stable device, once $\mathrm{MN}_{1}$ and $\mathrm{MN}_{2}$ are fixed, its stability conditions must be verified. To this aim, Fig. 2.6 reports load stability circles of $\mathrm{Q}_{1}$ and the values of $\Gamma_{\mathrm{L}, 1}$ for any passive load impedance $\mathrm{Z}_{\mathrm{L}}$. It is clearly seen that, with


Figure 2.5: $\mathrm{G}_{\mathrm{A}}$ and noise circles of CEf, noise circles of CB. $f=150 \mathrm{GHz}$.
respect to Fig. 2.4, the increased isolation from the output provided by the second stage makes stabilization easier, and the matching networks designed to minimize the noise factor do not compromise the amplifier unconditional stability.

### 2.3 Experimental Results

The amplifier (chip photo in Fig. 4.5) is realized in STMicroelectronics' SiGe BiCMOS 55 nm technology. The occupied area is $742 \times 256 \mu \mathrm{~m}^{2}$, including GSG pads. RF signals are conveyed through Infinity Waveguide GSG probes to VDI WR6.5-VNAX extension modules for the Agilent E8361C VNA. Fig. 2.8 compares small signal measurements and simulations, showing good agreement. Farran WGNS-06 noise source, FBC-06 frequency extender and Keysight N8975A analyzer constitute the noise figure (NF) measurement equipment. The minimum measured NF is 5 dB and rises by 1.5 dB

|  | This work | [33] | [39] | [35] | [30] | [40] | [29] | [37] | [36] | [28] | [34] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SiGe BiCmOS Tech. | 55 nm | 55 nm | 120 nm | 130 nm | 55 nm | 130 nm | 90 nm | $130 \mathrm{~nm}^{1}$ | 130 nm | 130 nm | 130 nm |
| $f_{t} / f_{\text {max }}$ | 320/370 | 320/370 | 200/265 | 250/370 | 320/370 | 250/370 | 300/350 | 300/500 | 300/500 | 300/500 | 300/500 |
| \# of stages | 2 | 2 | 4 | 3 | 2 | 3 | 4 | 2 | 2 | 4 | 4 |
| \# of actives | 4 | 4 | 8 | 6 | 4 | 6 | 7 | 4 | 6 | 8 | 6 |
| $\mathrm{G}_{\mathrm{T}}$ [dB] | 22.8 | 20.1 | 26 | 32.8 | 20.6 | 23 | 30 | 27.5 | 26 | 32.6 | 25.3 |
| $f_{0}$ [GHz] | 148 | 150 | 130 | 140 | 144 | 157 | 136 | 126 | 150 | 140 | 134 |
| -3 dB BW [GHz] | 33.5 | 24.5 | 13 | 23.2 | 65.8 | 55 | 28 | 16 | 60 | 52 | 44 |
| $\mathrm{P}_{\mathrm{DC}}[\mathrm{mW}]$ | 40 | 27 | 57 | 39.6 | 24 | 25/60 | 45 | 12 | 70 | 28 | 30 |
| NF [dB] | 5-6.5 | - | - | 7.8-9.5* | 8.1-10.2* | 6-7.9 | 6.2-8 | 5.5-6.5 | - | 4.8-6.1 | 5.9-7 |
| Pop1dB [dBm] | 0 | - | - | 3.2 | -1.9* | - | - | -6.5 | 2 | -6 | - |
| FoM ${ }_{\text {ITRS }}$ | 19.65 | - | - | 16.88 | 8.15 | - | - | 10.59 | - | 7.14 | - |
| FoM <br> * simulated value | 0.59 | 0.52 | 0.51 | 0.5 | 0.5 | 0.44 | 0.41 | 0.31 | 0.24 | 0.2 | 0.19 |



Figure 2.6: CB and CE load stability circles and possible variation of $\Gamma_{\mathrm{L}, 1}$ and $\Gamma_{\mathrm{L}, 2}$ at 140 GHz and 160 GHz .
within the bandwidth. Notably, the measured NF is slightly lower ( $\sim 1 \mathrm{~dB}$ ) than simulations. The gain at 148 GHz is 22.8 dB and the -3 dB bandwidth extends from 131 GHz to 165 GHz . The K factor, reported in Fig. 2.9, con-


Figure 2.7: Chip microphotograph.
firms unconditional stability. The output power at 1 dB gain compression, $\mathrm{OP}_{1 \mathrm{~dB}}$, measured with ELVA-1 DPM-06 power meter is greater than 0 dBm , as reported in Fig. 2.10. Experimental results are summarized in Table
2.1 together with state-of-the-art D-band amplifiers in bipolar or BiCMOS technology. The performance of the presented amplifier is compared against previous works with two figures of merit;

$$
\begin{equation*}
F o M=\sqrt[n]{G_{T}}\left(\frac{f_{0}}{f_{\max }}\right)^{2} \tag{2.4}
\end{equation*}
$$

normalizes gain, $\mathrm{G}_{\mathrm{T}}$, at the center frequency $\mathrm{f}_{0}$ to the number of devices n and the cut-off frequency $f_{\max }$ [32]. This $F o M$ is a useful benchmark for the amount of gain extracted from devices operated close to their frequency limit. The overall LNA performance, like noise figure (NF), linearity $\left(I I P_{3}{ }^{1}\right)$, and


Figure 2.8: Small signal measurements (solid) vs. simulations (dashed).
power consumption, are included into the $F o M_{I T R S}$ [41], given by

$$
\begin{equation*}
F o M_{I T R S}=\frac{G_{T} \cdot I I P_{3} \cdot f_{0}}{(N F-1) \cdot P_{D C}} \tag{2.5}
\end{equation*}
$$

All the quantities in the figures of merit are expressed in linear scale. The good achieved $F o M$ and $F o M_{\text {ITRS }}$, beyond what demonstrated by previous works, support the proposed local inductive feedback in CE transistors as an effective solution to improve D-band amplifiers performance.

[^0]

Figure 2.9: Measured stability factor K.


Figure 2.10: Measured output-referred 1 dB compression point.

### 2.4 Summary

Inductive feedback applied to a common-emitter device has been investigated as a solution to trade gain for stability. The technique forces the transistor to operate in a conditionally stable region with gain above the device maximum available gain. The concept has been applied to a D-band LNA and a design procedure has been described such that the overall amplifier features unconditional stability with high gain and minimum noise figure. The measured results, combined in figures of merit typically used as benchmark for high-frequency LNA, confirm the effectiveness of the proposed solution to push the state-of-the-art performance.

## Chapter 3

## Passive Phase Shifters

PHASE shifters (PS) can be realized in both active and passive form. Active PSs are based on the vector interpolation principle. In D-band, they are typically characterized by high resolution but limited power gain (or even loss) [42] or limited linearity, even at moderately high power consumption [43]. This work investigates passive D-band PSs leveraging the availability of good MOS switches and a 9-level metal stack, with two thick top layers, in the SiGe BiCMOS 55 nm process. Different passive networks providing a programmable phase shift are presented in this section. To cover the four-quadrants $\left(0^{\circ}-360^{\circ}\right)$ with good enough resolution, phase shifters (PS) with fine and coarse control are developed. The former feature a digitally-controlled phase shift in small steps but the maximum range is limited to keep low insertion loss. The latter provide a 1-bit phase control with a large step (nominally $0^{\circ} / 90^{\circ}$ and $0^{\circ} / 180^{\circ}$ ). By cascading the fine- and coarse-control networks, the four quadrants are covered maintaining fine resolution and limited insertion loss.

A test chip is realized with an embedded on-chip TRL calibration kit, essential for the correct de-embedding of probes and interconnections, allowing


Figure 3.1: Chip photo of the realized passive phase shifters.
to characterize the S-Parameters of the passive structures alone. The chip photo is represented in Fig. 3.1. Even though the structures to be measured and the calibration standards appear close to each other, the short wavelenght at the operating frequencies allows to have a compact organization of the various blocks without degrading the accuracy of measurements due to crosstalk between adjacent cells.

### 3.1 Tunable Band-Pass Filter for Fine-Control Phase Shift

The fine-control PS network is based on a $4^{\text {th }}$ order band-pass filters with a tunable center frequency. Such kind of frequency response may be achieved with magnetically-coupled resonators, shown in Fig. 3.2a. A detailed analysis of this network with design guidelines is available in [24]. If the components ( $\mathrm{R}, \mathrm{L}, \mathrm{C}, \mathrm{k}$ ) are sized such that the two pairs of complex conjugate poles provide a flat in-band response, the phase of the transfer function is fairly linear across frequency, with a variation of $\pi$ radians within the -3 dB bandwidth, $\mathrm{BW}_{-3 \mathrm{~dB}}=\mathrm{f}_{\mathrm{H}}-\mathrm{f}_{\mathrm{L}}$ (Fig. 3.2b). Therefore, $\mathrm{d} \varphi / \mathrm{df} \approx \pi / \mathrm{BW}_{-3 \mathrm{~dB}}$. If the filter center frequency, $\mathrm{f}_{0}$, is shifted by $\Delta f_{0}$ by varying the network capacitors


Figure 3.2: Coupled-resonator band-pass filter (a) and transfer function (amplitude / phase) variation by tuning the center frequency (b). Schematic of the implemented network (c).
(gray plot in Fig. 3.2b), the signal experiences a phase shift variation equal to:

$$
\begin{equation*}
\Delta \varphi \approx \frac{\pi}{B W_{-3 d B}} \cdot \Delta f_{0} \tag{3.1}
\end{equation*}
$$

However, to avoid attenuation when the network transfer function is translated, the useful bandwidth $\left(\mathrm{BW}_{\text {useful }}\right)$ is lower than $\mathrm{BW}_{-3 \mathrm{~dB}}$. Looking at Fig. 3.2b, $\mathrm{BW}_{\text {useful }}=\mathrm{BW}_{-3 \mathrm{~dB}}-\Delta \mathrm{f}_{0}$ and, making use of (3.1):

$$
\begin{equation*}
B W_{u s e f u l}=B W_{-3 d B}\left(1-\frac{\Delta \varphi}{\pi}\right) \tag{3.2}
\end{equation*}
$$

From (3.2), given a target $\mathrm{BW}_{\text {useful }}$, the wider is the desired maximum phase variation, the largest must be $\mathrm{BW}_{-3 \mathrm{~dB}}$. On the other hand, $\mathrm{BW}_{-3 \mathrm{~dB}} \propto$ $1 /(\mathrm{RC})$, thus an upper bound on $\mathrm{BW}_{-3 \mathrm{~dB}}$ (and hence $\Delta \varphi$ ) is finally set by the smallest variable capacitors that can be reliably implemented to achieve the required tunability of $f_{0}$. In order to extend the attainable phase shift, multiple identical networks can be cascaded. This leads to higher out-of-band
roll-off with a marginal bandwidth reduction. The implemented schematic is shown in Fig. 3.2c. The coupled inductors of Fig. 3.2a are replaced by their equivalent T-network, realized with short Tlines that provide lower loss compared to magnetically-coupled coils. The Tlines are shielded microstrips with the signal routed in the topmost metal layer and display a quality factor $\mathrm{Q}=35$ at 165 GHz . The network center frequency is digitally tuned by a bank of four switched MOM capacitors. The switches are nMOS with $\mathrm{W} / \mathrm{L}=40 \mathrm{um} / 55 \mathrm{~nm}$, implemented in triple well to improve the substrate isolation and reduce losses [44]. Each MOM-switch combination features $\mathrm{C}_{\mathrm{MAX}}=16 \mathrm{fF}$ with $\mathrm{C}_{\mathrm{MAX}} / \mathrm{C}_{\text {min }}=1.5$ and minimum quality factor $\mathrm{Q}_{\text {min }}=10.5$. The band-pass cells are sized for a center frequency of 150 GHz and $90 \%$ fractional bandwidth. The capacitors bank shifts the center frequency by $\pm 10 \%$ thus, using (3.2), each cell introduces roughly $35^{\circ}$. Fig. 3.3a describes $S_{21}$ magnitude and phase of the cascade of two elementary cells; their layout is visible in Fig. 3.1a. The total insertion loss ranges between 3 and 7 dB . Fig. 3.3b reports the phase shift normalized to the first phase step, showing a total variation of $62^{\circ}$ and $84^{\circ}$ at 110 GHz and 170 GHz , respectively, and an average phase step of $7^{\circ}$. The input and output return loss (not shown) are below -15 dB over the $130-170 \mathrm{GHz}$ frequency range. The core size of a unitary cell of the tunable filter is $90 \mu \mathrm{~m} \times 85 \mu \mathrm{~m}$.

## $3.20^{\circ} / 180^{\circ}$ Phase shifters

The well-known reflective-type phase shifter approach is selected to implement a passive network that provides a phase shift of nominally $0^{\circ}$ or $180^{\circ} \mathrm{PS}$. The schematic is reported in Fig. 3.4a and consists of a quadrature hybrid whose I and Q ports are terminated onto variable impedances. The input


Figure 3.3: $\mathrm{S}_{21}$ magnitude (a) and phase response (b) of the tunable filter at different states. Measures (solid) vs. simulations (dashed).
signal $S_{\text {in }}$ splits evenly and appears halved at the I/Q ports. If an identical impedance $\mathrm{Z}_{\mathrm{L}}$ with non-zero reflection coefficient $\left(\Gamma_{\mathrm{L}}\right)$ loads the I/Q ports, the signals are reflected and get summed up at ISO port, giving the output signal $\mathrm{S}_{\text {out }}$. Neglecting the hybrid losses, the following relation holds:

$$
\begin{equation*}
\left|\frac{S_{\text {out }}}{S_{\text {in }}}\right|=\left|\Gamma_{L}\right|^{2} \quad \angle \frac{S_{\text {out }}}{S_{\text {in }}}=-90^{\circ}+\angle \Gamma_{L} \tag{3.3}
\end{equation*}
$$

The I/Q ports are terminated by the nMOS switches $\mathrm{M}_{1,2}$, yielding ideally $\Gamma_{\mathrm{L}}= \pm 1$ in the off and on state, respectively. Using (3.3), $\mathrm{S}_{\mathrm{in}}$ is transferred to the ISO port with the same magnitude but $\pm 90^{\circ}$ phase, corresponding to a $180^{\circ}$ relative phase variation. The finite channel resistance and the parasitic capacitance of the nMOS switches introduce signal loss and deviation from the ideal $180^{\circ}$ phase. The transistors are sized with $\mathrm{W} / \mathrm{L}=50 \mu \mathrm{~m} / 55 \mathrm{~nm}$ to achieve $\mathrm{r}_{\text {on }}=7 \Omega$. In the off-state, the parasitic capacitance at the drain terminal is resonated out by the parallel inductors $\mathrm{L}_{\mathrm{p} 1,2}=40 \mathrm{pH}$, implemented with meandered transmission-line stubs, to rise the equivalent impedance. The simulated $S_{21}$ of the network with $V_{c t r l}=0$ and $V_{c t r l}=1.2 \mathrm{~V}$ is reported in Fig. 3.5. The relative phase variation is within $\pm 30^{\circ}$ between 140 GHz and 170 GHz . The insertion loss between 3.5 and 4.4 dB . The input/output


Figure 3.4: Schematic of the $0 / 180^{\circ}$ Hybrid-coupler-based PS (a) and of the $0 / 90^{\circ}$ switched-Tline-based PS (b)
return loss (not shown), remains below -16 dB over the full bandwidth. The hybrid coupler determines the occupied silicon area. It is realized with 230 $\mu \mathrm{m}$-long coupled lines with a total size of $250 \mu \mathrm{~m} \times 120 \mu \mathrm{~m}$.

## $3.30^{\circ} / 90^{\circ}$ Phase shifters

The hybrid coupler could be used also to implement a $0^{\circ} / 90^{\circ}$ phase shifter by selecting either the I or the Q output but with an intrinsic insertion loss (IL) of 3 dB [45] because half of the signal power is wasted. To avoid this loss, the proposed $0^{\circ} / 90^{\circ} \mathrm{PS}$ leverages a bypassed $\lambda / 4$-long transmission line. The schematic is reported in Fig. 3.4b. The inductors $\mathrm{L}_{\mathrm{p} 1,2}=60 \mathrm{pH}$, in parallel to the nMOS switches $\mathrm{M}_{1,2}$, resonate the transistors parasitic capacitors in order to rise the off-state impedance and improve isolation. In this condition, $\mathrm{L}_{\text {term }}$ is floating and the signal flows through $\mathrm{TL}_{1}$ and $\mathrm{TL}_{2}$, experiencing a $90^{\circ}$ phase shift due to the $\lambda / 4$ total length. When $\mathrm{M}_{1,2}$ are on, instead, the transmission lines are bypassed by $\mathrm{M}_{1}$ and the


Figure 3.5: $\mathrm{S}_{21}$ magnitude (a) and phase (b) of the $0^{\circ}-180^{\circ} \mathrm{PS}$ in the two states. Measures (solid) vs. simulations (dashed)


Figure 3.6: $\mathrm{S}_{21}$ magnitude (a) and phase (b) of the switched-transmission-lines-based PS in the two states. Measures (solid) vs. simulations (dashed)
signal experiences ideally no phase shift. To limit the insertion loss and improve the return loss, the other end of $\mathrm{TL}_{1,2}$ is terminated by $\mathrm{L}_{\text {term }}=25 \mathrm{pH}$ which is connected to ground through $\mathrm{M}_{2}$. In fact, in the on-state, $\mathrm{TL}_{1,2}$ shunt the input/output ports and are equivalent to a $\lambda / 8$ Tline with half the characteristic impedance, $\mathrm{Z}_{0} / 2$. $\mathrm{L}_{\text {terms }}$ realizes an impedance equal to $+\mathrm{j} \mathrm{Z}_{0} / 2$, such that a high impedance (ideally an open circuit) appears at the top end of $\mathrm{TL}_{1,2}$, thus not affecting the signal transmission. The size of the nMOS switches is set to $\mathrm{W} / \mathrm{L}=35 \mu \mathrm{~m} / 55 \mathrm{~nm}$ as a compromise between insertion loss and phase error, caused by the channel resistance and device parasitic capacitors, respectively. Inductors $\mathrm{L}_{\mathrm{p} 1,2}$ and $\mathrm{L}_{\text {term }}$ are realized with Tlines. Fig. 3.6 reports the simulated performance of the $0^{\circ} / 90^{\circ}$ with the switches in the on and off state. The relative phase shift is $58^{\circ}$ at 130 GHz and $115^{\circ}$ at 170 GHz with the insertion loss within $2-4 \mathrm{~dB}$. The input/output return loss (not shown) is below -15 dB over the same bandwidth. The core size of the circuit is $230 \mu \mathrm{~m} \times 140 \mu \mathrm{~m}$.

## Chapter 4

## Receiver Front-End

The D-band RX front-end, shown in fig. 4.1 comprises a two-stage LNA followed by a phase shifter, realized by combining the building blocks presented in the previous chapters. Passive phase shifting elements are interleaved with gain-boosted cascode stages to maximize the receiver dynamic range.

### 4.1 Low-Noise Amplifier

Fig. 4.2 shows the schematic of the implemented LNA. The cascode structure presented in chapter 2 is used in the second stage $\left(\mathrm{Q}_{3}-\mathrm{Q}_{4}\right)$ with $\mathrm{Z}_{\mathrm{L}, \mathrm{CB}}$ the impedance synthesized by the matching network $\mathrm{MN}_{5}$ as load impedance


Figure 4.1: Block diagram of a phased-array receiver front-end.


Figure 4.2: Schematic of the gain-boosted two-stage LNA.
for $\mathrm{Q}_{4}$. With the target of wideband operation, the design starts by considering the $\mathrm{G}_{\mathrm{P}}$ circles of $\mathrm{Q}_{3}-\mathrm{Q}_{4}$ at 130 GHz and 170 GHz , shown in Fig. 4.3. To have a fairly flat gain over frequency, $\mathrm{MN}_{5}$ is required to scale up the impedance presented by the cascaded block ( $\mathrm{Z}_{\mathrm{L}}$ in Fig. 4.2, nominally $50 \Omega$ ) to the impedance $\mathrm{Z}_{\mathrm{L}, \mathrm{CB}}$ at the intersection of the $\mathrm{G}_{\mathrm{P}}$ circles at the two frequencies. $\mathrm{MN}_{5}$ is a fourth-order network with two parallel resonance frequencies, enabling broadband impedance transformation. At RF and lower frequency, such kind of response is commonly achieved with a doubly-tuned transformer, realized by magnetically coupling spiral inductors [46]. On the other hand, their accurate modeling is difficult in D-band and parasitic elements limit self-resonance frequency and quality factor. Tlines are more attractive due to lower loss and a simpler scalable model which limits the iterations with a time-consuming electromagnetic simulator to reach the desired performance. The network $\mathrm{MN}_{5}$ is realized with a combination of two T-shaped Tline-based sections, separated by a series capacitor that provides the required AC coupling. The network is similar to the one exposed in chapter 1 , but it just mimics the response of a doubly-tuned transformer and is


Figure 4.3: Power gain circles of the gain-boosted cascode and load impedance synthesized by a fourth-order broadband matching network over the D-band.
sized following the design flow described in [27]. The Tlines are realized in the topmost $9^{\text {th }}$ metal layer and show a quality factor $\mathrm{Q}_{\mathrm{TL}}=35$ at 165 GHz . The simulated $\mathrm{Z}_{\mathrm{L} . \mathrm{CB}}$ at the input of $\mathrm{MN}_{5}$, from 100 GHz to 200 GHz , is plotted with the black solid line on the Smith chart in Fig. 4.3.

Looking again at the schematic of the LNA, the interstage network $\mathrm{MN}_{3}$ has the same structure of $\mathrm{MN}_{5}$ and transforms the relatively low impedance at the base of $\mathrm{Q}_{3}$ to $\mathrm{Z}_{\mathrm{L}, \mathrm{CB}}$ seen at the collector of $\mathrm{Q}_{2}$. The first stage of the LNA $\left(\mathrm{Q}_{1}-\mathrm{Q}_{2}\right)$ is still a cascode structure, but the matching networks $\mathrm{MN}_{1}$ and $\mathrm{MN}_{2}$ are sized for optimal noise performance, rather than for maximum power gain. $\mathrm{MN}_{1}$ transforms the off-chip source termination (nominally $50 \Omega$ ) into the optimal impedance that minimizes the noise figure of $\mathrm{Q}_{1} . \mathrm{MN}_{2}$ transforms the impedance at the collector of $\mathrm{Q}_{1}$ into the optimal impedance for noise of $\mathrm{Q}_{2}$. This design choice minimizes simultaneously the noise figure of the first two transistors, which account for most of the signal-to-noise ratio degradation within the LNA, with an acceptable penalty in the power gain.

Capacitors labeled $\mathrm{C}_{\infty}$ in the schematic of Fig. 4.2 provide AC ground paths and are realized with a stack of MIM and MOM components. The
supply voltage $\mathrm{V}_{\mathrm{CC}}$ is fed through low-Q multi-turn coils to cut uncontrolled signal return paths. From post-layout simulations, with 20 mA DC current from a 2 V supply, the LNA provides 22 dB gain with $5 \sim 6.5 \mathrm{~dB} \mathrm{NF}$ and $0 \mathrm{dBm} \mathrm{OP}_{1 \mathrm{~dB}}$.

## $4.20^{\circ} \sim 360^{\circ}$ Phase Shifter

The $0^{\circ} \sim 360^{\circ}$ programmable phase shifter is realized by properly combining the passive networks described in Ch. 3. While the tunable band-pass filters allow a fine phase control resolution, the insertion loss would be prohibitively large if many cells are cascaded to cover the required $360^{\circ}$ relative phase change. The phase shifter is thus implemented by cascading the $0^{\circ} / 180^{\circ}$ and $0^{\circ} / 90^{\circ}$ networks with the minimum number of band-pass filters required to cover the $360^{\circ}$ range, with some margin, across the band of interest. Considering the results of Ch. 3, with five tunable band-pass filters (in addition to the $0^{\circ} / 180^{\circ}$ and $0^{\circ} / 90^{\circ}$ networks) the overall chain covers $0^{\circ}-375^{\circ}$ at 130 GHz and $0^{\circ}-515^{\circ}$ at 170 GHz .

An effortless implementation of the phase shifter in the front-end is by straightly cascading all the passive networks after the LNA, as depicted in Fig. 4.4a, and compensate the loss with a post amplifier. The maximum insertion loss of each network, as described in Ch. 3, is reported in the block diagram. Summing all the contributions, the total IL, of 24 dB in the worst case, would have a detrimental impact on the front-end noise. In fact, considering the simulated LNA performance, $\mathrm{NF} \approx 6 \mathrm{~dB}$ and 22 dB gain, the NF after the passive phase shifter would rise to 7.5 dB with an overall signal attenuation of 2 dB . Assuming, optimistically, 6 dB NF also for the postamplifier, the overall NF would rise above 10.5 dB . The noise penalty can
be avoided shifting the additional amplifier before the passive phase shifter chain, as shown in Fig. 4.4b. However, in this case the linearity is dramatically impaired. In fact, assuming 0 dBm output-referred 1 dB compression point $\left(\mathrm{OP}_{1 \mathrm{~dB}}\right)$ for the cascaded amplifiers, the 24 dB insertion loss added at the output would limit the OP1dB of the front-end to -24 dBm only.

The above discussion highlighted the well-known noise and linearity tradeoff, which can be mitigated in this case by interleaving lossy blocks and gain stages in order to keep the highest dynamic range along the chain. To this purpose, the architecture in Fig.4.4c is finally implemented. All the required passive networks are split in two sections, of nearly equal insertion loss, and each one is followed by a single-stage amplifier, balancing the NF and linearity degradation. Each gain stage, with schematic shown in the bottom part of Fig. 4.4, is the same cascode presented in Ch. 2 and implemented in the second-stage of the LNA. The dual-resonance matching network $\mathrm{MN}_{3}$ scales up the characteristic impedance of the passive networks to the load required at the collector of $\mathrm{Q}_{2}$ to have a flat and wideband gain profile. The impedance at the base of $\mathrm{Q}_{1}$ is already close to $50 \Omega$, and a simpler network $\left(\mathrm{MN}_{1}\right)$ is used at the input. With a bias current of 10 mA from 2 V supply, each gain stage displays $\mathrm{G}_{\mathrm{P}}=13 \mathrm{~dB}, \mathrm{NF}=6.5 \mathrm{~dB}$ and $\mathrm{OP}_{1 \mathrm{~dB}}=1 \mathrm{dBm}$. The noise and compression performances estimated along the chain, in the worst-case, are reported in the block diagram of Fig. 4.4c. The dynamic range degradation of the phase shifter is marginal, being the NF and $\mathrm{OP}_{1 \mathrm{~dB}}$ of the RX front end only slightly worse than those at the output of the LNA. The test-chip includes also a serial register to load the digital configurations required to program the desired phase shifts. The insertion loss variation of the passive networks is compensated by adjusting the bias current of the gain stages, around the nominal value, with an off chip D-to-A converter.

(a)

(b)


Figure 4.4: Different combinations in the cascade of a LNA, a passive PS and amplifiers (a, b). Proposed solution with lossy blocks interleaved with amplifiers (c). The corresponding worst-case NF and $\mathrm{OP}_{1 \mathrm{~dB}}$ at the output of each block is reported. Amplifiers are based on cascode stages with gain boosted by reactive feedback on the common-emitter.


Figure 4.5: Chip photograph of the realized D-band RX front-end.

### 4.3 Experimental Results

The RX front-end is realized in STMicroelectronics' SiGe BiCMOS 55 nm technology. Fig. 4.5 presents the chip photo, with a core area of $1580 \mu \mathrm{~m}$ $\mathrm{x} 325 \mu \mathrm{~m}$. The chip is glued on a PCB which provides the supply, biasing and digital signals through bond-wires, clearly visible in Fig. 4.6. The test setup includes also a custom PCB (shown in Fig. 4.7) equipped with a microcontroller, used to program the on-chip serial register, and 5-bit current DACs that set the bias currents of the integrated amplifiers.

The small-signal measurements are captured with an Agilent E8361C VNA equipped with VDI WR6.5-VNAX frequency extension modules which are connected to Infinity Waveguide GSG probes. S-parameter curves are acquired by an automated routine for all the phase-shift program codes. To compensate for gain variation at different settings of the passive cells, the bias currents of the amplifiers are swept up to $40 \%$ below the nominal value, as a mean to perform variable gain control, except for the last stage, which is kept at the optimal current not to degrade excessively the compression performance. Fig. 4.8 plots all the acquired $\mathrm{S}_{11}$ (magnitude) and $\mathrm{S}_{21}$ (magnitude and phase) curves in gray. Measurements are then processed and, with


Figure 4.6: Photo of the test-chip mounted onto a PCB and connected through bond wires.


Figure 4.7: DC board used to provide supply, biasing and digital controls to the test-chip.
an offline calibration procedure, a subset of coefficients is selected to have a constant-gain $0^{\circ} \sim 360^{\circ}$ phase shift at three frequencies, $137 \mathrm{GHz}, 151 \mathrm{GHz}$ and 165 GHz . The corresponding $\mathrm{S}_{11}$ and $\mathrm{S}_{21}$ curves are highlighted in red, yellow and blue in Fig. 4.8, demonstrating an average gain of 20 dB (dashed black line) and a 3 dB bandwidth from 130 to 170 GHz .

Fig. 4.9a shows the polar characteristic of the RX front-end using the coefficients calibrated at the three frequencies. The average phase step is $7^{\circ}$. Fig. 4.9b,c report the point-to-point effective phase step, with an error lower than $\pm 7^{\circ}$, and the gain deviation from the ideal circle which remains within $\pm 2 \mathrm{~dB}$. The calculated RMS gain and phase errors [43] across frequency in the three sub-bands are plotted in Fig. 4.10 and are on average 1 dB and $10.9^{\circ}$, respectively. Lower errors can be achieved calibrating the coefficient at more than three frequencies.


Figure 4.8: $\mathrm{S}_{21}$ magnitude and phase. Highlighted are the curves acquired at the selected calibration settings.


Figure 4.9: $\mathrm{S}_{21}$ on polar plot at the frequencies and settings used for offline calibration (a). Punctual gain variation (b) and phase steps (c) versus phase setting.


Figure 4.10: RMS gain (solid) and phase (dashed) errors.


Figure 4.11: Measured NF at three frequencies versus phase settings $\left(36^{\circ}\right.$ average steps).

The noise figure measurements are carried out with a Farran WGNS-06 D-band waveguide noise source, a VDI WR6.5SAX-M frequency extender and a PXA N9030A spectrum analyzer by Agilent. The setup was calibrated at three frequencies $(130,150$ and 170 GHz ), and measurements performed programming a $0^{\circ}-360^{\circ}$ phase shift in 10 steps (i.e. with average phase steps of $36^{\circ}$ ) at the three frequencies. The results are plotted in Fig. 4.11. The NF ranges from 6.8 dB to 7.5 dB across frequency and at different phase shifts. Gain compression measurements are performed with an ELVA-1 DPM-06 Dband power meter in combination with an Agilent E8257D signal generator and the VDI WR6.5-VNAX. The measured $\mathrm{OP}_{1 \mathrm{~dB}}$ at 130,150 and 170 GHz , still spanning the $0^{\circ}-360^{\circ}$ phase shift in 10 steps, is reported in Fig 4.12 and, at 130 GHz and 150 GHz , it is from -2 dBm to -1 dBm . $\mathrm{OP}_{1 \mathrm{~dB}}$ drops to -3.5 dBm at 170 GHz , for phase shift settings above $150^{\circ}$.

The experimental results are finally summarized in table 4.1 and compared against previously presented RX front-ends designed for similar applications. With center operation frequency, bandwidth and gain aligned with state of the art, the presented front-end shows the lowest NF. The achieved


Figure 4.12: Measured $\mathrm{OP}_{1 \mathrm{~dB}}$ at three-frequencies versus phase setting ( $36^{\circ}$ average steps).

Table 4.1: Comparison with the state-of-the-art

|  | This work | [47] <br> RFIC2020 | [15] <br> LMWC 2018 | [13] <br> TMTT 2015 | [14] <br> SiRF 2017 | $\begin{gathered} {[48]} \\ \text { SSC-L } 2021 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SiGe Tech. | 55 nm BiCMOS | 130 nm | 130 nm | 120 nm | 130 nm | 130 nm |
| $f_{t} / f_{\max }$ | 320 / 370 | $300 / 500$ | $200 / 220$ | - / 270 | 250/340 | $300 / 500$ |
| $f_{0} / \mathrm{BW}[\mathrm{GHz}]$ | 150 / 40 | 150 / 40 | 115 / 20* | $92 / 8$ | 125 / 14 | 140 / 60 |
| BW [\%] | 26.7 | 27 | 17 | 9 | 11 | 42.8 |
| Gain [dB] | 20 | 22 | 13 | 30 | $12^{\S}$ | 7.3 |
| $\mathrm{Ph} . \mathrm{res} .\left[{ }^{\circ}\right]$ | 7 | 2 | 22.5 | 11 | - | $20^{\ddagger}$ |
| $\mathrm{IP}_{1 \mathrm{~dB}}[\mathrm{dBm}]$ | -22.5/-21 | -22 | $-17^{*}$ | -37 | -20.7 | -30 |
| $\mathrm{OP}_{1 \mathrm{~dB}}[\mathrm{dBm}]$ | -3.5/-2 | -1 | -5* | -8 | -9.7 | -23.7 |
| NF [dBm] | $6.8 / 7.4$ | 10 | 11* | $8^{\dagger}$ | $8^{\#}$ | $9^{\dagger}$ |
| $\mathrm{P}_{\text {DC, MAX }}$ | 80 | 165 | 53 | 80 | 125 | 436 |
| Area [ $\mathrm{mm}^{2}$ ] | 0.59 | 0.92 | 0.82 | 0.4 | 0.1 | 1.02 |
| FoM [x 100] | 27.8 / 43.3 | 10.1 | 7.4 | 4.3 | 2.5 | 0.02 |

* simulated $\quad \dagger \mathrm{T} / \mathrm{R}$ switches de-embedded $\quad \S$ baluns de-embedded $\quad$ LNA only $\quad \ddagger$ estimated from time-delay meas.
$\mathrm{OP}_{1 \mathrm{~dB}}$ is remarkably higher than other works at comparable power consumption, except [47], which is demonstrating a slightly better compression performance but with twice the power consumption and 2.5 dB worst NF in a technology with higher $f_{t} / f_{\text {max }}$. For performance benchmarking, the figure of merit (FoM) introduced by ITRS for amplifiers is used [41], where the input power at 1 dB gain compression, $\mathrm{IP}_{1 \mathrm{~dB}}$, is adopted instead of IIP3:

$$
\begin{equation*}
F o M=\frac{G_{T} \cdot I P_{1 d B} \cdot f_{0}}{(F-1) \cdot P_{D C}} \tag{4.1}
\end{equation*}
$$

$\mathrm{G}_{\mathrm{T}}$ is the power gain, $\mathrm{f}_{0}$ the center frequency, F the noise factor, $\mathrm{P}_{\mathrm{DC}}$ the power consumption, and all the quantities are expressed in linear scale. The FoM of the presented front-end is 3 times higher than previous works. Being the operation frequency similar to other works, the FoM advantage comes from the higher dynamic range normalized to power dissipation, i.e. the lower NF and higher gain compression point enabled by the use of programmable passive networks to implement the phase shifter. Notably, despite the intensive use of passive networks in this work, the layout footprint is very compact, being the occupied silicon area comparable or lower than the majority of other works.

## Conclusions

This work presented a D-band receiver Front-End for phased-arrays. Its building blocks have been analyzed and their performance optimized to get the most out of the today's available technology.

An initial discussion on high-frequency amplifiers focused on the drawbacks of stagger tuning, in contrast to inherently broadband designs, and a sixth-order transmission-line-based matching network has been proposed for the realization of ultra-wideband amplifiers. The network can be approximated as a doubly-tuned transformer where the bandwidth is further extended leveraging the singularities introduced by the AC-coupling capacitor.

The gain limitation of common-emitters in high-frequency cascodes has been pointed out, and inductive feedback has been applied to a commonemitter device to trade gain for stability. The technique forces the transistor to operate in a conditionally stable region with gain above the device maximum available gain, thus enabling power gain boosting.

Several fine and coarse passive phase shifting blocks have been described. By cascading fine- and coarse-step PSs, a large programmable phase shift range can be covered maintaining the fine resolution in the phase control.

The concepts discussed above have been validated singularly on different test-chips and have finally been applied to the design of a receiver front-end.

The typical configuration comprising a LNA and a PS has been analyzed, focusing on the trade-off existing between noise figure and linearity. A two stage gain-boosted LNA with reactive feedback has been employed. Passive PS blocks and gain-boosted active cores have been interleaved to obtain a phase shifter with enhanced dynamic range. The combination of the LNA and the PS has demonstrated state-of-the-art noise figure and the highest power efficiency reported to date in similar works, proving the validity of the technique.

## Acknowledgment

I am sincerely grateful to Prof. Andrea Mazzanti for his continuous support. He constantly stimulates my mind with interesting conversations and brilliant ideas.

I thank my colleague, and dear friend, Lorenzo Piotto; we shared most of the work we did in the last three years, trying to perform a constructive interference of knowledge. I know he hates me, sometimes. I feel exactly the same with you, mate! But our team would not be the same without Andrea Bilato, able to think and act with the same clearness both in relaxed times and right before hard deadlines. I hope we will keep cooperating in the friendly and highly-prolific environment we created. At AIC Lab I got in touch with fantastic people, and the period spent with Fabio Quadrelli, Domenico Riccardi, Mahmood Pirbazari and Alessandro Franceschin was unforgettable. I also thank Ibrahim Petricli, with his advice my learning curve got much steeper.

Thanks to Francesco Lenoci and the group of Huawei Milan. Their activities and system considerations further motivated our interest to D-Band circuits.

I want to mention my associates Danilo, Pietro and Andrea. Their support and their trust is admirable. We went through ups and downs, but our relationship is priceless and I am proud of the company we run together.

My parents are the people that push me to be a better person, day by day. I hope I'm on the right way.

## List of Own Publications

1. G. De Filippi, L. Piotto, A. Bilato and A. Mazzanti, "A SiGe BiCMOS D-Band LNA with Gain Boosted by Local Feedback in Common-Emitter Transistors," 2023 IEEE Radio Frequency Integrated Circuits Symposium (RFIC), San Diego, CA, USA, 2023.
2. G. De Filippi, L. Piotto, A. Bilato and A. Mazzanti, "A D-Band Low-NoiseAmplifier in SiGe BiCMOS with Broadband Multi-Resonance Matching Networks," 2023 18th European Microwave Integrated Circuits Conference (EuMIC), Berlin, Germany, 2023.
3. G. De Filippi, L. Piotto, M. M. Pirbazari and A. Mazzanti, "D-Band RX FrontEnd with a $0^{\circ}-360^{\circ}$ Phase Shifter Based on Programmable Passive Networks in SiGe-BiCMOS" - submitted to RWW Mini Special Issue of IEEE Transactions on Microwave Theory and Techniques, 2024.
4. G. De Filippi, L. Piotto and A. Mazzanti, "A D-Band LNA Exploiting UltraWideband Sixth-Order Matching Networks in SiGe BiCMOS," - conference paper to be submitted.
5. L. Piotto, G. De Filippi, D. D. Maistro, S. Erba and A. Mazzanti, "A K-band Gilbert-Cell Frequency Doubler with Self-Adjusted 25\% LO Duty-Cycle in SiGe BiCMOS Technology," ESSCIRC 2022- IEEE 48th European Solid State Circuits Conference (ESSCIRC), Milan, Italy, 2022.
6. L. Piotto, G. D. Filippi, G. Brozzetti, D. D. Maistro, S. Erba and A. Mazzanti, "A 14-32 GHz SiGe-BiCMOS Gilbert-Cell Frequency Doubler With Self-Adjusted Reduced Duty-Cycle Performance Enhancement," in IEEE Journal of Solid-State Circuits, 2023.
7. L. Piotto, G. D. Filippi, A. Bilato and A. Mazzanti, "A 20mW 130-175GHz Phase Shifter with Meandered $\lambda / 2$ TLINEs in BiCMOS 55nm," ESSCIRC 2023 - IEEE 49th European Solid State Circuits Conference (ESSCIRC), Lisbon, Portugal, 2023.
8. L. Piotto, G. De Filippi, M. M. Pirbazari and A. Mazzanti, "Compact D-Band Passive Phase Shifters with Fine and Coarse Control Steps in BiCMOS-55nm Technology", 2024 IEEE 24nd Topical Meeting on Silicon Monolithic Integrated Circuits in RF Systems (SiRF), San Antonio, TX, USA, 2024.

## Bibliography

[1] (2018) Spectrum Horizons, FCC 18-17.
[2] (2018) Group Report on Millimetre Wave Transmission, GR mWT 008.
[3] (2018) Point-to-Point Radio Links in the Frequency Ranges $92-114.25 \mathrm{GHz}$ and $130-$ 174.8 GHz - ECC Report 282.
[4] D. del Rio, J. F. Sevillano, R. Torres, A. Irizar, P. Roux, M. M. Pirbazari, A. Mazzanti, J. Säily, A. Lamminen, J. de Cos, M. G. L. Frecassetti, M. Moretto, A. Pallotta, and V. Ermolov, "A D-band 16-Element Phased-Array Transceiver in 55-nm BiCMOS," IEEE Transactions on Microwave Theory and Techniques, vol. 71, no. 2, pp. 854-869, 2023.
[5] M. Elkhouly, J. Ha, M. J. Holyoak, D. Hendry, M. Sayginer, R. Enright, I. Kimionis, Y. Baeyens, and S. Shahramian, "Fully Integrated 2D Scalable TX/RX Chipset for D-Band Phased-Array-on-Glass Modules," in 2022 IEEE International Solid-State Circuits Conference (ISSCC), vol. 65, 2022, pp. 76-78.
[6] S. Li, Z. Zhang, B. Rupakula, and G. M. Rebeiz, "An Eight-Element 140-GHz WaferScale IF Beamforming Phased-Array Receiver With 64-QAM Operation in CMOS RFSOI," IEEE Journal of Solid-State Circuits, vol. 57, no. 2, pp. 385-399, 2022.
[7] T. Maiwald, T. Li, G.-R. Hotopan, K. Kolb, K. Disch, J. Potschka, A. Haag, M. Dietz, B. Debaillie, T. Zwick, K. Aufinger, D. Ferling, R. Weigel, and A. Visweswaran, "A Review of Integrated Systems and Components for 6 G Wireless Communication in the D-Band," Proceedings of the IEEE, vol. 111, no. 3, pp. 220-256, 2023.
[8] N. Pohl, T. Jaeschke, S. Küppers, C. Bredendiek, and D. Nüßler, "A compact ultrawideband mmwave radar sensor at 80 GHz based on a SiGe transceiver chip (focused
session on highly-integrated millimeter-wave radar sensors in SiGe BiCMOS technologies)," in 2018 22nd International Microwave and Radar Conference (MIKON), 2018, pp. 345-347.
[9] S. Wang, A. Pohl, T. Jaeschke, M. Czaplik, M. Köny, S. Leonhardt, and N. Pohl, "A novel ultra-wideband 80 GHz FMCW radar system for contactless monitoring of vital signs," in 2015 37th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), 2015, pp. 4978-4981.
[10] S. Abouzaid, L. Nothelle, T. Jaeschke, and N. Pohl, "Fine Hand Gesture Recognition Using D-band FMCW Radar," in 2023 20th European Radar Conference (EuRAD), 2023, pp. 246-249.
[11] M. K. Ali, G. Panic, and D. Kissinger, "A Broadband Low-Noise Amplifier for D-Band Communications in SiGe BiCMOS Technology," in 2022 14th German Microwave Conference (GeMiC), 2022, pp. 92-95.
[12] E. Aguilar, A. Hagelauer, D. Kissinger, and R. Weigel, "A low-power wideband Dband LNA in a 130 nm BiCMOS technology for imaging applications," in 2018 IEEE 18th Topical Meeting on Silicon Monolithic Integrated Circuits in RF Systems (SiRF), 2018, pp. 27-29.
[13] A. Natarajan, A. Valdes-Garcia, B. Sadhu, S. K. Reynolds, and B. D. Parker, "WBand Dual-Polarization Phased-Array Transceiver Front-End in SiGe BiCMOS," IEEE Trans. Microw. Theory Tech., vol. 63, no. 6, pp. 1989-2002, 2015.
[14] E. Öztürk, H. J. Ng, W. Winkler, and D. Kissinger, "0.1mm² SiGe BiCMOS RX / TX channel front-ends for 120 GHz phased array radar systems," in 2017 IEEE 17th Topical Meeting on Silicon Monolithic Integrated Circuits in RF Systems (SiRF), 2017, pp. 50-53.
[15] S. Afroz and K.-J. Koh, "A D-Band Two-Element Phased-Array Receiver Front End With Quadrature-Hybrid-Based Vector Modulator," IEEE Microw. Wireless Compon. Lett., vol. 28, no. 2, pp. 180-182, 2018.
[16] A. Lamminen, P. Roux, J. Ala-Laurinaho, J. Säily, M. Moretto, M. G. L. Frecassetti, and V. Ermolov, "Technologies for D band links with beam steering functionality," in 2019 IEEE Asia-Pacific Microwave Conference (APMC), 2019, pp. 84-86.
[17] E. Ginzton, W. Hewlett, J. Jasberg, and J. Noe, "Distributed Amplification," Proceedings of the IRE, vol. 36, no. 8, pp. 956-969, 1948.
[18] P. V. Testa, C. Carta, U. Jörges, and F. Ellinger, "Analysis and Design of a 30to $220-\mathrm{GHz}$ Balanced Cascaded Single-Stage Distributed Amplifier in 130-nm SiGe BiCMOS," IEEE Journal of Solid-State Circuits, vol. 53, no. 5, pp. 1457-1467, 2018.
[19] R. Ben Yishay and D. Elad, "D-band Dicke-radiometer in 90 nm Sige BiCMOS technology," in 2017 IEEE MTT-S International Microwave Symposium (IMS), 2017, pp. 1957-1960.
[20] Y. Mehta, S. Thomas, and A. Babakhani, "A 140-220-GHz Low-Noise Amplifier With 6-db Minimum Noise Figure and 80-GHz Bandwidth in 130-nm SiGe BiCMOS," IEEE Microwave and Wireless Technology Letters, vol. 33, no. 2, pp. 200-203, 2023.
[21] I. Petricli, H. Lotfi, and A. Mazzanti, "Analysis and Design of D-Band Cascode Sige BiCMOS Amplifiers With Gain-Bandwidth Product Enhanced by Load Reflection," IEEE Transactions on Microwave Theory and Techniques, vol. 69, no. 9, pp. 40594068, 2021.
[22] E. Turkmen, A. Burak, A. Guner, I. Kalyoncu, M. Kaynak, and Y. Gurbuz, "A SiGe HBT D-Band LNA With Butterworth Response and Noise Reduction Technique," IEEE Microwave and Wireless Components Letters, vol. 28, no. 6, pp. 524-526, 2018.
[23] M. Andree, J. Grzyb, B. Heinemann, and U. Pfeiffer, "A D-band to J-Band LowNoise Amplifier with High Gain-Bandwidth Product in an Advanced 130 nm SiGe BiCMOS Technology," in 2023 IEEE Radio Frequency Integrated Circuits Symposium (RFIC), 2023, pp. 137-140.
[24] A. Mazzanti and A. Bevilacqua, "Second-Order Equivalent Circuits for the Design of Doubly-Tuned Transformer Matching Networks," IEEE Transactions on Circuits and Systems I: Regular Papers, vol. 65, no. 12, pp. 4157-4168, 2018.
[25] D.-W. Park, D. R. Utomo, B. H. Lam, S.-G. Lee, and J.-P. Hong, "A 230-260-GHz Wideband and High-Gain Amplifier in 65-nm CMOS Based on dual-peak $\mathrm{G}_{\max }$-Core," IEEE Journal of Solid-State Circuits, vol. 54, no. 6, pp. 1613-1623, 2019.
[26] G. De Filippi, L. Piotto, A. Bilato, and A. Mazzanti, "A SiGe BiCMOS D-Band LNA with Gain Boosted by Local Feedback in Common-Emitter Transistors," in

2023 IEEE Radio Frequency Integrated Circuits Symposium (RFIC), 2023, pp. 133136.
[27] G. De Filippi, L. Piotto, A. Bilato, and A. Mazzanti, "A D-Band Low-Noise-Amplifier in SiGe BiCMOS with Broadband Multi-Resonance Matching Networks," in 2023 18th European Microwave Integrated Circuits Conference (EuMIC), 2023, pp. 382385.
[28] E. Turkmen et al., "A SiGe HBT D-Band LNA with Butterworth Response and Noise Reduction Technique," IEEE Microwave and Wireless Components Letters, vol. 28, no. 6, pp. 524-526, 2018.
[29] R. B. Yishay, E. Shumaker, and D. Elad, "A 122-150 GHz LNA with 30 dB gain and 6.2 dB noise figure in SiGe BiCMOS technology," in 2015 IEEE 15th Topical Meeting on Silicon Monolithic Integrated Circuits in RF Systems, 2015, pp. 15-17.
[30] I. Petricli, H. Lotfi, and A. Mazzanti, "Analysis and Design of D-Band Cascode SiGe BiCMOS Amplifiers With Gain-Bandwidth Product Enhanced by Load Reflection," IEEE Transactions on Microwave Theory and Techniques, vol. 69, no. 9, pp. 40594068, 2021.
[31] H. Bameri and O. Momeni, "A High-Gain mm-Wave Amplifier Design: An Analytical Approach to Power Gain Boosting," IEEE Journal of Solid-State Circuits, vol. 52, no. 2, pp. 357-370, 2017.
[32] D.-W. Park et al., "A 230-260-Ghz Wideband and High-Gain Amplifier in 65-nm CMOS Based on Dual-Peak Gmax-core," IEEE Journal of Solid-State Circuits, vol. 54, no. 6, pp. 1613-1623, 2019.
[33] I. Petricli, H. Lotfi, and A. Mazzanti, "Design of Compact D-Band Amplifiers with Accurate Modeling of Inductors and Current Return Paths in 55-nm SiGe BiCMOS," IEEE Solid-State Circuits Letters, vol. 3, pp. 250-253, 2020.
[34] B. Ustundag, E. Turkmen, B. Cetindogan, A. Guner, M. Kaynak, and Y. Gurbuz, "Low-Noise Amplifiers for W-Band and D-Band Passive Imaging Systems in SiGe BiCMOS Technology," in 2018 Asia-Pacific Microwave Conference (APMC), 2018, pp. 651-653.
[35] E. Aguilar, A. Hagelauer, D. Kissinger, and R. Weigel, "A low-power wideband Dband LNA in a 130 nm BiCMOS technology for imaging applications," in 2018 IEEE 18th Topical Meeting on Silicon Monolithic Integrated Circuits in RF Systems (SiRF), 2018, pp. 27-29.
[36] P. Stärke, V. Rieß, C. Carta, and F. Ellinger, "Wideband Amplifier with Integrated Power Detector for 100 GHz to 200 GHz mm-Wave Applications," in 2018 IEEE BiCMOS and Compound Semiconductor Integrated Circuits and Technology Symposium (BCICTS), 2018, pp. 160-163.
[37] A. C. Ulusoy, P. Song, W. T. Khan, M. Kaynak, B. Tillack, J. Papapolymerou, and J. D. Cressler, "A SiGe D-Band Low-Noise Amplifier Utilizing Gain-Boosting Technique," IEEE Microwave and Wireless Components Letters, vol. 25, no. 1, pp. 61-63, 2015.
[38] M. Gupta, "Power gain in feedback amplifiers, a classic revisited," IEEE Transactions on Microwave Theory and Techniques, vol. 40, no. 5, pp. 864-879, 1992.
[39] E. Shumakher, J. Elkind, and D. Elad, "Key components of a 130 Ghz dickeradiometer SiGe RFIC," in 2013 IEEE 13th Topical Meeting on Silicon Monolithic Integrated Circuits in RF Systems, 2013, pp. 255-257.
[40] T. Maiwald, J. Potschka, K. Kolb, M. Dietz, K. Aufinger, A. Visweswaran, and R. Weigel, "A Full D-Band Low Noise Amplifier in 130 nm SiGe BiCMOS using Zero-Ohm Transmission Lines," in 2020 15th European Microwave Integrated Circuits Conference (EuMIC), 2021, pp. 13-16.
[41] (2001) International Technology Roadmap for Semiconductors: 2001. System Drivers.
[42] L. Piotto, G. D. Filippi, A. Bilato, and A. Mazzanti, "A 20mW 130-175GHz Phase Shifter with Meandered $\lambda / 2$ TLINEs in BiCMOS 55nm," in ESSCIRC 2023- IEEE 49th European Solid State Circuits Conference (ESSCIRC), 2023, pp. 65-68.
$[43]$ D. d. Rio, I. Gurutzeaga, R. Berenguer, I. Huhtinen, and J. F. Sevillano, "A Compact and High-Linearity 140-160 GHz Active Phase Shifter in 55 nm BiCMOS," IEEE Microwave and Wireless Components Letters, vol. 31, no. 2, pp. 157-160, 2021.
[44] P. Park, D. H. Shin, and C. P. Yue, "High-Linearity CMOS T/R Switch Design Above 20 GHz Using Asymmetrical Topology and AC-Floating Bias," IEEE Transactions on Microwave Theory and Techniques, vol. 57, no. 4, pp. 948-956, 2009.
[45] D. Müller, S. Diebold, S. Reiss, H. Massler, A. Tessmann, A. Leuther, T. Zwick, and I. Kallfass, "D-Band digital phase shifters for phased-array applications," in 2015 German Microw. Conference, 2015, pp. 205-208.
[46] F. Quadrelli, D. Manente, D. Seebacher, F. Padovan, M. Bassi, A. Mazzanti, and A. Bevilacqua, "A Broadband 22-31-Ghz Bidirectional Image-Reject Up/Down Converter Module in 28-nm CMOS for 5G Communications," IEEE Journal of Solid-State Circuits, vol. 57, no. 7, pp. 1968-1981, 2022.
[47] M. Elkhouly, M. J. Holyoak, D. Hendry, M. Zierdt, A. Singh, M. Sayginer, S. Shahramian, and Y. Baeyens, "D-band Phased-Array TX and RX Front Ends Utilizing Radio-on-Glass Technology," in 2020 IEEE Radio Frequency Integrated Circuits Symposium (RFIC), 2020, pp. 91-94.
[48] A. Karakuzulu, M. H. Eissa, D. Kissinger, and A. Malignaggi, "Full D-Band Trans-mit-Receive Module for Phased Array Systems in 130-nm SiGe BiCMOS," IEEE Solid-State Circuits Letters, vol. 4, pp. 40-43, 2021.


[^0]:    ${ }^{1}$ Where unreported, $\mathrm{IIP}_{3}$ was estimated as $\mathrm{P}_{\mathrm{IP} 1 \mathrm{~dB}}+9.6 \mathrm{~dB}$

