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Introduction

My PhD Thesis work has been focused on the activity of the FAMU experi-
ment, aimed at measuring the ground state hyperfine splitting in the muonic
hydrogen atom (µH), in order to extract an independent measurement of the
Zemach radius of the proton.

The scientific case is introduced in Chapter 1. The field of proton radii
re-gained interest in the last 15 years thanks to a new measurement of the
proton charge radius, about 7σ away from the CODATA2014 accepted value,
measured by the CREMA experiment at PSI by evaluating the Lamb Shift
in µH. While the charge radius is only dependent on the electric form factor,
the Zemach radius takes into account both the electric and magnetic internal
structure of the proton.

The FAMU experimental method and setup are described extensively in
Chapter 2. The experiment is being carried out at the RIKEN-RAL Port
1 muon beamline at the ISIS Neutron and Muon Source in Didcot, United
Kingdom. The µH atoms are created by injecting a negative muon beam in a
pressurised gas target containing hydrogen with a contamination of oxygen. A
custom-made laser system with variable wavelength is injected in the chamber
to excite the spin flip in µH atoms. The observable consists in an excess of
delayed muonic oxygen (µO) X-rays resulting from an enhanced muon transfer
probability following the transition. The aim of the experiment is to look for a
resonance in this observable as a function of the laser wavelength. The spectral
region of interest for the experiment is 100-200 keV. For this reason, the detec-
tion setup consists in a set of scintillating crystals surrounding the pressurised
target, complemented by a germanium detector for inter-calibration. During
my PhD work, I have participated in person in all the phases of commissioning
and data acquisition of the experiment.

The main detector studied in this work is the muon beam monitor, which
is the focus of Chapter 3. It consists in a scintillating fibre hodoscope which
is currently being used also as a flux-meter thanks to the extensive calibration
and simulation work hereby presented. The calibration consisted in low-flux
measurements to extract the response of a single particle and compare it to the
simulated response function, to construct a high-flux response function used
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for the muon flux estimation. The simulation work was carried out in Geant4
and compared to a model developed with FLUKA-CERN. The work proposed
for my thesis, in particular regarding the beam monitor, has been evaluated as
crucial for the Collaboration and the success of the experiment. This allowed
me to get assigned some of the FAMU allocated beamtime to carry out the
studies on the hodoscope described in Chapter 3.

Finally, the FAMU data analysis workflow is presented in Chapter 4, with
a specific focus on the muon beam normalisation and quality control carried
out with the FAMU beam monitor. The data selection and data analysis on
the scintillating detectors is also presented and coupled with the information
from the hodoscope to fully characterise and double-check the incoming beam
and the setup itself. The ongoing and future steps of data analysis towards
the final resonance plot are also presented and discussed.

In Conclusion, the work developed for my PhD Thesis consisted in a wide
overview on the FAMU experiment and its hardware and analysis framework.
In particular, I developed an innovative method for the extraction of the ab-
solute flux of a high intensity muon beam based on data from a custom beam
monitor, initially designed by INFN Pavia and Milano-Bicocca only as a beam
shape monitor. This information was fundamental in developing analysis tools
I studied for the normalisation of FAMU data. Lastly, I spent part of my PhD
work analysing FAMU LaBr3 detector data within the FAMU Analysis Group
in order to develop the method to extract the observable, i.e. the number
of delayed µO X-rays as a function of the injected laser wavelength, which is
linked to the µH ground state hyperfine splitting, and therefore to the final
goal of the proton Zemach radius.

The research presented in this Thesis has been primarily conducted at the
University of Pavia and the INFN Pavia Division, the latter being the funding
institution for the PhD. During my doctoral studies, I was hosted as a Visiting
PhD Candidate at the ISIS Neutron and Muon Source (Didcot, UK), where the
experiment is located, and at the University of Milano-Bicocca, where much
of the detector development was carried out.
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Chapter 1
Proton radii and muonic atoms

After a brief introduction on the electron-proton (ep) scattering, Section 1.1
is centred on the proton radius and specifically on the proton radius puzzle,
a problem that prompted the research in this field for the last 15 years. The
following section (1.2), instead, is focused on the Zemach radius of the proton,
which is currently one of the frontiers in the field of proton radius precision
measurements. This is also the parameter that the FAMU experiment aims at
measuring. Lastly, Section 1.3 is focused on muonic atoms, which proved to
be a turning point in the proton radius puzzle, and which are currently being
exploited by all experiments looking for the Zemach radius of the proton,
including FAMU.

1.1 Proton charge radius

The scattering of electrons against a target of protons, also noted as ep scat-
tering, was one of the first activities carried out with particle accelerators. If
the electron energy is higher than a few GeV, the Rutherford approximation
of elastic scattering doesn’t hold. This was interpreted assuming that the elec-
tron interacts with the inner components of the proton, which thus can not
be considered an elementary particle. Such process is called Deep Inelastic
Scattering (DIS)[1, 2]. The differential cross section for the elastic ep scat-
tering was written in the 1950’s, with an original contribution from Marshall
Rosenbluth[3, 4], as:

dσ

dΩ
=

4α2E ′2 cos2(ϑ/2)

(Q2)2︸ ︷︷ ︸
σMott(Q

2)
ep with point-like proton

E ′

E

[
G2

E + τG2
M

1 + τ
+ 2τG2

M tan2(ϑ/2)

]
︸ ︷︷ ︸

G(Q2)
internal proton structure

, (1.1)

where Q2 is the squared momentum transfer between the incoming elecron
and the target proton, α = e2/(4πε0ℏc) is the fine-structure constant, E and
E ′ are the initial and final (respectively) kinetic energy of the electron, τ :=
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1. Proton radii and muonic atoms

Q2/(4M2
p ), Mp is the mass of the proton, and ϑ is the scattering angle. The

electric form factor GE was defined in order to encapsulate the underlying
electric properties of the interaction, and the magnetic form factor GM is the
analogous for magnetic properties. In non-relativistic picture, they correspond
to the Fourier transforms of the spatial density of electric charge and magnetic
dipoles, respectively. This expression is convenient because it allows to extract
the electric and magnetic form factors through the following approximations,
referred to as the Rosenbluth separation:

big Q2 (big ϑ) ⇒ dσ

dΩ
∝ GM(Q2);

small Q2 (small ϑ) ⇒ dσ

dΩ
∝ G2

E(Q
2) + τG2

M(Q2).

As a consequence, wide angle data allow to extract GM , which can then be
used to extract GE at small angles by extrapolation and subtraction.

The most convenient definition for the proton radius is based on the electric
structure only and it is therefore called the charge radius [1]:

r2E := −6
dGE

dQ2

∣∣∣∣
Q2→0

. (1.2)

As a consequence, the most straightforward way to measure the proton charge
radius is to exploit the Rosenbluth separation to extract a precise estimation
of GE(Q

2) at different values of Q2 → 0, i.e. ϑ → 0 in order to extrapolate
the value of r2E using Equation 1.2.

The second way to measure this parameter is through atomic spectroscopy,
specifically by measuring the hydrogen Lamb shift, i.e. the energy difference
between the atomic levels 2S1/2 and 2P1/2. By defining the kth moment of the
electric charge density ρE(r) as:

⟨rkE⟩ := 4π

∫ +∞

0

dr rk+2ρE(r), (1.3)

it can be proved that the charge radius of the proton can be written as the
square root of the second moment, i.e. rE =

√
⟨r2E⟩. By introducing also the

third Zemach moment :

⟨r3E⟩(2) :=
48

π

∫ +∞

0

dQ

Q4

[
G2

E(Q
2)− 1 +

1

3

√
⟨r2E⟩Q

2

]
, (1.4)

and defining the related Friar radius rF = 3
√

⟨r3E⟩(2), one can finally write the
proton finite-size contribution to the Lamb shift for hydrogen as:

∆Efs
L =

α4M3
r

12
r2E − α5M4

r

24
r3F , (1.5)

where Mr is the reduced mass of the proton-lepton system and the best esti-
mation for the Friar radius is r3F = 2.85(8) fm3, obtained from ep scattering in
Mainz[5].
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1.1. Proton charge radius

All accepted measurements carried out before 2010 were in agreement and
concurred in the CODATA-2010[6] recommended value for the proton charge
radius rE = 0.8775(51) fm. This value was debated after measurements of
Lamb shift of muonic hydrogen carried out by the CREMA Collaboration,
which returned the value rE = 0.84087(39) fm[7, 8], having a discrepancy
of 7 standard deviations from the CODATA-2010 recommended value. This
discrepancy can not be blamed on the Friar radius contribution, as it would
need r3F = 37(7) fm3[9], while it has been proved that r3F < 4.5 fm3[10]. Other
similar hypotheses of relevant contributions in this measurement were rejected.
In addition, the first results of the PRad experiment[11], specifically designed
to explore the scattering cross section at extremely low Q2, were published in
2019 and returned rE = 0.831(14) fm, in agreement with the CREMA result
and not (by 3σ) with the value recommended by CODATA-2010. Further data
acquisition and data analysis are ongoing and a more accurate result should be
available in the next years. In addition, some ep scattering re-analyses and new
hydrogen spectroscopy returned values consistent with the new estimation.

For these reasons, the CODATA-2018[12] recommended value for the pro-
ton charge radius is rE = 0.8414(19) fm, consistently with the new values
obtained in the last years with both atomic spectroscopy and ep scattering.

Figure 1.1: Some of the latest estimations of the proton charge radius from ep scat-
tering[11, 13–15] (green squares), ordinary hydrogen spectroscopy[16–20] (purple cir-
cles) and muonic hydrogen spectroscopy[7, 8] (orange dots). The CODATA-2010[6]
and CODATA-2018[12] recommended values are also reported (blue diamonds). The
coloured bands highlight the comparison between the value from CODATA-2010 (blue,
right) and the best estimation given by the CREMA experiment in 2013 (orange,
left), which is considered the starting point of the proton radius puzzle. Taken from
[21].
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1. Proton radii and muonic atoms

1.2 Proton Zemach radius

In order to define the Zemach radius[1, 2], it is important to understand the
nature of the ground state hyperfine splitting (1S-hfs). It is defined as the
energy shift between the singlet (total spin F = 0) and the triplet (total spin
F = 1) states of the hydrogen ground state 1S1/2. Similarly to the previous
case, the magnetic radius and the kth moment of the magnetic dipole density
ρM(r) are defined respectively as:

r2M := −6
dGM

dQ2

∣∣∣∣
Q2→0

, (1.6)

⟨rkM⟩ := 4π

∫ +∞

0

dr rk+2ρM(r), (1.7)

where it can be proved that rM =
√

⟨r2M⟩. However, when calculating the
hyperfine splitting for hydrogen the first and second order contributions in rM
cancel out, and the first non-zero term is a function of the Zemach radius,
defined as:

rZ := − 4

π

∫ +∞

0

dQ

Q2

[
GE(Q

2)GM(Q2)

1 + κN

− 1

]
=

∫
rd3r

∫
d3r′ρE

(
r⃗ − r⃗′

)
ρM (r⃗) ,

(1.8)

where κN is the anomalous magnetic moment of the proton, i.e. its magnetic
moment is given by GM(0) = 1+κN . The latest theoretical predictions for the
proton Zemach radius are shown in Figure 1.3.

As one can see, this definition of the radius is the convolution of the electric
and magnetic space density distributions and it therefore takes into account
of both form factors. An accurate measurement of the hyperfine splitting in
muonic atoms would therefore allow a precise estimation of the proton Zemach
radius, for reasons that can be better understood in Section 1.3. Three col-
laborations are currently attempting this measurement with different experi-
mental methods, all based on the production of muonic hydrogen[2]: one at
PSI in Switzerland (CREMA[22]), one at RIKEN-RAL in the United Kingdom
(FAMU[23], on which this work is based) and one at J-PARC in Japan[24]. A
scheme of the three experiments is shown in Figure 1.2.

More specifically, this work is focused on the FAMU experiment, which
consists in injecting a pulsed muon beam in a mixture of hydrogen and oxygen
and looking for an enhanced probability of muon transfer from H to O due
to a kinetic energy excess following the excitation of 1S-hfs with a MIR laser.
The details on the experimental method and its implementation in FAMU are
presented in Chapter 2.

On the other hand, the CREMA (Charge Radius Experiment on Muonic
Atoms) Collaboration, after their measurements of the proton charge radius
in the past years, are currently working on 1S-hfs spectroscopy on µH[22] at

6



1.2. Proton Zemach radius

PSI. The experiment is carried out with a continuous muon beam and a muon-
triggered MIR laser with a narrow (2 mm) pure hydrogen target. The transfer
process exploited is the collision with the gold walls of the chamber, therefore
the emission of delayed muonic gold (µAu) characteristic X-rays.

Finally, a group at the J-PARC muon source, in Japan, is working on
a third experiment in this field based on detecting angular anomalies in the
emission of decay electrons for polarised µH atoms[24].

FAMU 
@RAL (UK) by INFN (IT)

Transfer to O2 

X-rays

Pulsed

CREMA 
@PSI (CH)

Diffusion to Au walls

X-rays

Continuous

@J-PARC (JP)

Asymmetry

Electrons

Pulsed

Experiment

Scheme

Mechanism

Detection

Muon beam

Figure 1.2: Scheme of the three experiment looking for 1S-hfs in µH to determine
the proton Zemach radius. Experiment schemes adapted from [22, 25, 26].

The dependence between the proton Zemach radius and the ground state
hyperfine splitting in µH, can be written as[2]:

E1S-hfs(µH) =
[
A−B

( rZ
fm

)
+ C

]
meV, (1.9)

where the latest values for the coefficients are:

A = 182.443︸ ︷︷ ︸
EF

Fermi energy

+ 1.350(7)︸ ︷︷ ︸
QED+weak

+0.004︸ ︷︷ ︸
hVP

; (1.10)

B = 1.30653(17); (1.11)

C = 182.443︸ ︷︷ ︸
EF

Fermi energy

1.01656(4) ∆recoil︸ ︷︷ ︸
0.000846(6)

+1.00402 · ∆pol︸︷︷︸
0.0004

 . (1.12)

The first term A contains the Fermi energy, the QED and weak interaction
corrections, and the hadronic vacuum polarization, whereas the third term C
depends on the proton recoil and proton polarizability corrections. Currently,
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1. Proton radii and muonic atoms

6788 6789 6790 6791
 (nm)hfsλ

Weighted mean

Ruth '24

Hagelstein '23

Antognini '22

Tomalak '19

Peset '17

Theoretical predictions of the HFS in muonic hydrogen

1.04 1.06 1.08 1.1 1.12 1.14
 (fm)Zr

Weighted mean

Ruth '24

Hagelstein '23

Antognini '22

Tomalak '19

Peset '17

Theoretical predictions of the proton Zemach radius

Figure 1.3: Latest theoretical predictions for the µH 1S hyperfine splitting and
the related proton Zemach radius[2, 27–30]. The weighted mean, indicated with a
coloured area, has been used as a reference for the spectral range to measure.
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1.2. Proton Zemach radius

1 1.05 1.1 1.15 1.2 1.25 1.3 1.35
 Proton Zemach radius (fm) 

H 2Shfs)µAntognini ’13 (

Distler ’11 (ep)

Volotka ’05 (H)

Friar ’04 (ep)

Dupays ’03 (H)

FAMU resonance width

Ruth ’24

Hagelstein ’23

Antognini ’22

Tomalak ’19

Peset ’17

Proton Zemach radius 

Figure 1.4: Comparison between the latest theoretical predictions for the proton
Zemach radius and the values extracted from experimental data obtained by H spec-
troscopy[31, 32], ep scattering[5, 33] and µH 2S-hfs[8]. A red band shows the expected
resonance width to be observed by FAMU (width 0.003 fm, assuming a 1S-hfs reso-
nance width of 80 pm); the expected uncertainty on rZ is smaller than this interval
width.
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1. Proton radii and muonic atoms

the weighted mean of the 5 latest theoretical predictions[2, 27–30](2017-2024)
for the 1S-hfs is (6788.7 ± 0.2) nm, whereas the weighted mean of the cor-
responding values of proton Zemach radius is (1.067 ± 0.005) pm. All these
predictions are presented in Figure 1.3.

Several measurements of the proton Zemach radius were made available
in the past. Calculations were made based on the traditional hydrogen 1S-
hfs [31, 32], which has a wavelength of ∼ 21 cm, well known in radioastronomy
as the hydrogen line. In addition, calculations were made using estimations
of GE(Q

2) and GM(Q2) from ep scattering[5, 33]. Finally, the CREMA col-
laboration carried out a measurement of the µH 2S-hfs to derive the Zemach
radius[8]. Figure 1.4 shows as summary of some of the experimental measure-
ments, compared to the aforementioned theoretical predictions. In addition,
an estimation of the FAMU resonance width is shown: assuming a calculated
resonance full width at half maximum of 80 pm, the corresponding width of
the rZ measurement would be of 0.003 pm. This width is smaller than the
current best experimental uncertainty for rZ [33]. If this calculation is true,
the uncertainty on the centroid of this resonance, i.e. the uncertainty on rZ ,
would be even smaller, resulting in the most accurate measurement of the
proton Zemach radius ever made, by at least one order of magnitude.

1.3 Muonic atom formation and behaviour

When a negative muon (µ−) travels through matter and it interacts with the
electromagnetic fields at atomic level, a muonic atom can be formed[34–37]. It
is a bound state of nucleus and negative muons, in which the atomic levels are
modified by the fact that the muon has mass Mµ ≃ 105.7 MeV/c2 ≃ 207Me,
where Me is the mass of the electron. In fact, considering for example the
easiest model for atomic levels, the Bohr model, in which the energy levels
only depend on the principal quantum number n, all energy levels are function
of the Rydberg constant R∞ ∝ Mr = (MA + Me)/(MAMe), where Mr is the
reduced mass of the nucleus-electron system, andMA is the mass of the nucleus.
The reduced mass of the nucleus-muon system is 187 times bigger than the one
of the nucleus-electron system. As a consequence, one can easily understand
that in muonic atoms, the energy levels are modified by the presence of the
muon in the atomic structure. Specifically, the modification factor is linear to
the reduced mass and therefore the energy levels are the order of 187 times
higher than those for ordinary hydrogen. For the same reason, the Bohr radius
of each orbit is much smaller, by a factor 187.

When a µ− is stopped by an atom of element X, the related muonic atom
is noted as µX and it is generally produced in an excited state with n ≳ 14[40].
As a consequence, the production of a muonic atom is generally followed by the
de-excitation of the atom. For higher values of n, the de-excitation happens
mostly through the emission of Auger electrons; whereas starting from n ∼ 6
the X-ray emission becomes dominant. This emission is generally referred to

10



1.3. Muonic atom formation and behaviour

Figure 1.5: Mean lifetime of negative muons in muonic atoms as a function of the
atomic number Z. At higher Z, the lifetime is reduced due to increse in probability
of muon capture by the nucleus[38].Taken from [37], data from [39].

as the prompt emission as it happens in a time scale smaller than 1 ns after
the muon capture. When the muon reaches the 1S level, it can either be
captured by the nucleus or remain in the atomic structure until its decay. The
free muon decay time in the rest frame is about 2.2 µs, whereas for muons in
atomic shells it can be lower, and specifically it will decrease as the atomic
number Z increases due to enhanced nucleus capture probability[38]. The
capture reaction is:

µ− p → n νµ. (1.13)

The mean lifetime of the muon in muonic atoms as a function of Z is reported
in Figure 1.5. If nuclear capture takes place, the atom becomes an ordinary
atom with Z → Z−1 and delayed electronic X-rays from the atom with atomic
number Z − 1 may be observed. On the other hand, if the muon remains in
the atomic shells and decays, the resulting atom will still have atomic number
Z and therefore X-rays of the same atom may be emitted.

The muonic X-ray transition energies and probabilities can be found in
specific experimental databases[40, 41] or can be computed by solving the
radial Dirac equation[37, 42].
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Chapter 2
The FAMU experiment

The FAMU experiment [23], on which this work is based on, is presented in this
Chapter in terms of scientific goal, experimental technique and experimental
setup. Some experimental setup performance assessments are also presented.

2.1 Aim and experimental technique

FAMU (Fisica degli Atomi MUonici, Muonic Atom Physics) is a nuclear physics
experiment funded by the Italian National Institute for Nuclear Physics (INFN,
Istituto Nazionale di Fisica Nucleare) and currently operating at RAL (Ruther-
ford Appleton Laboratory), in the United Kingdom. The experiment aims at
an indirect measurement of the proton Zemach radius by means of atomic
spectroscopy measurements in muonic hydrogen (µH). As discussed in Section
1.2, the hydrogen ground state hyperfine splitting (1S-hfs) holds a strong de-
pendence on the Zemach radius. FAMU aims at measuring the 1S-hfs in µH
with an accuracy around 10−5 in order to estimate the proton Zemach radius
with an uncertainty better than 1%.

The general experimental method to carry out such a spectroscopy mea-
surement can be simplified in three phases:

1. muonic atom formation carried out by stopping a low-momentum high-
rate negative muon beam in a gaseous hydrogen target. For details on
the target and the muon beam see Sections 2.3 and 2.4.1, respectively;

2. excitation of 1S-hfs by injecting a Medium-InfraRed (MIR) laser in the
target. For details on the laser see Section 2.4.2;

3. search for an excess in the experiment observable, which needs to be
related to the occurrence of spin-flip due to the laser. The FAMU ob-
servable is discussed in the current section alongside with some possible
alternatives.
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2. The FAMU experiment

Three different experiments were proposed and are currently being designed,
prepared or operated in this framework, as already mentioned in Section 1.2.

FAMU, the one discussed in this work, is based on a pulsed muon beam
at the RIKEN-RAL Port1 beamline at the ISIS Neutron and Muon Source,
Rutherford Appleton Laboratory (RAL), UK. The beam is delivered in spills
with a 40 Hz average repetition rate (see Section 2.3). Every other muon
pulse, a laser pulse is injected in the gas target (see Section 2.4.2), which
contains a small amount of gaseous oxygen (see Section 2.4.1). The observable
in the FAMU experiment is an excess in the amount of delayed muonic Oxygen
(µO) X-rays. In fact, as depicted in the scheme in Figure 2.1, the recoil
energy held by µH which endured the transition is enough to enhance the
probability of collision between oxygen and µH, and the resulting formation
of a µO atom, which is delayed with respect to the muon beam injection
and subordinated to the injection of the correct laser wavelength. Finding
such wavelength is therefore the experimental FAMU goal, by repeating the
measurement at different wavelengths and looking for a resonant excess in the
number of delayed µO X-rays. The X-rays of interest are Kα ≃ 133 keV, Kβ ≃
158 keV andKγ ≃ 167 keV. The illustration of the hypothetic behaviour of this
observable is shown in Figure 2.2, which has to be intended only as a qualitative
visualisation of the effect (even though the data are taken from a toy Monte
Carlo). The FAMU experimental method was first proposed, with transfer to
gold foils instead of oxygen, in 1993[43]. The actual experiment started in 2014
with the design of laser, detector and target systems, and the gas mixture was
optimised during experimental runs at RIKEN-RAL in 2016 – 2018, as further
explained in Section 2.4.1. The experiment started data taking in 2023 with
two physics runs in October (RAL202304) and December (RAL202305), two
more physics runs in 2024 in July (RAL202404) and October (RAL202405)
and it is expected to keep operating also in 2025.

Figure 2.1: Scheme of the FAMU experimental method[23]. The transition leaves
the µH with an excess of 120 meV of kinetic energy, which enhances the probability
of muon transfer to oxygen.
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Figure 2.2: Behaviour of the FAMU observable, the excess of delayed µO X-rays.
Left: toy simulation of a hypotetic 10% effect on the FAMU observable (yellow
coloured area) [23]. Right: illustration of a hypotetic resonance of the FAMU ob-
servable as a function of the laser wavelength, where the mean value is the resulting
estimation of ∆Ehfs (the value chosen here as ∆Ehfs is the latest prediction[2], not
a FAMU experimental result).

2.2 FAMU previous experience (2014 – 2018)

The FAMU experiment started in 2014 and its activity in the first four years
was mostly in the optimisation of the experimental setup for the actual physics
data taking phase, which is now undergoing[44–46].

In particular, the choice of the target in terms of size, gas mixture, pres-
sure, temperature needed some experimental campaigns to measure the ther-
mal transfer rate of muons from hydrogen to other gases without any laser
excitation.

Three candidate atoms were cosidered: oxygen, argon and carbon. The
oxygen data have been analysed and published[45, 46], whereas the argon and
carbon data are currently being prepared for publication. The final choice was
to use oxygen cooled with liquid nitrogen (77 K) and at only 7 bar of pressure
in order to minimise the collisional transfer.

The experimental setup for these runs[44] consisted in a cryostat for the
gaseous target and the cooling medium (liquid nitrogen), a scintillating fibre
hodoscope for beam shape monitoring and a set of X-ray detectors.

During this phase, FAMU carried out the first ever measurement of the
muon transfer rate from µH to oxygen (ΛpO) as a function of temperature,
shown in Figure 2.3. This measurement is in accordance with a previous one,
carried out at room temperature[47], but it is not in agreement with the theo-
retical predictions. Further studies were made on argon and carbon, but they
have not been published yet. These results, along with massive works in sim-
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ulating the setup and the processes, resulted in the final design for the FAMU
setup, described in detail in Section 2.4.

In particular, oxygen has been chosen for its low thermal transfer rate at
liquid nitrogen cryogenic temperatures (77 K). This would allow to improve
the signal-to-noise ratio when measuring the FAMU observable, which is the
number of muon transfers caused by the laser.

Figure 2.3: Measurement of the transfer rate from µH to oxygen (ΛpO) as a func-
tion of temperature from FAMU 2016[45] and 2018[46] data compared to theoretical
models and a previous measurement at room temperature. Plot taken from [46].
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2.3 Muon beam production and delivery

The ISIS Neutron and Muon Source is currently the leading centre in Europe
for the production of pulsed neutron and muon beams. The facility is located at
the Harwell Campus in Didcot, Oxfordshire (United Kingdom), as part of the
Rutherford Appleton Laboratory (RAL). Established in 1984, ISIS is currently
managed by the Science and Technology Facilities Council (STFC) and it hosts
the brightest pulsed muon facility in the world. The production and transport
of muons to the FAMU setup is briefly discussed in this Section[48, 49].

The ISIS muon beam is produced by the collision of an 800 MeV proton
beam with a target. The ion source produces H− ions with an energy of 35 keV,
which are then accelerated by a RadioFrequency Quadrupole (RFQ) to 665
keV[50]. At this point, the ions enter the linac (linear accelerator), composed
of 4 accelerating tanks with a total length of about 50 m. The output of the
linac is a 200 µs continuous stream of 70 MeV H− ions, which is injected in
the synchrotron[51].

The ISIS proton synchrotron[51, 52] has a radius of 26 m and it is located
in the experimental hall previously occupied by the 7 GeV Nimrod proton syn-
chrotron (1964 – 1978). The 70 MeV continuous H− beam is injected in the
synchrotron through the injection straight. This component contains a thin
stripping foil (0.25 µm carbon) which removes the two electrons from H− in
order to get a proton beam. Once the injection is complete, the synchrotron
contains a uniform ring of protons. The acceleration process divides the par-
ticle in two co-rotating opposite bunches. When the top energy of 800 MeV
is reached, a proton travels at 0.84c and it travels a full turn around the syn-
chrotron (circumference: 163 m) in approximately 640 ns. As a consequence,
the centres of the two bunches are 320 ns apart. The proton beam extraction is
carried out with a rate of 50 Hz, extracting particles from both proton bunches.
For this reason, a proton spill is extracted every 20 ms, and it is composed of
two proton bunches separated by 320 ns.

The proton beam is extracted and directed to two different neutron pro-
duction areas: Target Station 1 (TS1) and Target Station 2 (TS2). Every five
proton spills, four are sent to TS1 and one to TS2. As a consequence, the
average repetition rate of protons against the muon production target is 40
Hz.

The muon production target[53] is positioned about 20 m before the TS1
on the same beampipe, therefore it is immersed in the proton beam directed
to TS1, blocking approximately 5% of the protons to TS1. The most suitable
way to produce a muon beam is through single- and double-pion production
by hitting a low-Z target with a proton beam[54]. If the energy of the proton
is Ep > 280 MeV, single-pion production can take place from the interaction
of the proton beam with protons and neutrons in the target. These processes
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2. The FAMU experiment

FAMU

Muon production target

Figure 2.4: Scheme of the ISIS Neutron and Muon Source with highlighted position
of the muon production target and the FAMU experiment[51].
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peak between 500 MeV and 1 GeV:

p p → p n π+,

p n → p p π−. (2.1)

The threshold for double-pion production is instead Ep > 600 MeV, with peak
production at 1.5 GeV:

p p → p p π+π−,

p n → p n π+π−. (2.2)

The pions produced in the muon production target will then decay with a time
constant of ∼ 26 ns in muons and neutrinos:

π+ → µ+ νµ,

π− → µ− ν̄µ, (2.3)

giving rise to the desired muon beam. Let c = 1, for a decay at rest (Eπ = Mπ),
the total final momentum will be zero (i.e. pµ = pν =: p). Considering a
massless neutrino (Eν = p), the conservation of energy Eπ = Eµ + Eν gives
the relationship Eµ = Mπ − p. Equalling this expression with the definition of
total energy for the muon E2

µ = p2µ +M2
µ one can derive the momentum of the

muon emitted at rest:

pµ (= p = pν = Eν) ≃ 29.65 MeV. (2.4)

Depending on whether the pions decay at rest inside the target or escape it,
two species of muons can be extracted:

• surface muons are µ+ originated from the decay at rest of π+ produced
close to the surface of the graphite target. This production mode doesn’t
work for µ− as they are captured by carbon atoms in the target, forming
muonic carbon atoms (µC). The flux is generally high (over 106 muons/s),
their momenum peaks at about 29 MeV/c, as they are produced at rest.
At ISIS, surface muons are normally sent to the beamlines forming the
European Commission (EC) muon facility (EMU, µSR and HiFi);

• decay muons are µ+ or µ− formed by transporting the pions out of
the target, selecting their desired momentum, and letting them decay in
order to produce a muon beam of a certain momentum. At ISIS, they
are normally sent to the RIKEN-RAL muon facility, with a momentum-
dependent flux. RIKEN-RAL is theoretically capable of delivering muons
between 17 and 120 MeV/c, limited to 90 MeV/c for technical reasons.
In particular, the beam delivered to FAMU is a 55 MeV/c decay µ−

beam.
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Regarding the pion decay in motion, as the muon production is a two-body
collision (Equation 2.3), the daughter particles are always emitted back-to-
back. The muon momentum at rest will be 29.65 MeV (as in Equation 2.4)The
first limit case is when the muon is emitted in the same direction as the pion
in the pion rest frame, namely it is a forward muon. In this case, the final
muon will always move in forward direction with respect to the decayed pion,
with a higher momentum, as the momentum in the laboratory frame will be
p′µ = γπ (+pµ + βπEµ). In the opposite case, the backward muon is emitted,
in the pion rest frame, in the opposite direction, but in the laboratory frame
p′µ = γπ (−pµ + βπEµ). Hence, if

βπ >
pµ [29.6 MeV/c]√

p2µ +M2
µ

⇔ p′π >
Mπ

Mµ

pµ ≃ 39.1 MeV/c, (2.5)

the muon is still emitted in the same direction of motion as the pion, but with
a lower momentum.
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Figure 2.5: Relationship between the initial pion momentum and the momentum of
the forward and backward decay muon, calculated by boosting pµ with p′π as explained
in Section 2.3.

Figure 2.5 shows how the pion beam and decay muon momenta are related,
for the two limit cases of forward and backward muons, in the range of the
RIKEN-RAL facility. Values of the muon momentum below 29.6 MeV/c can
therefore be obtained by backward emission with pion momentum between
∼ 39 and ∼ 78 MeV/c, whereas both forward and backward emission can cover
the region of muon momentum over 29.6 MeV/c. For pions with momentum
below ∼ 39 MeV, the backward muons are emitted in backward direction also
in the laboratory frame, and they are lost.
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The RIKEN-RAL facility at the ISIS Neutron and Muon Source is designed
to extract pions from the ISIS muon production target and produce a beam of
selected muon momentum (either µ+ or, as in this case, µ−).

The ISIS muon production target consists of a 10 mm-thick graphite layer,
set at 45° with respect to the proton beam. It is immersed in the proton beam
directed to TS1 and it capures about 5% of the incoming protons. The 45°
inclination allows the side of the target facing the incoming proton beam to
be also facing the EC muon facility. In this way, the surface muon delivery to
EMU, µSR and HiFi is optimised.

Figure 2.6 shows the path followed by particles in the RIKEN-RAL facility
before reaching Port1, where the FAMU setup is located. The particle path
through the facility can be divided in three major sections: the pion injec-
tion system transports the pions of the desired charge and momentum, the
superconducting solenoid, where most of the π → µ νµ decays take place, and
the muon extraction system, responsible for the muon beam optimisation and
transport to the four irradiation ports.

The first section of the beampipe, also referred to as pion injection sys-
tem, transports pions to the superconducting solenoid. It is composed of two
quadrupole magnets (RQ1, RQ2) and a bending magnet(RB1), which are set
in order to focus and inject the pions in the solenoid with the required momen-
tum and remove uncharged particles. A hollow of the pion injection system
holds three Cherenkov chambers used to trigger the experiments, including
FAMU, carried out at the facility.

The superconducting solenoid is the part of the beampipe designed to host
most of the pion decays. It is 5.5 m long and produces a strong magnetic field
(up to 5.5 T), acting as a decay channel for pions. The length of the solenoid
corresponds to the mean decay length of 100 MeV/c pions:

λπ = vγτπ =
c · τπ [2.6 · 10−8 s]

mπ

[
139.6 MeV/c2

] pπ [MeV/c] ≃ 0.055
pπ

MeV/c
[m] . (2.6)

The current of the solenoid is optimised for the required muon beam momen-
tum, up to 730 A. The magnetic field generated by the solenoid forces the
emitted decay muons to propagate in the same direction as the initial pion
beam. In fact, the pion decay at rest is isotropic. Even though it is not
isotropic in the laboratory frame, as already discussed, most muons are not
emitted in a direction parallel to the beampipe, and they would therefore be
lost on the walls.

After the decay solenoid, the beam is mostly composed of muons and enters
the third part of the beamline, called the muon delivery system, which carries
the required muon beam to the four irradiation ports. The muon delivery
system to each port is made of three straight beampipes, each one with three
quadrupole magnets for beam focusing and shaping, connected by two bending
magnets in order to select the particle momentum. The series of quadrupole
(RQ) - dipole (RB) for FAMU (Port1) is: RQ3-4-5, RB2, RQ6-7-8, RB3,

21
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RQ9-10-11, positioned as depicted in Figure 2.6. The bending magnet RB2 is
featured with a kicker, a device with variable magnetic field which allows to
direct the two beam bunches in different beamlines (one to Port1 or Port2, the
other to Port3 or Port4). This device is not in use for the FAMU experiment,
i.e. both bunches in each muon spill are directed to FAMU at Port1, to
maximise the µH production.

Figure 2.7 shows an estimation of the maximum flux which can be reached
at the RIKEN-RAL muon facility as a function of the muon momentum[48,
49].

RQ1

RQ2

RB2

RB3

Figure 2.6: Scheme of the path followed by muons directed to the FAMU target in
the RIKEN-RAL muon facility. The positions of the bending (RB) and quadrupole
(RQ) magnets involved in the beam delivery to FAMU are labelled[48, 55].

The muon beam commissioning for the FAMU experiment took place in
July 2023 and consisted in tuning the current of the last four magnets (RB3,
RQ9, RQ10, RQ11 - see Figure 2.6 for reference) to optimise the beam shape
and the number of muons directed in the gas target. In particular, RB3 is
varied in order to centre the beam to the last section of the beampipe, whereas
the values of current for the last three quadrupoles are varied from the ini-
tial values using the following linear combinations calculated for this specific
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2.3. Muon beam production and delivery

Figure 2.7: Simulated muon flux as a function of momentum at the RIKEN-RAL
facility ports[48, 49].
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Figure 2.8: Variation of the number of prompt µAg and delayed µO X-rays as a
function of beam momentum (different scales). By selecting p′µ = 55 MeV/c, the
number of muons stopped in the gas is maximised.
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beamline: IRQ9

IRQ10

IRQ11

 =

 I0RQ9

I0RQ10

I0RQ11

+

−0.13 +0.28 −1.00
+0.13 +1.00 −0.20
+1.00 +0.22 +0.45

tuneX

tuneY

tuneM

 (2.7)

where the parameters tuneX, tuneY and tuneM are designed to squeeze the
beam spot on the X direction, on the Y direction and vary the beam spot X/Y
ratio, respectively. These three parameters were varied in order to minimise
the beam size and maximise the amount of prompt muonic silver X-rays (141
keV) produced by the target entrance window. This guarantees the optimal
focus of the beam on the target.

After this, the beam momentum was changed in order to maximise the
amount of muons stopped in the gas target. This was done by evaluating the
number of prompt muonic silver X-rays (141 keV) and the number of delayed
muonic oxygen X-rays (133 keV). In fact, as explained in Section 2.4.1, the
target entrance window is featured with a silver layer to enhance the muon
energy loss prior to the gas target. The optimal beam momentum is the one
which maximises the muon stopping in gas. Each measurement was carried out
with full beam current and collecting 120k events (2400 s of acquisition time).
The final momentum value, used for all FAMU experimental measurements, is
p′µ = 55 MeV/c.

In September 2024, the power supply of RB2 was changed, and a new
tuning of its current has been carried out, using directly the FAMU hodoscope.
The tuning plot is shown in Figure 2.9, and the current corresponding to the
maximum hodoscope deposited charge (Qtot, proportional to the muon flux,
see Chapter 3 for details) was kept.
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Figure 2.9: Tuning of the new power supply for the RB2 magnet, carried out in
September 2024. The points have been fitted with a 2nd-degree polynomial.
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2.4 Experimental setup

In this section, the full setup of the FAMU experiment is described in detail,
specifically regarding the X-ray detectors. The beam monitor is described
extensively in Chapter 3. A picture of the full setup, taken after the June 2023
beam commissioning, is shown in Figure 2.10.

Figure 2.10: Picture of the fully mounted FAMU experiment at RIKEN-RAL, taken
in September 2023 after the commissioning but before the first data taking. The
cryostat is clearly visible on top of the laser optical table (black) and surrounded by
the X-ray detectors.

2.4.1 Target and optical cavity

Following what one can see in Figure 2.3, in order to minimise the kinetic trans-
fer of the muon to oxygen (acting as a background contribution), the experi-
ment would ideally work at the lowest possible temperature for the hydrogen-
oxygen mixture. However, the condensation temperature for O2 limits the
temperature to be above ∼ 60 K. For this reason, it has been decided to use
liquid nitrogen (77 K) as the target cooling medium.

The target cryostat had to be designed with care to match all the FAMU
requirements[23]. In particular:

• thin high-Z muon beam entrance window, in order to maximise the mo-
mentum loss in the entrance window and therefore the muon capture in
the gas;

25



2. The FAMU experiment

• low-Z materials in other directions to let 100 – 200 keV X-rays out of the
target, where detectors are placed;

• an optical window is needed to inject the laser beam, and it must fit an
optical cavity to maximise the gas-laser interaction.

Eventually, the current target has been simulated, optimised, designed and
mounted in collaboration with CRIOTEC Impianti Srl to match the require-
ments. Figure 2.11 shows the position of the target in the FAMU final setup.
A lateral section of the FAMU target cryostat is shown in Figure 2.12. In
particular, the chamber containing the gas is shown in green and it is cooled
by thermal contact with a tank containing 5 litres of liquid nitrogen at 77 K.
This solution allows a vibrationless cooling process, which is crucial to avoid
laser misalignments during the experimental runs.

In order to monitor the gas condition, the target chamber is featured with a
pressure sensor (sensitivity 0.01 mbar) and two temperature sensors (sensitivity
1 mK). These sensors played an important role in assessing the tightness of
the chamber and correct for small gas leakage, as shown in Section 4.3.2.

The muon beam exits the beampipe, crosses the FAMU beam monitor (see
Chapter 3) and then passes through a beam collimator. It is composed of lead
bricks, with a vertically-oriented slit of 5×1 cm2 and 5 cm depth. It is aimed at
injecting the muon beam only in the central area of the target and the optical
cavity. Muons enter the cryostat through a 0.2 mm aluminated mylar window,
then cross the 1 mm-thick aluminium wall of the gaseous target chamber,
and lastly encounter a 0.6 mm layer of silver. The role of this Ag layer is to
maximise the number of muons stopping in the gas by slowing them down just
before entering the volume illuminated by the laser.

In this volume, an optical cavity[57] with silica mirrors and steel structure
is placed. The cavity is aimed at enhancing the probability of interaction
between µH atoms and the laser beam. It is studied to let the laser beam
bounce back and forth minimising its power loss, in order to increase the
interaction path between the gas hit by muons and the laser beam. The cavity
mirrors, with cylindrical ends, are coated with ZnS/Ge multilayers to provide
the best possible reflectivity (99.890(2)% at 6.78 µm).

According to a ray tracing simulation carried out in MATLAB, the light fills
up all the cavity volume and about 103 reflections take place. The total lifetime
of the laser beam in the gas is 304 ns, and the interaction path between laser
light and µH atoms is 91 m. The simulation code is structured in two logical
parts. The first one is the ray tracing, which takes into account the shape
of the mirrors (flat with cylindrical sides), their distance, the beam injection
point, and the beam injection angle. This part has been crucial in designing the
cavity shape and injection angle in order to maximise the number of reflections
confined in the cavity. The second part of the simulation takes into account
of the beam loss due to the reflectivity of the spectra: for every round trip,
the fraction of beam loss is quantified by α = 1 −

√
R1R2, where R1,2 are
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Figure 2.11: CAD drawing of the 2023 FAMU setup. The target is positioned
over the laser optical table, from which the laser is injected into the target through a
periscope. The muon beam enters the target after passing through the beam hodoscope
(muon beam monitor) and a lead collimator. All 35 X-ray detectors (34 LaBr3
scintillators and 1 HPGe detector) are positioned around the gas target[56].

µ-

Gas chamber & 
optical cavity Cooling tank

Figure 2.12: Side section view of the target cryostat (CAD drawing), where the
target chamber, the liquid nitrogen tank and the muon beam direction are clearly
marked. The three detector-holding rings are attached to the target cryostat around
the target chamber (green volume)[56].
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the values of reflectivity of the two mirrors. The geometrical parameters and
the reflectivity values are based on the measurements carried out and certified
by the manufacturer on the cavity itself before despatch. All uncertainties
on geometric distances (including the curvature radius of cylindrical mirror
sides) are around 0.2%, whereas the reflectivity values are R1,2 = 99.890(2)%.
All these values have negligible effects on the estimation of the number of
reflections and the mean path of a photon in the optical cavity.

2.4.2 Laser beam production and delivery

The FAMU laser system, extensively described in [58], is a custom-made Mid
InfraRed (MIR)laser system. The requirements for the laser were wavelength
around 6789 ± 3 nm, energy over 1 mJ, linewidth below 0.07 nm, tunability
step below 0.03 nm, pulse duration below 10 ns and 25 Hz repetition rate. The
rate is half of the synchrotron rate in order to inject the laser every other beam
spill, and use the spills with no laser as a background measurement. All these
requirements were accomplished and overtaken, as resumed in Table 2.1. As
of 2024, the FAMU laser system is the most powerful pulsed 6.8 µm tunable
narrow-linewidth laser in the world, at the best of our knowledge.

The setup consists of two lasers: a fixed 1064 nm Nd:YAG oscillator, and
a tunable (1262 ± 5) nm Cr:forsterite oscillator. The latter is featured with
a diffraction grating, and the two cavity mirrors are placed on piezoelectric
motors in order to allow the adjustment of the wavelength. The two beams
are then properly coupled and injected in a non-linear Difference Frequency
Generator (DFG), in this case a crystal of barium-gallium selenide (BaGa4Se7).
The output of the crystal is a laser beam with frequency given by the relation
λ−1
DFG = λ−1

Nd:YAG−λ−1
Cr:forst, which is in the required wavelength range. By tuning

the wavelength of the Cr:forsterite laser it is therefore possible to tune the
wavelength to be injected in the FAMU target optical cavity for the experiment.
A schematic layout of the FAMU laser system is shown in Figure 2.13.

Table 2.1: Comparison between requirements and results of the FAMU laser[58].

Parameter FAMU requirement Current FAMU result

Wavelength 6786–6792 nm 6730–7135 nm
Energy output > 1 mJ 1.2 mJ
Line-width < 0.07 nm 0.009 nm
Tunability step < 10 nm 7 nm
Pulse duration < 10 ns 7 ns
Repetition rate 25 Hz 25 Hz

The laser was designed and perfectioned by INFN Trieste in collaboration
with Elettra Sincrotrone in Trieste (Italy) and then installed and characterised
extensively at RAL. For example, Figure 2.14 shows the comparison between
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the expected and measured water absorption lines in the range of wavelength
of the system. From fitting the points and comparing them to the tabulated
values, the laser has an absolute accuracy better than 100 pm on the wave-
length.

Further metrology studies on narrow absorption lines of ethylene are under-
going, as they would enable a much more accurate calibration of the wavelength
meter, hence a better wavelength absolute accuracy.

Figure 2.13: Simplified sketch of the FAMU laser system and detail of the tunable
1262 nm laser (1 input mirror, 2 Cr:forsterite crystal oscillator, 3 beam-expanding
prism, 4 diffraction grating, 5 back mirror, 6 output window), used to tune the final
wavelength. Adapted from [58].
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Figure 2.14: air humidity absorption spectrum in the 6769–6798 nm collected with
the FAMU laser system in 100 cm compared to the tabulated value (firm line). This
study enabled to estimate a wavelength accuracy better than 100 pm for the sys-
tem[58].

2.4.3 X-ray detector setup and performance

This section has also been published on two papers about the 2023 FAMU
detectors setup [56] and the upgrades carried out in the first half of 2024 [59].

The FAMU experimental technique requires a good compromise among
time resolution performance, efficiency and energy resolution at 100 – 200 keV.
As a consequence, it was decided to focus on inorganic scintillating crys-
tals, specifically lanthanum bromide scintillating crystals doped with cerium,
LaBr3(Ce). The optimisation of timing performances first led to read out
the scintillation light using PhotoMultiplier Tubes (PMTs). To increase the
solid angle coverage with detectors with a small-size readout system, solutions
with Silicon PhotoMultipliers (SiPM) were also studied and implemented, with
much effort being made to make the timing performance comparable with the
one of the PMT-read detectors. In addition, the presence of a detector with
good energy resolution, even with worse timing performance, is important to
always get a check on the X-ray lines present in the spectra and to cross-check
the spectra of the scintillators. On this purpose, a coaxial High-Purity Ger-
manium (HPGe) detector has been installed. A sketch of the 2023 FAMU
experimental setup is shown in Figure 2.11, where the laser, target and detec-
tors positions are marked. The position of the three detector-holding rings is
visible in Figure 2.15. The detector system also includes a muon beam mon-
itor, which plays a crucial role in allowing data normalisation based on the
muon flux impinging the gas target in each beam spill. In fact, the muon flux
is proportional to the number of muonic atoms and hence the number of target
atoms for the transition. The activity of the muon beam monitor, also called
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beam hodoscope, is the main focus of this work and it is discussed in detail in
Chapters 3 and 4.
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Figure 2.15: Position of the three detector rings in the FAMU setup. The HPGe
detector is not shown for visualisation purposes[59].

Scintillating detectors

The FAMU experiment is featured with three different kinds of scintillating
detector, placed around the target chamber by three circular holders, in order
to exploit the different features of these crystals. The details on the setup are
shown in Figure 2.16. All these detectors are based on lanthanum bromide
doped with cerium scintillating crystals, LaBr3(Ce).

The first kind of detector featured in the experiment consists in a set of
cylindrical crystals, having 1′′ diameter and 1′′ thickness, read out by Hama-
matsu R11260-200 PMTs, which have a very short rise time (∼ 12 ns). Details
on these detectors are to be found in [60]. Six detectors of this kind are
mounted on the central detector holder, shown in Figure 2.16 as long gray
boxes marked with “LaBr”.

1′′ and 1/2′′ detectors with SiPM readout have also been developed[61–63].
Crystals for these detectors have two different geometries: cylinders with 1′′

diameter and 0.5′′ thickness (called 1′′ crystals for simplicity), and cubes with
0.5′′ side (1/2′′ crystals, for the time being). They use Hamamatsu S14161-
3050-AS and S14161-6050-AS SiPM arrays at nominal voltages. While 1/2′′

detectors have a standard parallel ganging, 1′′ detectors use a custom 4-1 PCB
developed with Nuclear Instruments Srl[63]. The reason is that the increase in
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detector area, and therefore in SiPM array area, caused an increase in capaci-
tance. This prompts both a worsening of the parallel noise and an increase in
the signal duration. This is particularly important as most X-rays are gener-
ated in the prompt X-ray time region (few ns as the muon stopping), which
makes most delayed X-rays preceeded by prompt ones. As a consequence,
pile-up should be avoided and short signals are preferred. For the same rea-
sons, initial attempts using passive circuits (e.g. pole zero circuits or hybrid
ganging) had to be avoided as they introduced undershoot or further baseline
oscillations, which would worsen the quality of delayed X-ray signals.

The performances, measured in laboratory, of the 1/2′′ and 1′′ detectors are
summarised in Table 2.2. The 2023 setup consisted of 34 LaBr3(Ce) scintilla-
tors:

• 6 cylindrical 1′′-diameter 1′′-thick read by PMTs[60];
• 16 cylindrical 1′′-diameter ½′′-thick read by SiPM arrays[62, 63];
• 12 cubic ½′′-sided read by SiPMs[61].

As the latest upgrade on the PCBs for the read-out of 1′′ detectors with
SiPMs[63] enabled great improvements in time performances, it has been de-
cided to substitute the ½′′-SiPM detectors with 1′′-SiPM detectors. The 2024
LaBr3(Ce) detector configuration has been installed at RIKEN-RAL Port1 dur-
ing the first half 2024 FAMU shutdown phase. It is composed of 34 LaBr3(Ce)
scintillator as follows:

• 6 cylindrical 1′′-diameter 1′′-thick read by PMTs;
• 28 cylindrical 1′′-diameter ½′′-thick read by SiPM arrays.

Each of the new detectors has around 3 times the frontal area (hence the
geometrical acceptance) than an old ½′′ detector. As a consequence, the total
area of LaBr3(Ce) detectors facing the target, and thus the acceptance, is
increased by ∼ 32% when passing from the 2023 to the 2024 setup. Regarding
the set of scintillators installed in FAMU, detectors read by PMTs have better
time performance, whereas those read by SiPMs have better energy resolution.

Table 2.2: Time and energy performance of SiPM-based detectors determined during
laboratory tests with radioactive sources, focusing on the 662 keV peak from 137Cs
and the 122 keV peak from 57Co. Energy resolutions are calculated from the FWHM
of photopeaks[61, 63].

rise time (ns) fall time (ns) Res. (%) @ 137Cs Res. (%) @ 57Co
1′′ 29.3± 1.5 147± 13 3.01± 0.16 7.9± 0.4
1/2′′ 43± 5 372± 17 3.27± 0.11 8.4± 0.6

Both detector configurations are shown in Figure 2.16, where crystals read
by SiPMs are marked with “MIB” (as they were developed by INFN Milano-
Bicocca, in collaboration with INFN Pavia) and the ½′′ detectors are marked
with blue and italic text.

32



2.4. Experimental setup

μμ μ

BACK CENTRAL FRONT

HPGe

μ μμ

BACK CENTRAL FRONT

HPGe

2023 detector setup (RAL202303, RAL202304, RAL202305):

[July’23 commissioning] [Oct.’23] [Dec.’23]

2024 detector setup (starting from RAL202404):

[July’24]

MIB73

MIB72

MIB71
MIB98

MIB97

MIB96

MIB89

MIB88MIB87

MIB78

MIB76

MIB74

MIB90

MIB91
MIB92

MIB93

MIB94

MIB95

MIB86

MIB75

MIB77

MIB79

MIB80

MIB81
MIB82

MIB83

MIB84

MIB85

MIB45

MIB44

MIB62

MIB57

MIB54

MIB89

MIB88MIB51

MIB49

MIB46

MIB71

MIB74
MIB78

MIB87

MIB88

MIB89

MIB86

MIB72

MIB76

MIB79

MIB80

MIB81
MIB82

MIB83

MIB84

MIB85

MIB63
MIB43

LaBr6

LaBr7

LaBr8

LaBr4

LaBr2 LaBr5

LaBr6

LaBr7

LaBr8

LaBr4

LaBr2 LaBr5

Figure 2.16: X-ray detector positions in the three detector holders in the 2023 and
2024 setups. Detectors read by PMTs are marked with “LaBr”, while detectors read
by SiPMs with “MIB”, which include also the ½′′ ones in 2023 only (marked with
text in blue and italics). Adapted from [56, 59].
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Figure 2.17: Distribution of FWHM energy resolutions at the muonic silver peak
corresponding to the 5f-5g transition (141 keV, theoretically calculated, chosen as
close to the µO X-rays). The standard boxplot rules hold for scintillators: a set of
box, errorbar and orange line mark the four quartiles in each dataset (i.e. the orange
line corrsponds to the median value). Adapted from [56].

Energy resolutions on the beamline, obtained from the reconstructed muonic
silver peak at 141 keV for all detectors in a typical run on the full experiment
setup with 55 MeV/c impinging muons, are reported in Figure 2.17.

Germanium detector

A commercial ORTEC GEM-S5020P4 High-Purity Germanium (HPGe) detec-
tor has been installed in the FAMU setup along with the scintillating detectors.
The detector core is is a p-type coaxial germanium crystal (length 20.8 mm,
diameter 30.4 mm) with a 0.9 mm carbon entrance window. The detector is
supplied with 1.5 kV positive bias and the signals are treated with an OR-
TEC A257P preamplifier and an ORTEC 672 gaussian amplifier, with 0.5 µs
shaping time. From the same measurements as the ones presented in the pre-
vious section, the FWHM energy resolution for the HPGe detector at the 141
keV muonic silver peak is (1.26± 0.17)%. Although the shaping time and the
typical signal length of HPGe detectors do not allow to extract timing infor-
mation in the scale of hundreds of nanoseconds, the good energy resolution
is a key factor in the target monitoring and in the beam optimisation for the
experiment.

During the previous phases of the experiment[45, 46], the experimental
setup involved several HPGe detectors to optimise the energy resolution. As
the final FAMU setup required more focus on the timing performances of de-
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tectors, it has been decided to maximise the number of scintillating crystals
and leave only one germanium detector, to be used for inter-calibration. To do
so, the collaboration had to select which of the previously used detectors could
be used for the 2023 setup of the experiment. In particular, two detectors were
available:

• a n-type coaxial germanium detector (ORTEC GEM-S) with 21 mm
thickness, 30 mm diameter, biased with +1.5 kV and a 900 µm carbon
fibre entrance window;

• a planar germanium detector (ORTEC GLP GEPLA) with 7 mm thick-
ness, 10 mm diameter, biased with −1.0 kV and a 130 µm beryllium
entrance window.

Given that the two detectors and electronic chains have comparable timing
performances, the main parameters to compare are the energy resolution and
the detection efficiency in the FAMU energy region of interest (FAMU ROI,
between 100 and 200 keV).

To compare the energy resolutions, a 0.1 µCi 57Co radioactive source was
used. This source fits for the job as it emits two X-rays at 122 keV and 136
keV, which are both in the FAMU ROI. As usual, the energy resolution is
obtained as the FWHM from fitting the peak with a gaussian. Table 2.3 shows
the energy resolutions for the two detectors corresponding to these two peaks.
The planar detector has better energy resolution by a factor > 2, but both are
much better than those obtained with the scintillators (see Table 2.2).

Table 2.3: Energy resolution for GEM-S and GEPLA HPGe detectors measured at
the 122 keV and 136 keV peaks in 57Co.

Detector En. Res. (%) @122 keV En. Res. (%) @136 keV

GEM-S 1.0099± 0.0007 1.015± 0.002
GEPLA 0.4159± 0.0007 0.398± 0.002

On the other hand, determining the detection efficiency is not as straight-
forward. In fact, only sources with a certified activity can be used. This allows
to convert the number of counts below a peak in an estimation of the effi-
ciency, as the activity is considered well known. The source available is Eckert
& Ziegler UW878, containing certified amounts of 241Am (60 keV), 137Cs (662
keV) and 60Co (1173 keV, 1333 keV). These sources don’t allow an estimation
of the efficiency in the FAMU ROI, but they can be used to optimise a simu-
lation of the detector[64], which can then be used to calculate the efficiency in
the ROI.

All simulations have been carried out using Arby[65], an interface to the
simulation toolkit Geant4[66] based on the interpretation of a configuration
file. The simulation geometry for both detectors had already been carried out
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as a part of the past FAMU activities. The optimisation consists in slightly
modifying detector volumes thickness to minimise the distance between the
simulated and measured efficiencies, calculated respectively as:

εMC =
C

BRN
, εexp =

C

BRA∆t
, (2.8)

where C is the integral under the peak (counts), BR the branching ratio of
the observed γ-ray, N the number of simulated decays, ∆t the measurement
live duration and A the activity for the analysed isotope in the day of the
measurement. The value of A is obtained from the certified value A0 as A(t) =
A0e

−t/τ , where A0 is the certified activity, t is the time distance between the
certification and the measurement and τ the mean lifetime of the analysed
isotope. The activities in the day of the measurements were approximately 3.4
kBq for 241Am, 2.2 kBq for 137Cs and 1.0 kBq for 60Co. Figure 2.18 shows the
comparison among experimental and simulated data with the optimised and
unoptimised geometry for GEM-S.
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Figure 2.18: Comparison among efficiencies determined from experimental mea-
surements (red cross) and Monte Carlo (MC) simulation with the declared geometry
(blue plus), and the optimised geometry (green point). Results obtained using γ-rays
from 241Am, 137Cs and 60Co, which are out of the highlighted FAMU energy region
of interest.

Eventually, Figure 2.19 shows the efficiency curves obtained with the op-
timised geometry for the two detectors. It is important to notice that these
estimations hold for the simulated geometry (source UW878 in front of the
entrance window), and not for the FAMU setup, in principle. However, the
comparison between the two curves in the FAMU ROI gives an estimation of
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Figure 2.19: Simulated efficiency curves for the UW878 source. The higher effi-
ciency for GEM-S in the FAMU ROI is the reason why this detector has been chosen
for the final setup.

the ratio between the efficiencies in this energy range, which can also hold for
the FAMU esperiment provided the two detectors are positioned in the same
place. The efficiency for GEM-S is more than 8 times higher than the efficiency
for GEPLA, despite having only more than 2 times the energy resolution.

For these reasons, detector GEM-S has been evaluated as the best choice
for a single HPGe detector in the FAMU experiment.

The measurement with the UW878 source lasted 1500 s (live time), with
a dead time lower than 0.4% for both detectors, and the source in contact
with the entrance window. The simulations to check the optimisation of the
geometry were carried out by letting 10 million (N) isotopes decay in a random
position within the active source volume. On the other hand, the simulations
to plot the efficiency curve were carried out with 1 million events per each
point, letting γ-rays of fixed energy to be emitted from random positions of
the aource active volume.
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2.4.4 Data acquisition and trigger system

The data acquisition system of FAMU (FAMU-DAQ)[67] handles 6 digitisers
in two VME crates, located out of Port 1, to digitise all the required signals.
A scheme of the typical readout system for each type of detector in the FAMU
setup is shown in Figure 2.20, together with a picture of the main VME crate.
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V1724
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Figure 2.20: Scheme of the DAQ electronics for all types of detectors (hodoscope
fibres, scintillating crystals with different readout and HPGe detector) and close-up
view of the main VME crate hosting the digitisers.

The whole DAQ system is triggered by the muon beam and specifically by
the Cherenkov scintillators placed in a hollow of the pion injection system.

The beam hodoscope signals are fanned out from the detector with 64 MCX
connectors and each of them is digitised as-it-is. Two CAEN V1742 digitisers
(32 channels, 5 GS/s, 12 bit) are used for this purpose, limited at 1 GS/s which
is enough for the purpose.

All the signals coming from the scintillators, regardless of their readout sys-
tem (PMT, SiPM or SiPM+amplifier), are fanned out through MCX connec-
tors and digitised using a total of six CAEN V1730/V1730S ADCs (8 channels,
500 MS/s, 14 bit).

The germanium detector long signals are acquired with a CAEN V1724 (8
channels, 100 MS/s, 14 bit) in order to digitise over a longer time window and
lower sampling rate. In particular, the signal is digitised both as-it-is and with
a shaping carried out with an ORTEC 672 amplifier with 3 µs shaping time.

The trigger system allows three modes of operation: random trigger for
hardware debug, external NIM trigger for normal beam operation and exter-
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nal TTL trigger for calibration. In particular, the latter is used to calibrate
detectors with radioactive sources: one channel is used as a source of the
TTL trigger signal, which is then distrbuted to all digitisers through a trigger
board. During normal beam operation, instead, a NIM signal coming from the
Cherenkov detectors in the pion beamline is distributed to the digitisers by the
same trigger board.

The FAMU data acquisition system saves data in raw .root files, also called
raw files. These files are then processed both online and offline as described in
detail in Section 4.2 to obtain the final data. The software writes a file every
400 events, and 500 files (i.e. 200k events) form a run.
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Chapter 3
Design and characterisation of
hodoscopes for high-flux muon
beams

The FAMU observable, thoroughly described in Chapter 2, is strongly depen-
dent on the muon beam injected in the target, which changes the number of
muonic hydrogen atoms formed. As a consequence, the presence of a beam
monitor in FAMU is clearly crucial both for beam control (Section 2.3) and
data normalisation (Section 4.3.1). As further specified, most of the research
activities presented in this Chapter have been published in 2024[55, 68].

3.1 Hodoscope design and implementation

A set of scintillating fibre-based hodoscopes have been designed and imple-
mented for the FAMU experiment. The main requirements for the detectors
were:

• the limited amount of DAQ channels, 64, divided in two separate digi-
tisers;

• having a broad active area of few cm in order to see the whole beam
spot;

• having a good space resolution, in the order of the mm, to be sensitive
to small variations in the beam focusing;

• having little material immersed in the beam, in order not to interfere
much with the rest of the experiment.

In order not to have circuit boards or other complex materials immersed
in the beam, and to keep costs low, the geometry consists of two planes of
polystyrene scintillating fibres (with perpendicular directions) read-out by one
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side by a Silicon PhotoMultiplier (SiPM). The fibres are model BCF-12 by
Bicron/Saint-Gobain/Luxium, with blue scintillation light (peak wavelength
435 nm), 3.2 ns of decay time, and a light yield of ∼ 8000 photons/MeV
for Minimum Ionising Particles (MIP). The scintillating fibres have squared
section, in order to have a standardised distance travelled by particles in the
fibre, and a varnish coating to avoid optical cross-talk. The coating material
and thickness is different between the different models of hodoscope.

Fibres are read-out on alternate ends by SiPMs held in four Printed Board
Circuits (PCBs). Each PCB provides the same bias to all 16 SiPMs and fans
out the 16 signals through MCX connectors. Three models of hodoscope were
developed, as summarised in Table 3.1, in order to optimise the compliance to
the upper conditions.

Figure 3.1: CAD drawing of the fibre planes of a 3 mm-pitch hodoscope. Close-up of
the vertical fibre plane (X plane), while the horizontal fibre plane (Y plane) is visible
behind. The particle beam enters the hodoscope perpendicular to the two planes, as
shown on the right. Courtesy of INFN Milano-Bicocca mechanical workshop (G.
Ceruti).

The first prototype was produced in two versions: Hodo-2 and Hodo-3[69,
70]. They are wide-area hodoscopes made with 32+32 adjacent 3 mm-pitch
fibres, resulting in a 9.6 × 9.6 mm2 active area. Each fibre is coated with a
50 µm aluminium foil and it is read-out by a Hamamatsu S12752-3050 SiPM,
with area 3×3 mm and 50 µm cell size. This detector was mounted in the the
first FAMU data taking in 2014 (R484). However, the space resolution over 3
mm and the detector thickness of 6 mm prompted the R&D aiming at other
solutions.

Hodo-1[68–70] is a compact detector composed of 32+32 adjacent 1 mm-
pitch scintillating fibres coated with a ∼ 15 µm layer of TiO2-based extramural
absorber. Originally projected for the FAMU 2015 – 2016 data taking (R582)
to reduce the detector thickness (2 mm), it has a smaller active area of 32×32
mm2. The fibre read-out is done using AdvanSiD 1 × 1 mm2 SiPMs with 40
µm cells.
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Hodo-4[55, 56, 71, 72] is the final detector mounted in the FAMU setup
in 2023. For this reason, this is also hereby referred to as just the FAMU
hodoscope. It is a compromise between the previous designs, and it hosts 32+32
1 mm-pitch scintillating fibres, coated with ∼ 15 µm of TiO2, interspaced by
1 mm from each other. The interspacing allows for an increase of the detector
area with respect to Hodo-1 (64× 64 mm2), keeping a maximum thickness of
2 mm. However, this detector has a much more complex response function, as
the energy deposited by a particle depends on how many fibres (0, 1 or 2 most
likely) are on its path.

In the FAMU Data Acquisition System (FAMU-DAQ)[67], hodoscope sig-
nals are fanned out through MCX connectors and acquired using two CAEN
V1742 digitisers (32 channels, 5 GS/s, 12 bit).

Table 3.1: Design features of the set of FAMU hodoscopes.

Hodoscope Fibre pitch Interspacing Thickness Active area

Hodo 1 1 mm 0 mm 2 mm 3.2× 3.2 cm2

Hodo 2/3 3 mm 0 mm 6 mm 9.6× 9.6 cm2

Hodo 4 1 mm 1 mm 0 – 2 mm 6.4× 6.4 cm2

All setups have been simulated in Geant4 to understand their behaviour
(see Section 3.3). Hodo-1 was tested with low rate at CNAO, as reported in
Section 3.4, whereas Hodo-4 was tested directly in its final FAMU setup at
RIKEN-RAL Port1, see Section 3.5.
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3.2 Hodoscope operation and calibration technique

This section explains how to operate the detector as a flux monitor and presents
the low-rate calibration technique for hodoscopes and the two different analysis
techniques that were used for low-flux data reduction. The results and methods
exposed in this section have also been published in two articles[55, 68].

During normal operation of the FAMU experiment, the beam is tuned to
have the highest possible flux (for details see Section 2.3). As the order of
magnitude for the muon flux at 55 MeV/c is 105 muons per second and every
second two beam spills are delivered with an average repetition rate of 40 Hz,
more than 100 muons are delivered in every spill. The width of each spill is
50 – 70 ns, making it impossible to de-convolve single muon signals (typical
signal length in Hodo-4: 20 ns).

To enable the estimation of the muon flux, a low-rate calibration is needed,
to determine the average charge deposited by a single muon in the detector
(Qµ). In principle, this value can be compared to the total charge deposited
during a beam double spill (Qtot) to extract the number of muons crossing
the detector[71, 72]. To do so, a low-rate source of heavy charged particles is
needed. Isotopes emitting β rays (such as 90Sr/90Y) can be used to test the
DAQ but not for detector calibration due to their continuous spectra and the
different interaction carried out by electrons. In fact, muons mostly behave as
heavy charged particles in matter and not as electrons.

A first approach is to use cosmic rays, positioning the detector horizontally
over a trigger scintillator and measuring the average charge deposited by a
cosmic muon (Qc). Considering cosmic muons Minimum Ionising Particles
(MIPs), the valus of Qc has to be converted to Qµ by scaling it using the Bethe-
Bloch profile for dE/dx, which introduces a systematic uncertainty on the
value of Qµ. As a consequence, calibrating with a beam of particles dropping
a charge Qµ allows a direct estimation of its value and it is more trusted. This
procedure had been tested in the past on Hodo-1,2,3[70].

A second possible approach is to tune a low flux proton beam, available at
most proton synchrotrons, to match the simulated energy loss of the muons to
be used in the experiment. This enables a direct estimation of Qµ, even though
it still carries some systematic uncertainty due to the different beam shape and
the particles not exactly matching their behaviours. This approach has been
carried out on Hodo-1 at the CNAO synchrotron in Pavia using low-flux 150
MeV protons, as presented in Section 3.4 and published[68].

Eventually, the best possible approach is to tune the used muon beam
to deliver a very low rate which allows single particle identification. This is
quite delicate as it requires thorough beam tuning and it needs to be carried
out directly at RIKEN-RAL Port1, subject to beam availability and magnet
capabilities. However, it allows to test the detector with the same particles
used for the experiment, at the same momentum, without moving the detector
from its position. This enables a more accurate calibration, which can be
easily repeated over time to check the detector performance. This procedure
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has been carried out for Hodo-4 as reported in Section 3.5 and in a paper[55].
In principle, for an ideal dense and continuous hodoscope and a collimated

and non-diverging muon beam, the number of muons in a single muon spill can
be derived from the integrated charge on the detector during the spill (Qtot)
as N = Qtot

Qµ
. Knowing the spill repetition rate r one can then derive the muon

rate as:

φideal
µ =

r

Qµ

Qtot. (3.1)

However, the volume occupied by fibre spacing and fibre coating is not
active and degradates the value of Qµ. This effect has to be evaluated by sim-
ulating the detector in order to understand the amount of particles interacting
with 0, 1, 2 fibres or more. In addition, the beam divergence and the spread
of scattering angles have to be carefully evaluated in order to exclude that
further effects have to be taken into account. Let’s assume a fraction W2 of
muons interact with 2 fibres depositing on average a charge Q2, then a fraction
of particles W1 interact with 1 fibre depositing on average Q1 and a fraction
of particles W0 don’t interact with active areas and deposit no charge in the
fibres (Q0 = 0). In addition, to refine the estimation, the charge deposited
by muons interacting with 1 fibre might change between the front and back
plane. We will therefore write separately the probability of passing from the
front W F

1 and the back plane WB
1 and their deposited charges, QF

1 and QB
1 ,

respectively. As a consequence, the general equation for the flux estimation is:

φµ =
r

W2Q2 +W F
1 QF

1 +WB
1 QB

1

Qtot, (3.2)

where the three charges Q2, Q
F
1 and QB

1 are a function of the experimental
value of Qµ, depending on the hodoscope geometry. As a consequence, whereas
r is generally known and Qµ is obtained through low-flux calibration, all the
other factors have to be extracted from the simulation, and the equation can be
therefore simplified for the specific case. The details, operative equations and
computed parameters for the specific cases studied in this work are reported
in Section 3.3.

In order to extract Qµ with a trusted procedure from low-rate data, it is
important to select the events in which only one particle interacted with both
planes of fibres. In this work, two methods have been applied:

• the first and simplest approach consists in asking that one and only one
fibre on each plane has a signal (i.e. integrated charge over a given thresh-
old) in the time window following a trigger. This method is described in
Section 3.2.1;

• the advanced approach consists in looking for waveforms in the fibres
and asking that there are one and only one signal per plane (i.e. pulse
height over a given threshold) within a time frame of 50 ns. This second
approach is described in Section 3.2.2.
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When data reduction is carried out, the resulting histogram of deposited charge
has to be fitted in order to extract the average charge deposited in two fibres
Qµ. The value of total deposited energy for every event is the sum on all
fibres of the integrated charge Qtot =

∑64
j=1 Qj. This holds for both low- and

high-rate measurements. As one can see in Sections 3.4, 3.5, the shape of the
Qtot histogram for low-rate measurements is asymmetric. After exploring some
possibilities (combination of Landau and Gauss profiles), it has been decided
to fit this histogram with the convolution of a Gaussian and a decreasing
exponential profile, i.e.:

F (x) = A

∫ x

−∞
dt e−t/τ Gµ,σ(x− t) (3.3)

= C + A exp

[
−x− µ

τ
+

σ2

2τ 2

](
1 + erf

(
x− µ− σ2/τ√

2σ

))
,

having 5 free parameters: additive constant C, amplitude A, Gaussian mean
µ, Gaussian sigma σ and exponential decay constant τ . The fit boundaries are
chosen by looking for optimal and stable reduced χ2. The maximum, which
corresponds to the estimate for Qµ, has no known analytical expression. As
a consequence, it has been determined on the fit function through numerical
Brent method1. The uncertainty on Qµ is obtained by variations of the fit
boundaries around the optimum. This is done recursively in order to select a
region in the two fitting boundaries in which χ2/NDF < 1.3. The variation
of Qµ in this region is then used as an estimation for its uncertainty.

3.2.1 Low-flux data reduction with XOR method

The threshold-XOR data reduction method has been described in [68]. The
first step consists in extracting, for every event (i.e. for every trigger), the
pulse integral over time of each fibre. As a SiPM signal consists in a current
pulse Ifib(t), its integral is a total deposited charge Qfib, which is proportional
to the total energy deposited by the particle in the fibre ∆Efib.

Two conditions are applied for each event as follows. The first condition
is to decide whether a fibre is to be considered ON or OFF on that event.
This is done by imposing that Qfib is greater than a given threshold thrs.
After the first step, we want to select single-particle events only. In the easiest
approximation (W2 = 1), particles are expected to cross one fibre for each plane
and exit the detector on the other side. Thus, single-particle discrimination
is obtained by checking for each event if exactly two fibres are ON, and in
particular they must be one on the X-oriented plane and one on the Y -oriented
plane. As the strongest condition here is the exclusive OR (XOR) on each fibre
plane, this condition is referred to as the XOR condition.

1using ROOT [73] method TF1::GetMaximumX()
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Figure 3.2: Hodoscope data reduction methods used in this work: (a) the first
approach i.e. the threshold-XOR method (see Section 3.2.1) and (b) the upgraded
threshold-coincidence method (see Section 3.2.2). Taken from [55, 68], respectively.
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These two conditions can be summed up with the following logic equation
(⊕ = XOR):

∀ event, if

(
32⊕
j=1

QXj
fib > thrs

)
AND

(
32⊕
k=1

QY k
fib > thrs

)
⇒ single-particle,

(3.4)

where it is clear that the number of selected events strongly depends on the
value chosen for the threshold. In fact:

• if thrs → 0, the threshold condition becomes too lose. In this case, fibres
are considered ON even with background signals and therefore the XOR
condition rejects almost all events;

• if thrs → max(Qfib), the threshold condition becomes too strict and
fibres with signals are considered OFF. In this case, it is the threshold
condition rejecting all events.

As a consequence, there exists an optimum value of threshold which rejects
most of the background without impacting too much the true signal. The
method is summarised in Figure 3.2(a).

3.2.2 Low-flux data reduction with time coincidence method

In order to make sure that the signals result from the same particle interacting
with the detector, it has been decided to move to a more strict data reduction
process involving the time of arrival of the signal. The threshold-coincidence
method has been described and applied in [55]. For each event and for each
hodoscope fibre j, the hodoscope low-rate data processing system retrieves the
waveform and looks for peaks, returning the total integrated charge Qj and,
for every peak k, the time-of-arrival tkj and the pulse height PHk

j . At this point,
the coincidence is imposed, with a tolerance of 50 ns (small enough to exclude
particles coming from two different spills), for hodoscope peaks having PHk

j

over a certain threshold to be determined. Events having only one coincidence
between the two planes are selected as single-particle events and therefore used
for the hodoscope characterisation. Considerations similar to the ones made
in the previous Section for the value of the threshold apply. This method is
summarised in Figure 3.2(b).
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3.3 Hodoscope simulation

In order to understand the energy loss of muons in the detectors, and therefore
their theoretical response function, the hodoscopes have been simulated using
the Geant4 [66] toolkit. The geometry consists of the fibres, coatings and
entrance windows as described in Section 3.1. Each polystyrene fibre (pitch
depending on the hodoscope as in Table 3.1) is coated with the corresponding
coating and positioned in a 32-fibre plane. For Hodo-4, a 1 mm coating-to-
coating fibre spacing is implemented. Two planes are juxtaposed with crossing
fibre direction, separated from the world volume with a 0.1 mm-thick PVC
window.

The muon beam simulated for this work is a 55 MeV/c negative muon
beam with 2-dimensional gaussian shape, with σX = (8.15 ± 0.02) mm and
σY = (10.354±0.012) mm. The shape was obtained from the FAMU hodoscope
during 12 hours of full-rate data acquisition in the final beam configuration
optimised for the experiment. The momentum corresponds to the central value
of momentum used in FAMU.

In order to obtain an uncertainty budget, all simulations were repeated
with gaussian dispersion of momentum (σp/p up to 10%, despite the nominal
value is 4%[49]), variable beam size within the σX-σY uncertainties, and vari-
able coating thickness and fibre pitch (considering tolerances of 5 µm on the
coating and 30 µm on the fibre pitch). This resulted in a geometric systematic
uncertainty, which was added to the uncertainty budget as an independent
contribution.

All primaries have been tracked and assigned flags depending on whether
they passed by front and back plane fibres. In particular, muons passing by 0,
1 (front or back) and 2 fibres have been marked, and the related values of W0,
W F

1 , WB
1 and W2 are calculated (see Equation 3.2). In hodoscopes with fibre

spacing such as Hodo-4, it is crucial to evaluate the probability of interacting
with 0, 1 or 2 fibres to estimate the muon flux. In hodoscopes without fibre
spacing, the expected values would be W0 = W F

1 = WB
1 = 0 and W2 = 100%,

but the presence of the coating reduces W2 in favour of W0 and W
F/B
1 . As

a consequence the simulation is important to get a closer estimation of the
beam.

3.3.1 Interspaced-fibre hodoscope simulation

In fibre-spaced hodoscopes such as Hodo-4, the probability of hitting 0, 1 or
2 fibres is about 25%, 50% and 25%, respectively, as one can derive from geo-
metrical considerations from Figure 3.3, whose code-colour is used in the whole
work, for clarity (0=blue, 1=orange, 2=green). However, the exact values of
W2 and W1 depend on beam geometry, scattering processes and coating thick-
ness, as a consequence they have to be extracted from the simulation. No
difference is observed between muons interacting only with the first or only
with the second plane of fibres. For this reason, Equation 3.2 can be written
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Elementary cell

0

1 2

1

Figure 3.3: Graphical representation of the hodoscope subdivision in elementary
cells (red). As one can derive from the scheme, assuming uniform flux, muons can
interact with either 0 (blue), 1 (orange) or 2 fibres (green) with probabilities ∼ 25%,
50% and 25%, respectively. As a consequence, the heuristic values to be compared
to the simulation are W2 ∼ 0.25 and W1 ∼ 0.5[55].

with W1 = W F
1 +WB

1 , Q2 = Qµ and Q1 = QF
1 = QB

1 = Qµ/η, and it simplifies
as follows:

φµ =
r(

W2 +
W1

η

)
Qµ

Qtot, (3.5)

where η = E2/E1 is the fraction of energy deposited in 1 fibre with respect to
the one deposited in 2 fibres. The values of W2, W1 and η have to be extracted
from the simulation to use this kind of hodoscope as a flux monitor.

Figure 3.4 shows the correlation between the energy deposit on the two
planes of hodoscope fibres. The contributions from muons interacting with 0,
1 and 2 fibres are also plotted separately. The colour scale is fixed in range
[0; 3000] counts for better contrast. The 0-hit case fills the (0,0) bin, in the
1-hit case the bins along the two axes are populated (as energy is released
only on one fibre plane), while the area of the canvas is mostly due to 2-hit
events. The points outside the expected areas are due to secondary particles
interacting with fibres.

When running the simulation by launching 106 events, about 1
4
of the muons

interacted with two fibres, resulting in an estimation of W2 with a statistical
counting uncertainty of ∼ 0.2%. The uncertainty has been studied by repeat-
ing the simulation with variations in parameters as explained in Section 3.3.
Other effects on W2, such as small fibre misplacements, are expected to be
averaged and cancelled out due to the beam spot size. In conclusion, the to-
tal uncertainty on W2 is about 1.8%, and it is dominated by the uncertainty
on the coating thickness. The final estimate for the double-hit fraction is
W2 = (24.9 ± 0.4)%. Similarly, the estimation of the single-hit fraction gives
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Figure 3.4: Geant4 simulation (106 events): energy deposited by 55 MeV/c muons
on the two planes of the Hodo-1 detector. The upper canvas contains the total plot,
whereas the lower panels show the contributions from muons interacting with 0 (first,
blue), 1 (second, orange) and 2 fibres (third, green). The contributions produce zero
deposit, deposit on the two axes and deposit in the area, respectively. Outliers from
these contriutions are given by secondary particles interacting with fibres. The colour
scale is fixed 0 – 1000 to enhance contrast; values exceeding 1000 are plotted with
the same colour.
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W1 = (49.61±0.09)%. In principle, assuming local linearity of the Bethe-Bloch
curve, one could assume that the energy released by single-hitting muons is
Qµ/2 (i.e. that η = 2). To check this, single- and double-hit simulated spectra
have been fitted with Equation 3.3. Following uncertainty estimation through
parameter variation, the estimated energy deposits are E2 = (1.23±0.06) MeV
for the 2-hit case and E1 = (0.58 ± 0.03) MeV for the 1-hit case. The beam
momentum straggling following from this energy deposits are comparable to
the incoming beam momentum bite (dp/p ∼ 4% ([49])). As a consequence, the
presence of the hodoscope doesn’t influence the FAMU data. The estimate for
the ratio between the double-hit and the single-hit mean deposited energy is
η = E2/E1 = 2.11± 0.05.

The Geant4-simulated spectrum is plotted in Figure 3.5, overlayed with
the separate contributions for muons interacting with 0, 1, 2 fibres. Figure 3.6
shows that the energy deposit on the entrance and exit PVC windows is of
about 0.1 MeV each. The energy deposit in coatings is shown in Figure 3.7,
where two main behaviours are visible:

A. the structure from 0.1 to 0.4 MeV corresponds to muons entering the
coating twice, before and after interacting with a fibre, and it is therefore
absent in the 0-hit case;

B. the peak between 2 and 2.5 MeV/c corresponds to muons interacting
only with the coating and parallel to the fibre, hence it is not present in
the 2-hit case.

In parallel, an independent simulation based on the FLUKA-CERN ([74,
75]) toolkit was also developed using the Flair interface ([76]) at the ISIS
Neutron and Muon Source, for comparison. This toolkit will be reported just
as FLUKA for simplicity. The FLUKA simulation has been modeled to match
the exact detector and beam geometry as the Geant4 one. The geometric
factors estimated with the FLUKA simulation are W FLUKA

2 = (25.17±0.06stat)%
and W FLUKA

1 = (49.94 ± 0.07stat)%, with underestimated uncertainties as they
comprise the statistical component only. Nonetheless, both values differ by
less than 3 standard deviations (t-Student test) from the Geant4 predictions.
Figure 3.8 shows a comparison between the Geant4 and FLUKA histograms.
The FLUKA total spectrum has been fitted with Equation 3.3, to extract the
2-hit and 1-hit energy deposit predicitons: EFLUKA

2 = (1.32 ± 0.03) MeV and
EFLUKA

1 = (0.62 ± 0.02) MeV. These values deposits differ by about 7% and
6%, respectively, from the Geant4 values, which is generally considered good
accordance between the two models. Their ratio is ηFLUKA = 2.13± 0.08, which
is consistent with the value extracted from the Geant4 simulation.

The FLUKA simulation has been used to estimate the effective backscat-
tering probability, i.e. the fraction of particles interacting with one fibre in the
first plane, one in the second plane and then one back in the first plane, as a
result of backscattering. The ideal value for this parameter is zero, for better
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Figure 3.5: Geant4 simulation (106 events): energy deposited in scintillating fibres
by muons interacting with 0 (blue squares), 1 (orange circles) and 2 (green diamonds)
fibres. The total contribution (thick red line) is the expected response function of the
detector[55].
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Figure 3.6: Geant4-simulated (106 events) energy deposit for 55 MeV/c muons in
front and back entrance windows (0.1 mm PVC) of Hodo-4.
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Figure 3.7: Geant4-simulated (106 events) energy deposit for 55 MeV/c muons
in front and back plane fibre coatings (0.015 mm TiO2) of Hodo-4. The two main
behaviours of muons in the coatings are shown in the scheme below: behaviour A is
responsible for the structure in 0.1 – 0.4 MeV (which in fact is not present in case
0-hit), whereas behaviour B is responsible for the 2.0 – 2.5 MeV peak (absent in the
2-hit case).
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hodoscope accuracy. The effective backscattering rate is (0.013 ± 0.004) ‰,
negligible.

Table 3.2: Comparison between parameters estimated by the Geant4 and FLUKA
simulation with 106 events simulated. The uncertainty balances are obtained through
parameter variation, whereas those marked with “ stat” are statistical only. The
values of W2 are consistent with each other, while the values of W1 are comparable
and differ by less than 3 standard deviations (t-Student test). The estimates of E2

and E1 differ by 7% and 6%, respectively, which is generally considered an acceptable
range to compare results from different or independent simulation toolkits.[55]

Tool W2 W1 E2 (MeV) E1 (MeV) η = E2/E1

Geant4 24.9± 0.4 49.61± 0.09 1.23± 0.06 0.58± 0.03 2.11± 0.05
FLUKA 25.17± (0.06)stat 49.94± (0.07)stat 1.32± 0.03 0.62± 0.02 2.13± 0.08

All the useful parameters extracted from Geant4 and FLUKA simulations
are reported in Table 3.2. The coefficients for Equation 3.5 used in this work
for flux estimation are taken from the Geant4 simulation, since the applied
physics lists and transport thresholds had been already tuned and validated
for the FAMU experiment.
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Figure 3.8: Comparison of Geant4 (blue squares) and FLUKA (red circles) simu-
lated energy deposited in hodoscope fibres (106 events). The two energy peaks differ
by 6 – 7%, which is considered good accordance between the two approaches. Fine
differences between the spectra are currently being investigated[55].
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3.3.2 Adjacent-fibre hodoscope simulation

The Geant4 simulation simulation developed for Hodo-4 was then applied to
both 1 mm and 3 mm pitch hodoscopes without fibre spacing, in order to
better understand their response function to the muon beam. Despite being
simulated for various coating and entrance window features, the results re-
ported in this paragraph were obtained with the same coating and windows
as Hodo-4, for better understanding and comparison. In these cases, the yield
of muons interacting with two fibres (one per plane) is clearly enhanced by
the absence of spacing between adjacent fibres. Considering a 15 µm TiO2

coating, the value of W2 is estimated as (96.45±0.10stat)% for 1 mm fibres and
(99.95±0.10stat)% for 3 mm fibres. As these detectors are not to be mounted in
the FAMU setup, at the moment the other effects are not taken into account,
and the flux is estimated as if W2 = 1, i.e. with Equation 3.1.

Figure 3.9 shows the energy deposit by 55 MeV/c muons in the 1 mm
(orange circles) and the 3 mm (green diamonds) adjacent fibre hodoscopes.
Figure 3.10 shows the energy deposit in the two fibre planes. In the 1 mm
case, the contribution of muons interacting with 0 or 1 fibres is visible and the
plot is similar to the interspaced case. In the 3 mm case instead, most muons
interact with two fibres and the effect of the coating is visible by the shifting
of ∆E Y . This happens because muons interacting only with the Y (back)
plane have interacted with more than 3 mm of coating, which is denser than
the fibre, and they are much less energetic than those who interacted with a
fibre in the front plane.
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Figure 3.9: Geant4 simulation (106 events): total energy deposited in scintillating
fibres by 55 MeV/c muons interacting with contiguous 1 mm (orange circles) and 3
mm (green diamonds) fibres hodoscopes.
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Figure 3.10: Geant4 simulation (106 events): energy deposited by 55 MeV/c muons
on the two planes of the adjacent-fibre detectors with 1 mm (left) and 3 mm fibres
(right). While the former is similar to Figure 3.4, the latter is asymmetric as muons
interacting with the back (Y) plane only have lost much energy by trespassing 3 mm
of coating. Notice: the plots have different scales, but the colour scale is fixed at [0,
1000] counts for better contrast.
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3.4 Hodoscope characterisation with low-flux pro-

ton beams at CNAO

To enable the estimation of the muon flux, preliminary calibrations with cosmic
muons have been made[69, 70]. However, cosmic muons deposit a different
energy with respect to FAMU muons and the result need to be weighed by the
correct dE/dx, introducing systematics. A new calibration method based on
single particle measurement has been proposed for the FAMU hodoscopes[71,
72].

The method consists in calibrating the detector with proton beams, much
more available than muon beams even at low rate, selecting the energy in order
to match the dE/dx of FAMU muons thanks to detector simulation. Test
beams at the CNAO synchrotron enabled the set-up of the analysis protocols
described in Sections 3.2.1 and 3.2.2 and the test of DAQ performance. The
test beam carried out on Hodo-1 (1 mm fibres, without spacing) is presented
in this Section, and a paper based on it has also been published[68].

Experimental Room

10 m

Treatment Rooms

Synchrotron

Ion sources

Figure 3.11: The CNAO synchrotron: ion sources and position of experimental and
treatment halls[68].

Centro Nazionale di Adroterapia Oncologica (CNAO, Italian National Cen-
tre for Oncologic Hadron Therapy), in Pavia (Italy), is one of the four centres
in Europe, and six worldwide, offering treatment of tumours with both protons
and carbon ions. Besides clinical activity, CNAO has also research as insti-
tutional purpose. For this reason, in addition to the three treatment rooms,
the CNAO center is equipped with an experimental room (CNAO-XPR) dedi-
cated to experimental activities and available also to external researchers (see
Figure 3.11 for a scheme of the facility). A scheme of the CNAO accelerator
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3.4. Hodoscope characterisation with low-flux proton beams at CNAO

and beamline layout is shown in Figure 3.11. The CNAO synchrotron pro-
vides protons with kinetic energies between 63 MeV and 227 MeV. The beam
is extracted from the synchrotron by a resonant slow extraction, to distribute
the extracted particles over a time of about 3 s (called a spill). This leads to a
discontinuous time structure of the beam with a pause of a couple of seconds
between one spill and the following one.

Thorough Monte Carlo simulation of the detector in Geant4 shows that
such protons have total energy of 150 MeV (momentum 550 MeV/c). A low-
rate 150 MeV proton beam is a reachable condition at CNAO in treatment and
experimental rooms, where the measurements reported here were carried out.
Figure 3.12 shows the hodoscope mounted at the experimental beamline of the
CNAO synchrotron. The detector is positioned in correspondance to the so-
called isocentre. A cubed plastic scintillator (1 cm3), positioned downstream
from the hodoscope, was used to trigger the acquisition system. The beam was
tuned to have a rate low enough to acquire single particles on each trigger.

Hodoscope

Trigger
scintillator

Beam

Figure 3.12: The Hodo-1 beam monitor at the CNAO-XPR proton beamline[68].

The calibration procedure described in [71, 72] has been carried out in
February 2023 on a detector made of two planes of 32 adjacent scintillating
fibres having 1 mm pitch. The measurements have been carried out at the
CNAO synchrotron and the conditions applied during the analysis allowed to
select the single-particle events.

Data reduction was initially carried out with the threshold-XOR procedure
(described in Section 3.2.1) and the results are presented here and in [68].
Figure 3.13 shows the reconstructed beam shape with the optimised threshold
(3500 ADC channels). The charge deposit on the two planes of the hodoscope
is shown in Figure 3.14, where the optimised threshold (3500 ADC channels) is
also shown. This value has been obtained as an optimum between background
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rejection and signal conservation. The background measurement, obtained by
acquiring data without beam and with a random trigger, is also plotted in gray
with the X-Y projections in Figure 3.14 for reference.
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Figure 3.13: Reconstructed CNAO 150 MeV proton beam shape with the threshold-
XOR method (threshold 3500 ADC channels, 50k events) using the 1 mm fibre de-
tector.

This test beam was also used to develop the coincidence procedure (de-
scribed in Section 3.2.2), and the results are reported here and compared to
the previous ones. Also the threshold required by this method has been finely
optimised during the procedure (final value: pulse height > 80 ADC channels).
Figure 3.15 shows the comparison between the time of arrival on the X fibre
plane for all reconstructed events (upper blue) and those above the threshold
in time coincidence with similar signals on the Y plane (lower red). The time
coincidence method, with an optimised choice of pulse height threshold, en-
ables to select only beam events, which have a fixed ∼ 515 ns delay from the
beginning of the triggered acquisition window (pre-trigger).

Figure 3.16 shows a comparison of the deposited charge histograms ob-
tained with the two analysis protocols. The Qtot plots have been fitted with Eq.
3.3 to extract the average value of charge deposited in the detector by protons
interacting with two fibres Qp. The values obtained are QXOR

p = (27440±120)
ADC channels for the threshold-XOR method and Qtc

p = (23600 ± 80) ADC
channels for the time coincidence method, where the uncertainties are obtained
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3.4. Hodoscope characterisation with low-flux proton beams at CNAO

by considering the variation of the maximum of the fit as a function of the fit
boundaries, in the region where the reduced χ2 is below 1.2. The two values
are not consistent with each other according to the t-Student test. In particu-
lar, the time coincidence method (more reliable) returns a lower value for Qµ,
which can suggest that the threshold-XOR method is not able in these condi-
tions to fully separate single particle events. These values are not consistent
with the preliminary Qp estimation that has been published (Qp = (27950±50)
ADC channels[68]), which had been obtained with gaussian fit in the top part
as the fitting model Eq. 3.3 had not been considered yet.
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Figure 3.14: Charge deposit on the X and Y fibre planes during a CNAO run at
150 MeV/c on Hodo-1. It compares well to the simulation (Figure 3.4), considering
the presence of electronic noise which shifts the distribution away from the axes.
In the threshold-XOR method, the threshold is chosen to optimise the rejection of
background without compromising the signal. The threshold reported in these plots is
the optimised one (3500 ADC channels) to select events when a particle interacted
with both fibre planes.
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Figure 3.15: Time of arrival of all reconstructed waveforms in the X detector planes
(upper) and time of arrival for events selected by the time coincidence data processing
with a threshold of 80 ADC channels on the pulse height (lower). Given the protons
are mono-energetic and the digitiser pre-trigger is fixed, this confirms the selected
events correspond to protons from the beam.
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Figure 3.16: Comparison of the fitted Qtot histograms used to estimate of Qp using
the data selected with the two data reduction methods. The lower average energy for
the time coincidence case shows that this method is more strict in selecting single
particle data.
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3.5 Hodoscope characterisation with low-flux muon

beams at RAL

The FAMU beam monitor (Hodo-4) had to be tested directly at RAL, as
the proton beam availability at CNAO was not compatible with the FAMU
setup installation schedule. As a consequence, it proved crucial to be able
to reduce the muon flux to have a beam intensity suitable for single-particle
discrimination. The method, data taking, data analysis and results reported
in this Section have been published in [55].

The idea of obtaining low rate conditions at RIKEN-RAL Port1 resulted
from observing the values of Qtot after the magnet power supply faults during
the December 2023 beam period (RAL202305). It has therefore been decided
to de-tune some bending and quadrupole magnets to carry out the measure-
ment at the end of the same beamtime. This data acquisition has been called
RAL202306.

The first two quadrupoles (RQ1 and RQ2) were shut down in order to widen
the pion bunch, and the first bending magnet (RB1) was de-tuned in order to
direct the beam halo, and not its central part, into the beampipe. See Section
2.3 for a detailed path followed by the beam from the target to Port1. The
choice of which magnets had to be tuned was done in order not to compromise
the beam optics, which would result in not delivering the beam to Port1. The
shut-down of the two quadrupoles resulted in a ∼90% beam intensity drop.
The optimisation of the bending magnet current was carried out progressively
in order to make sure that the rate would be as low as required. Figure 3.17
shows the effect of the progressive variation of the RB1 current out if its optimal
value. The muon current (proportional to Qtot) decreases, whereas the number
of events marked as single coincidences increases until it reaches a maximum.
This behaviour means that the muon flux is so low it allows events with only
one coincidence, i.e. single-muon spills.

Regarding the actual data acquisition, these data were reduced using the
time coincidence method only. Figure 3.18 shows the time of arrival for selected
events for three values of the pulse height threshold. There is an evident
structure preceeding the muon spill which disappears with the increasing of
the threshold. These signals therefore correspond to impurities in the beam,
possibly decay electrons, currently under investigation. The threshold has been
chosen to be equal to 80 ADC channels, a value which is a compromise to reject
beam impurities without compromising the statistics and the estimation of Qµ.
A histogram of the number of coincidences per event at different thresholds is
shown in figure 3.19, where it is visible that the threshold at 80 ADC channels
maximises the selection of single coincidences, and minimises the rejection of
good single-coincidence events.

The energy deposit on the two planes, for the events selected during data
reduction, is shown in Figure 3.20. The method of time coincidence over pulse
height threshold allows to exclude signals from events in which more than one

64



3.5. Hodoscope characterisation with low-flux muon beams at RAL

0 5 10 15 20 25 30 35 40
RB1 current variation (%)

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

Fr
ac

tio
n 

of
 s

in
gl

e-
co

in
ci

de
nc

e 
ev

en
ts

Low-rate beam optimisation
RAL202306FAMU 

0 5 10 15 20 25 30 35 40
RB1 current variation (%)

20
40
60
80

100
120
140
160
180
200

310×

Q
to

t [
AD

C
 c

ha
nn

el
s]

RAL202306FAMU 

Figure 3.17: Optimisation of the RB1 current to obtain the low-rate configuration.
The upper panel shows the fraction of events selected as single-particle events as
a function of the RB1 current displacement, while the lower one shows the related
decrease of Qtot. Working at RB1+40% guarantees low-rate conditions[55].
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Figure 3.18: Time of arrival for increasing values of the threshold (left to right:
30, 80, 150): the secondary peak due to decay particles is suppressed, but reducing
the statistics on true events.
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Figure 3.19: Histograms of the number of coincidences per event as a function of
the pulse height threshold. The 80 ADC channel threshold maximises the number of
events classified as single events (bin 1), allowing to discriminate the beam muons
from the background (bin 0 and bins ≥ 2), without compromising the deposited charge
spectrum.
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Figure 3.20: Charge deposit in the two planes of Hodo-1 during the low-flux test
beam at RAL for single particle events selected with the time coincidence data pro-
cessing, with pulse height threshold at 80 ADC channels.
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Figure 3.21: Comparison of the fitted Qtot histograms used to estimate of Qµ using
the data selected with the two coincidence method in the general case (upper) or when
requiring a single-particle event (lower)[55] The second approach has been used to
calculate Qµ.
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particle interacted with the hodoscope, or a particle interacted only with one
fibre. Figure 3.21 shows the final histograms of Qtot fitted with model 3.3.
Two versions are presented: the first one is made just by requiring that at
least one time coincidence occured, while the second plot is made by imposing
exactly one coincidence per event takes place. This strict condition is in this
case crucial to exclude multiple-particle events, which make the distribution
asymmetrical.

In order to obtain the uncertainty on the estimation of the maximum, the fit
is repeated 2500 times by varying the two fit boundaries in a reasonable range.
This allows to find the best region of stability for the fit, in order to optimise
the estimation of the maximum. By focusing on stable regions, imposing e.g.
χ2/NDF < 1.2, it is possible to use the variation of the maximum extracted
from the fit to determine the uncertainty on its value. Figure 3.22 shows the 2D
profile of χ2/NDF and the fit maximum as a function of the two fit boundaries,
noted as Lower and Upper Level Discrimination (LLD/ULD) thresholds, for
the single coincidence case (second plot in Figure 3.21).

The resulting estimation for the average charge deposited by a muon inter-
acting with both planes of fibres is Qµ = (13220 ± 40) ADC channels. This
values is not to be compared to the one of Qµ obtained in the previous Section,
as they are obtained with two different detectors, with different geometry and
SiPM model.
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Figure 3.22: Fit stability plots for the single coincidence processing of the test beam
at RAL (left reduced χ2, right fit maximum) as a function of the fit boundaries LLD
(Lower Level Discrimination) and ULD (Upper Level Discrimination). The reduced
χ2 plot is usesful to optimise the fit range, while both and to obtain the uncertainty
on Qµ (for example by checking out the variation of the fit maximum in the region
with χ2/NDF< 1.2).
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3.6 Hodoscope operation with high-flux muon beams

at RAL

The use of Hodo-4, the FAMU hodoscope, as a flux-meter during previous
experimental runs has then been tested using the result of Qµ coming from
coincidence data reduction and the values of W1, W2, η extracted from the
Geant4 simulation. This procedure is also the focus of a paper about the
low-flux test at RAL[55].

By fitting with a Gaussian profile the full rate beam histogram of the charge
deposited in the hodoscope in each muon spill (see Figure 3.23), it is possible
to extract the average value of Qtot for the analysed run. However, this flux
estimation can also be carried out event-by-event simply taking the value of
Qtot and converting it into muon flux. Taking the mean value and converting it
into mean muon rate by applying Eq. 3.5, one gets (1.25±0.03) ·104 muons/s.
This value has been obtained with synchrotron current ∼ 85% the maximum
value. It is consistent with the expected order of magnitude for the 55 MeV/c
negative muon flux at full synchrotron current (> 104 muons/s)[48, 49].

By extracting weighing factors for Qµ at other momenta from the simu-
lation, it has also been possible to estimate the muon flux during high-rate
measurements at momentum different from 55 MeV/c. The result is presented
in Figure 3.24 and the trend is increasing with momentum, as expected (see
Section 2.3).
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Figure 3.23: Extraction of average Qtot from the fit of a high-rate Qtot histogram
with a Gauss profile[55].
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Figure 3.24: Estimation of the muon flux at RIKEN-RAL Port1, with the beamline
in the FAMU configuration, for three values of beam momentum. The correction
factor for the value of Qµ is extracted from the simulation[55].

3.6.1 Hodoscope linearity and beam focusing check

The high-flux measurements are reliable only if the hodoscope operates in a
linear regime, which means that Qtot is linearly proportional to the muon flux.
This is fundamental, as a real hodoscope will reach a saturation if the energy
deposit is too high, and no estimations of flux can be obtained if the detector
saturates.

To verify this, the charge deposited in the hodoscope has to be compared
to a variable directly related to the number of muons entering the target. A
good candidate is the number of muonic X-rays detected by the FAMU X-ray
detection system. To avoid high-rate low-energy X-rays, this count was carried
out considering only waveform pulses peaking over 60 keV. The saturated
pulses are not included in the computation. Measurements were carried out
with the full target and different values of flux were obtained through variations
in the RB2 current. For each measurement, 5000 events have been acquired,
and the procedure was repeated also at beam momenta 53 MeV/c and 57
MeV/c.

The resulting plots are shown in Figure 3.25. The linearity test at 55
MeV/c (central plot, red fit) proves great linearity. It was not possible to
explore the linearity at higher fluxes due to flux limitation at the time of
the measurement. The detector linearity is a key point in proving that the
presented analysis method can be used to estimate the muon flux using linear
models like Equation 3.2 and its derivates.

On the other hand, the data acquired at higher and lower momenta have
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Figure 3.25: Successful hodoscope linearity test, comparing the hodoscope Qtot and
the number of reconstructed non-saturated X-ray signals with energy over 60 keV.
The latter quantity is definitely proportional to the number of muons injected in the
target. Non-linearities (of opposite sign) for momenta over and below 55 MeV/c
come from the fact that the beam focusing was optimised for 55 MeV/c only, the
FAMU working point.
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a visible quadratic component, of opposite sign (Figure 3.25, upper and lower
plot, blue fits). This is because the beam focusing is optimised for working at
55 MeV/c. In particular, as explained in Section 2.3, the quadrupole magnets
RQ9, RQ10 and RQ11 have been set in order to focus the 55 MeV/c beam
in the target and maximise the deposit of muons in the gas, ensuring that
most muons in each bunch pass through the slit of the FAMU lead collimator,
which is positioned downstream of the hodoscope. The beam focus is therefore
not optimised at other values of momentum, like the ones investigated in this
part of the work. When the muon flux is reduced by de-tuning the value of a
bending magnet, the beam spot maximum moves to a different position on the
horizontal axis. However, if the focus is optimal, the beam is mostly injected in
the collimator anyways. On the other hand, if the focus is not optimised, the
beam spot is a bit larger, and a variation in its symmetry results in a variation
of the number of muons entering the target. An example of modification of the
beam shape on the X axis as the RB2 magnet is de-tuned for this measurement
is presented in Figure 3.26.

In conclusion, the FAMU beam monitor observable, Qtot, is linear to the
muon flux, provided that the beam focusing of the beamline is optimised.
The non-linearities at p′µ ̸= 55 MeV/c are due to the beam halo scraping the
collimator and not reaching the hodoscope. This also confirms the quality of
the beam focusing at 55 MeV/c achieved during beam commissioning.
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Figure 3.26: Comparison of the shape on the X axis (horizontal) of the 55 MeV/c
muon beam at Port1 between standard optimised condition (blue solid line) and the
same beam tuned for the maximum beam reduction used for the hodoscope linearity
test (red dashed line): the beam spot size remains fixed, whereas it becomes asym-
metrical as we get away from the optimum. When the last three quadrupole magnets
are not optimised, for example for the other values of momenta, such asymmetry
results in a reduction of the number of muons trespassing the FAMU lead collimator,
resulting in the deviations from linearity visible in Figure 3.25.
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3.7 Summary

In conclusion, among the three proposed models of 32 × 32 scintillating fibre
hodoscope, Hodo-4 has been chosen as the FAMU beam monitor. The design
of its active area consists of 1 mm interspaced fibres, which is the optimum
between a wide detector area and small detector thickness. However, this
model complicates the response function. The simulation in Geant4, supported
by the one carried out in FLUKA-CERN, enabled to understand the detector
response function with a low and a high flux of muons. Together with the
low muon flux measurement carried out at RIKEN-RAL in December 2023, it
permitted a calibration in muon flux, which enables the use of the detector as
a flux-meter.

The estimated flux in the FAMU setup (Figure 3.24) is the same order
of magnitude of the RIKEN maximum flux at the same momentum (Figure
2.7). The detector and operational procedures described in this chapter can be
applied to other heavy particle beams, and this activity may prompt further
collaboration with RIKEN-RAL and other facilities to develop a time-resolved
muon beam monitor capable of 2D beam spot mapping and flux measurements.

Details on the use of this detector to normalise FAMU data over the in-
coming muon beam flux are reported in Section 4.3. All these considerations
are valid, provided that the hodoscope reads a deposited charge linear to the
true muon flux. The detector linearity was verified with by varying the flux
manually with beam optics de-tuning (Figure 3.25).
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Chapter 4
FAMU data analysis

This chapter outlines the workflow of the entire FAMU data analysis team,
with a detailed focus on the tasks I personally carried out. Specifically, my
individual tasks were the muon beam characterisation (Section 4.1.1), the X-
ray detector performance (Section 4.4), and the data normalisation on muon
beam intensity and gas condition (Section 4.3). I also gave contributions in
the optimisation of the data selection cuts (Section 4.2.2) and in the delayed
X-ray statistics estimation (Section 4.5).

4.1 FAMU data taking

Three beamtime windows were assigned to the FAMU experiment in 2023 by
the scientific committees of the ISIS Neutron and Muon Source in July, October
and December. Each of these data taking windows is called a period and it
is referred to with a code RALYYYYNN, where YYYY is the year and NN is
the period number. Each period is divided in batches, where a batch is the set
of contiguous measurements taked with the same laser wavelength.

The first acquisition period in July 2023, RAL202303, was used for the
beam, target, laser and entire setup commissioning. Therefore, no physics
data acquisition was made.

The second and third period in 2023, namely RAL202304 (October) and
RAL202305 (December), are instead the first two FAMU physics data takings.
The main features of the batches in these two periods are reported in Table
4.1. The spectral region covered by these data acquisitions is shown in Figure
4.1 and compared to the latest theoretical predictions for the hfs wavelength.
In particular, 14 wavelengths have been measured in 2023 with the required
statistics (at least 21 – 22 hours of live time). The different muon flux, laser
performances or live time among different measurements are then normalised
and equalised as described in Section 4.3.

The data acquisition periods for 2024 with the upgraded detector setup
were in July and October, named RAL202404 and RAL202405, respectively.
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4. FAMU data analysis

However, the data analysis carried out in this work is only focused on 2023
data.

6788 6789 6790 6791
 (nm)hfsλ

FAMU 2023 covered range

Ruth '24

Hagelstein '23

Antognini '22

Tomalak '19

Peset '17

Theoretical predictions of the HFS in muonic hydrogen

Figure 4.1: Comparison among the latest predictions for the hfs (corresponding to
the predicions for the proton Zemach radius shown in Figure 1.3) and the spectral
range covered in the 2023 beamtime.

Each detector is calibrated before every data acquisition period with ra-
dioactive sources of 241Am (60 keV gamma ray), 133Ba (multi-γ with main
peaks at 31 keV, 81 keV, 356 keV) and 137Cs (662 keV gamma ray). In this
way, the standard scale for QuickLook (the routine which produces on-line
plots to check whether everything is working properly) is set for all detectors
and their stability through time is checked. To do so, the beam is kept off and
the digitisers are set to produce trigger signals out of a detector and use these
signals to trigger the whole DAQ system instead of the typical beam trigger.
A particular case is represented by the germanium detector, for which the fast
pre-amplified signals are used to trigger the DAQ but the spectrum is obtained
from the shaped signals (see Section 2.4.4 for details on the DAQ). For opti-
mised results, during proper data analysis any drift or variation in calibrations
is followed and corrected also by looking at the prompt emission.

4.1.1 Muon beam performance

The FAMU beam hodoscope described in Chapter 3 allowed beam shape and
flux monitoring during the data acquisitions. Figure 4.2 shows the variation
of the estimated muon flux over the two data acquisition periods in October
(RAL202304) and December 2023 (RAL202305).

Several beam magnet power supply faults were experienced during period
RAL202305, specifically on RQ6 (2pm, 7 Dec.), RB3 (5pm, 11 Dec.), RQ1
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4. FAMU data analysis
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Figure 4.2: Run-wise variation of the average muon flux during the October and
December 2023 data acquisitions. The flux is measured with the FAMU beam monitor
with Equation 3.5 using the value of k determined in Chapter 3. The outliers in the
December data correspond to the fault of magnet power supplies discussed here.
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4.1. FAMU data taking

(10pm, 12 Dec.), RB1 (2pm, 16 Dec.) and RQ11 (1am, 17 Dec.). These
faults are the outliers in muon flux visible in the second plot in Figure 4.2.
In fact, these events correspond to an unoptimised beam delivery, resulting in
reduced or no muon beam delivered to Port 1. RAL engineers identified a dose
of neutrons higher than expected on the power supplies. The issue has been
solved by further shielding the power supplies from radiation. These shieldings
mitigated the number of faults experienced in later beam-times.

In addition, the beam was set to reduce the proton pulse width from 60
to 40 ns during the July 2024 run. In principle, this wouldn’t cause any flux
change, but some muon flux oscillations have been observed, despite the stable
synchrotron current. The preliminary results of the first tests on this data
acquisition, presented in Figure 4.3 show that these oscillations appear to be
correlated to the drifts of the proton pulse width. The full data analysis is still
ongoing and further measurements and models are being proposed to verify
and try to explain this behaviour. However, the matching information from
the hodoscope and the number of detected X-rays proves once again that the
former is a good beam monitor.
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Figure 4.3: One of the oscillations in hodoscope Qtot (top left) observed in July
2024. The related oscillation in number of delayes X-rays (bottom left) and the
absence of oscillations in TS1 current (top right) prove that the muon flux oscillation
is real and not related to the proton production. However, this behaviour appears
related to drifts in the proton pulse width (bottom right).
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4. FAMU data analysis

4.1.2 Laser beam performance

The histogram of the laser wavelengths measured during 2023 is shown in
Figure 4.4. The histogram is made with the instantaneous value of wavelength
saved for each event. It is important to notice that narrower and more regular
peaks are visible for December. This is thanks to an automatic wavelength
keeper which was added to the laser software to automatise part of the shifters’
work and optimise the laser stability.
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Figure 4.4: Histogram of the wavelengths measured in 2023 by the FAMU experi-
ment. Courtesy of M. Baruzzo.

A typical distribution of the energy delivered by each laser pulse is shown
in Figure 4.5. It is important to notice that the transition probability is pro-
portional to the laser energy (as it is proportional to the number of photons
interacting with the µH atoms). For this reason, it is important to take this
distribution into account for data selection and to normalise events happening
at different energy. In addition, the system is not capable of delivering the
same energy for every wavelength, and it is therefore important to take into
account of this variation among different batches for data normalisation.
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Figure 4.5: Example of energy distribution during a batch of data acquisition with
fixed wavelength. Courtesy of M. Baruzzo.

4.2 Data analysis workflow

The data analysis for the FAMU experiment starts from the raw or first-level
data described in Section 2.4.4 and saved by the data acquisition software in
.root format. The software writes a file every 400 events, and 500 files (i.e.
200k events) form a run.

At this point, data processing is carried out on-line through a program
called FAMUAnalysis which runs on all raw files producing the so-called second-
level files. This phase of the analysis process is mostly focused on:

• extracting the value of hodoscope Qtot and the beam XY profile for each
event;

• extracting the time and pulse height of every peak in the waveform for
all 35 detectors.

Lastly, another piece of software called QuickLook runs on the level 2 files to
extract some preliminary plots useful for on-line monitoring of the setup. These
plots, which are clearly not intended to substitute the full off-line analysis, are
made available shortly after the related raw file is saved, thanks to the FAMU
on-line data processing. The whole data analysis workflow is reported in this
Section. Specifically, this procedure for data processing is well described in the
following subsection (4.2.1), whereas the actual analysis workflow on these data
(from the single X-rays to the final resonance plot) is described in subsection
4.2.2.
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4. FAMU data analysis

4.2.1 On-line data processing: level 2 data and QuickLook

As already mentioned, FAMUAnalysis is a custom software written in C++
and ROOT, which handles the raw files to perform the on-line data processing
and writes the level 2 files. This data processing, however, can also be carried
out off-line in case re-processing is needed after fine tuning of the code, or if a
modified version of the software is needed for some specific analysis items.

Hodoscope on-line analysis

For every event, FAMUAnalysis calculates the integral over a threshold (in
order to avoid small baseline fluctuations) of the waveform for each channel of
the hodoscope, as already mentioned in Sections 3.2 and 3.6. The integration
is carried out on raw data by summing the height of every point over threshold,
no further algorithms are applied to smooth or fit the waveforms. Figure 4.6
shows an example of waveform from a channel of the hodoscope, with the
integral marked in red. For each fibre, the value of integral is saved as QXi

fib on
the X plane and QY i

fib on the Y plane, with i = 1, ..., 32. The 64 contributions
are then also summed to obtain

Qtot =
32∑
i=1

(
QXi

fib +QY i
fib

)
. (4.1)

Figure 4.7 shows the output of QuickLook of hodoscope data, i.e. the histogram
of Qtot, the plot of QXi

fib and QY i
fib as a function of the fibre number i. In

addition, a 2D superposition of the two latter plots is produced, in order to
help visualising the beam shape. This is not to be compared to the actual
beam shape that can be measured with low flux (Figure 3.13), as it can only
be obtained by imposing coincidences, which is not possible at high flux as in
normal FAMU operation.

Channel X-16 is visibly not working in Figure 4.7. All connections have
been tested and no issues were found. A direct test on the IV curve of the
SiPM, which would allow to check if it’s working, is not possible in this con-
figuration, as 8 SiPMs are biased with the same LEMO connector. Another
possible reason for this falure might be a deterioration in the optical coupling
between the SiPM and the fibre, or a damage in the scintillating fibre itself.
In order to address this issue, the detector should be opened and inspected,
which could damage other channels. In addition, the detector commission-
ing and calibration have been carried out while this channel was already in
these conditions. For all these reasons, it has been decided not to attempt a
hardware fix on this damaged channel.

X-ray detectors on-line analysis

Regarding the X-ray detectors, they are treated differently by FAMUAnalysis
as their aim is to extract all the possible X-rays detected during an event.

82



4.2. Data analysis workflow

0 200 400 600 800 1000
Time [ns]

0
50

100
150
200
250
300

[A
D

C
 a

ch
.]

Ev. 0 - Det. 7 Waveform

0 200 400 600 800 1000

1000−

0

1000

2000

3000

 Waveform∆Ev. 0 - Det. 7 

0 200 400 600 800 1000

20−

0

20

40

60

80

Ev. 0 - Det. 7 Derivative Waveform

hho
Entries  994
Mean    558.7
Std Dev     164.6

100 200 300 400 500 600 700 800 900

0

100

200

300

400

500

600

hho
Entries  994
Mean    558.7
Std Dev     164.6

Figure 4.6: Example of waveform from a channel of the hodoscope corresponding
to a fibre immersed in the beam. The double-bunch structure of each spill is clearly
visible in the waveform. FAMUAnalysis performs signal integration extracting the
value of Qi for each fibre, corresponding to the red area, which is then used to compute
Qtot with Equation 4.1.

FAMUAnalysis runs on the waveforms looking for peaks and it extracts useful
information such as the initial, peak and final time, the pulse height (propor-
tional to the energy released in the crystal), along with general parameters
such as the baseline level and oscillation. The point-by-point derivative (cal-
culated with ROOT) is used to extract the pulse parameter for both efficiency
and computational reasons. For illustration purposes, detector LaBr4 is taken
for reference in this section and the following one.

Figure 4.8 shows a pulse in a detector recognised by FAMUAnalysis: the
waveform derivative is calculated (lower plot) and it is used to compute the
main features of the pulse: initial time (first line, green), peak time (second
line, blue), final time (third line, red), and hence the pulse height in correspon-
dance to the peak. FAMUAnalysis is also good at recognising pulses affected
by pile-up, as one can see in Figure 4.9: the first pulse is considered ended and
the second one starts whenever the derivative starts increasing after a decrease
(enabling not only pile-up on signal tails, as the one shown in the current plot,
but also pile-up on the rises, quite common for prompt X-rays). The pulse
height is extracted from an extrapolation of the first pulse shape. FAMUAnal-
ysis returns a data structure for each recognised pulse which contains all the
important information needed for data analysis. In addition, FAMUAnalysis
also returns a binary flag with four digits: f = SUOP, where S is to mark satu-
rated pulses, U is for unresolved pulses, O for pulses growing over an unresolved
signal and P for signals deconvolved from a pile-up from one or more preceed-
ing signals (1 = yes, 2 = no). The higher the value of this flag, the lower the
reliability of the pulse parameters extracted by FAMUAnalysis.

During data acquisition, the QuickLook tool collects the pulses from the
level 2 file and makes some quick plots useful to check the condition of the
detectors. For example, the time and energy distribution of the reconstructed
X-rays are plotted for every detector, as shown for example in Figure 4.10.
These plots are clearly dominated by prompt emission and therefore the oxygen
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4. FAMU data analysis

Figure 4.7: Plots produced by the QuickLook on the hodoscope main features: the
Qtot histogram, the Qfibre histograms on the X and Y axes and their combination
for beam visualisation. The latter is not to be intended as a beam heatmap as it is
not obtained by requiring coincidences (as, for example, Figure 3.13), because the
high flux does not allow single particle discrimination. Channel X-16 is visibly not
working.
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Figure 4.8: A pulse measured by a detector: upper plot is the waveform, lower is
its derivative. Optimised thresholds on the derivative are used to detect when a pulse
is starting, reaching the peak point and ending. Three coloured lines mark the start,
peak and stop of this pulse (green, blue and red, respectively).
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Figure 4.9: Two pile-up pulses de-convolved by FAMUAnalysis and recognised as
separate pulses. However, a flag is returned to mark the fact that the parameters
extracted for the second pulse are deconvolved from pile up and might be affected by
bigger uncertainties.
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4. FAMU data analysis

peaks are not directly visible and require data selection, which is being carried
out during off-line data analysis, as explained in Section 4.2.2.

Figure 4.10: Plots produced by the QuickLook for a typical detector (LaBr4): the
upper is the time occurrencies of the X-rays in the range 0 – 1600 ns and the lower
is the raw energy spectrum in a broad area (30 – 300 keV) around the region of
interest.
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4.2.2 Off-line level 2 data analysis

The off-line data analysis is a key part for the experiment as it allows to select
the information contained in level 2 files to extract detector performance and
the data required to construct the plot of the signal as a function of the laser
wavelength (illustrated in Figure 2.2). In this section, the path between the
level 2 files and the final resonance plot is followed using detector LaBr4 for
reference. The analysis of detector features and performances has led to further
optimisation in the methods and thresholds of FAMUAnalysis, and it some-
times resulted in requiring an a posteriori data reprocessing to extract more
reliable level 2 datasets. In fact, the spectra acquired for each detector can’t
be used as-they-are, as they contain much information which can be extracted
only by skimming the data, i.e. imposing condition on some parameters. The
correlation plot between energy and time of arrival of X-rays for LaBr4 is
shown in Figure 4.11, where the two muon beam bunches (approximately at
ts = 150 ns and ts = 480 ns) are clearly visible as they are correlated to en-
hanced production of X-rays on all the measured range of energies, whereas
the delayed signals (ts ≳ 800 ns) are mostly at low energies (50 – 300 keV).
For example, the prompt X-ray plot extracted with proper data selection from
the raw one, is shown in Figure 4.12.
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Figure 4.11: Correlation plot between the time of arrival and the energy of recon-
structed X-rays for LaBr4in RAL202305, obtained without cuts. Most signals belong
to the prompt region, i.e. the time around the two muon pulses (arriving at around
150 and 480 ns in this plot). Most delayed signals (ts ≳ 800 ns) have energy below
300 ns and are emitted by the gas.

Clearly, a crucial phase of off-line analysis is data skimming, i.e. the in-
troduction of cuts and selection on data in order to clean the spectra and
optimise the signal-to-noise ratio. Some general cuts applied to the detectors
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Figure 4.12: The comparison between the raw energy spectrum and the one obtained
with standard selection and prompt timing selection shows the importance of the cuts
in optimising the signal-to-noise ratio.

to carry out data skimming are on the reconstruction flag f , the time since
the previous pulse on the same detector (∆t) and the baseline mean (bsl) and
root mean square (RMSbsl) of the detector in the current event. The optimised
value for the reconstruction flag is f < 10 to exclude saturation, unresolved
signals or signals growing over unresolved signals. This selection allows signals
from pile-up reconstruction, but it is important to avoid pile-up on the rise
when the two pulses are too close because the pulse height reconstruction is
not reliable. For this reason, ∆t > 30 ns is generally imposed for delayed
signals on LaBr detectors and ∆t > 100 ns for 1′′-MIB detectors, as the lat-
ter have longer rises and tails. On the other hand, pile-up is totally avoided
for prompt signals imposing f = 0. In addition, outliers for the baseline are
considered anomalies to be rejected, by imposing |bsl | < 10 and RMS bsl < 20.
For this study, detector LaBr4 is shown in this Section as an example. The
cuts imposed to this detector, hereby called the standard set of cuts for the
experiment, are shown in Figure 4.13. The standard set of cuts is also resumed
in Table 4.2. At the moment, the standard set of cuts for ½′′-MIB detectors
is still undergoing optimisation, for this reason this class of detectors has not
been considered in this work.

The prompt X-ray spectrum (Figure 4.14) is used to check detector per-
formances over time and to keep track the energy calibration drifts. For this
reason, a fine calibration is applied for every run based on the prompt X-rays.
The flag cut is made stricter (f = 0) to have optimal energy resolution, and
the prompt timing cut has been applied: t ∈ [120 ns, 220 ns]∩ [450 ns, 550 ns].
The prompt peaks observed are the following, with the corresponding atoms
responsible for the emission: 75 keV (µC), 141 keV (µAg), 210 keV & 230 keV
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Figure 4.13: Signal cuts on LaBr4 detector: signal reconstruction flag (required
f < 10 i.e. no saturation, unresolved or over-unresolved signals), time since pre-
vious pulse (∆t > 30ns), baseline average level (|bsl| < 10) and baseline oscillation
(RMSbsl < 20).
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Figure 4.15: Time cuts on LaBr4 to extract delayed signals (t ∈ [780 ns, 3000 ns]
ns) and resulting energy spectrum in RAL202305. The cut on the time since the
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Table 4.2: Standard set of cuts for X-ray data skimming for LaBr and 1′′ MIB
detectors. The reconstruction flag is a binary number with four digits f = SUOP

where S =saturated, U =unresolved, O =over an unresolved pulse and P =pile-up
(1 =yes, 0 =no). Data selection for ½′′ detectors is still under study.

Param. Description Prompt cut Delayed cut

f Reconstruction flag f = 0 f < 10

bsl Event baseline avg. |bsl | < 10 |bsl | < 10

RMSbsl Event baseline RMS RMS bsl < 10 RMS bsl < 10

E Calibrated energy E > 40 keV E > 40 keV

∆t Since previous pulse
∆t > 30 ns LaBr
∆t > 100 ns MIB

ts Time after trigger
t ∈ [120, 220]
∩[450, 550] (ns) t ∈ [780, 3000] (ns)

(µPb and µAg, not used for calibration as they are generally merged into one
broad peak), 300 keV (µAg), 430 keV (µPb), and 511 keV (e+e− annihilation).

The delayed X-ray spectrum (Figure 4.15), instead, is the one used to ex-
tract the signal described in Section 2.1, i.e. the difference between the number
of delayed µO X-ray with the laser pulse and the one without the laser pulse.
For this plot, the time requirement is t ∈ [780 ns, 3000 ns]. Looking at the
spectrum structures, the delayed region shows two main peaks corresponding
to the µO Kα = 133 keV, and the unresolved contribution from µO Kβ = 158
keV and Kγ = 167 keV. Two more peaks, one at ∼ 80 keV and the other one
at ∼ 120 keV, are observed (marked as other in Figure 4.15). These peaks
were not present in the data taken with previous versions of the target, which
had no lead and no silver. The exact processes causing these emissions are cur-
rently being investigated, but they are probably due to the presence of these
materials in the final FAMU target.

As the laser is injected in the chamber every other muon beam spill, half
of the events in Figure 4.15 have the laser on and half of them have the laser
off. This dataset is therefore divided in two sub-datasets laser (L) and no-laser
(nL), and the signal is represented by the number of µO X-rays in the spectrum
obtained by subtracting the background no-laser to the spectrum with laser
(L − nL). However, before performing this subtraction it is important to
notice that any excess would have to be carefully evaluated not only as a
function of the laser wavelength, but also taking in consideration some other
factors. For example, the laser energy delivered in each pulse is proportional
to the number of photons and therefore to the probability of excitation. In
addition, the number of muons delivered to the target needs to be monitored,
and potentially corrected for, as it is proportional to the number of target
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4.2. Data analysis workflow

µH atoms for the laser, which is also proportional to the amount of gas in
the target, which might change during the data taking. These studies and
the related corrections are thoroughly described in the following Section 4.3,
whereas some steps towards the final resonance plot and the state of the art
are presented in Section 4.5.

93



4. FAMU data analysis

4.3 Data normalisation

This section is focused on the data normalisation tasks for the FAMU exper-
iment. In particular, the focus of this Chapter is the normalisation on the
incoming muon flux (thanks to the FAMU hodoscope) and the gaseous target
conditions. The idea behind this normalisation is to find the time-dependent
expression of two weights to correct the signal for the flux (wQtot) and gas
conditions (wPT ), as follows:

NX 7−→ N ′
X = wQtot wPT NX . (4.2)

Much work is being carried out also in the normalisation on the laser energy
and wavelength, as mentioned also in Section 4.1.2.

4.3.1 Muon beam normalisation

The muon beam flux is related to the number of µH atoms produced in the
target and it is therefore proportional to the measured effect.

In order to find a good variable for beam normalisation, it is important to
verify correlations among three levels of information:

• the synchrotron current delivered to the TS1 branch (TS1) and the cur-
rent delivered to the muon production target (MuC) gives information
about the proton flux delivered to the muon production target;

• the hodoscope deposited charge per trigger (Qtot) is proportional to the
muon flux transported by the RIKEN facility and delivered to the FAMU
setup;

• the number of prompt (nXpro) and delayed (nXdel) X-rays give infor-
mation about the number of muonic atoms formed in the target, and
therefore the amount of muons entering the target window and stopping
in its volume.

In order to perform a solid beam normalisation, it is important to verify the
correlation among these variables and identify a good variable to normalise on.
The main candidate for normalisation is the hodoscope reading (Qtot).

During the October 2023 experimental run (RAL202304), the beam turned
out to be stable (in terms of TS1 current, hodoscope Qtot, number of X-rays).

On the other hand, multiple RIKEN magnets fault happened during the
December 2023 run (RAL202305), as already mentioned in Section 4.1.1. In
particular, the faults that took place are: RQ6 (2pm, 7 Dec.), RB3 (5pm,
11 Dec.), RQ1 (10pm, 12 Dec.), RB1 (2pm, 16 Dec.), RQ11 (1am, 17 Dec.).
During each of these faults, the power supply of a beamline magnet tripped
due to radiation damage, resulting in a sudden decrease of the muon flux. As
a consequence, these data present some outliers in the muon flux and they are
interesting to test correlations among variables.
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4.3. Data normalisation

For this reason, the plots reported in this Section are referred to the De-
cember 2023 experimental run (RAL202305).

Figure 4.16 shows the comparison between TS1 and Qtot. Each point cor-
responds to an acquisition run (200k events, corresponding to 4000 seconds
of full rate beam). The outliers in the Qtot plot correspond to the faults in
the RIKEN-RAL beamline, and they are therefore not expected to appear in
the TS1 plot. In fact, the outliers are not present in TS1 and still appear in
the Qtot/TS1 ratio. For this reason, Qtot is expected to be a better variable
for normalisation and data selection. However, it is important to check for a
correlation between Qtot and the actual number of muons per spill injected in
the target.

To do so, Qtot is compared to the number of prompt X-rays per event
(nXpro) in Figure 4.17. In this case, the outliers are present also in the num-
ber of prompt X-rays per trigger. Furthermore, the outliers have compatible
nXpro/Qtot ratio as normal beam. This suggests that the hodoscope flux read-
ing is proportional to the number of muons actually interacting with the target.

As a consequence, it has been chosen to normalise linearly over the oscil-
lations of Qtot. The next step is to decide if the correction should be applied
event-by-event or run-by-run. In fact, the value of Qtot oscillates for every
event (spill) as one can see in Figure 3.23. However, it is important to un-
derstand if this oscillation is physical or not, i.e. if it actually corresponds to
an event-by-event oscillation of flux or if it is due to the hodoscope resolution.
Figure 4.18 is carried out by comparing event-by-event the number of X-rays
counted by one detector (LaBr4) and the value of Qtot in the range of its os-
cillation. There is no apparent correlation, which suggests that this oscillation
is not physical but due to the detector resolution. For this reason, it has been
decided to apply a run-wise correction factor based on the run-wise mean of
Qtot, as follows:

wQtot = Q0/Q
avg
tot , (4.3)

where Q0 is a potentially arbitrary value, constant during all data acquisitions.
The value Q0 = 2 ·106 ADC ch. was chosen in order to have a correction factor
close to 1 in order to keep the physical meaning of N ′

X as net number of laser-
induced delayed µO X-rays.

4.3.2 Gas condition normalisation

The gas target is featured with a pressure sensor and two temperature sensors
to monitor its conditions during the preparation for beamtime and throughout
the experimental phase. In particular, assuming that the ideal gas law holds
(PV = nRT , with pressure P , volume V , temperature T , gas constant R
and amount of substance n), an ideal sealed gas container would have P/T =
nR/V = constant. To verify if this is true, or to evaluate the effect of potential
gas losses, the variation of P/T has been studied during all data acquisition
periods.
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Figure 4.16: Run-wise variation of the synchrotron current delivered to TS1, the
average hodoscope deposited charge Qtot per trigger and their ratio, respectively. The
outliers in Qtot are not balanced out, confirming they are due to issues in the muon
beamline and not in the proton one.
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Figure 4.17: Run-wise variation of the average number of detected prompt X-rays
per trigger, the average hodoscope deposited charge Qtot per trigger and their ratio,
respectively. The outliers in Qtot are present also in the number of X-rays, and the
ratio is constant.
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Figure 4.18: No visible correlation between the total number of X-rays and the
event-by-event oscillation of Qtot. This suggests that the oscillation is due to the
hodoscope resolution.

In particular, the variation of pressure, temperature and their ratio over
acquisition runs during RAL202305 (December 2023) is shown in Figure 4.19.
In six occasions, the temperature sensor failed and returned non-trusted values
(visible in the plots with big uncertainties and not taken into account for this
study). The ratio plot (third) shows a clear linear decrease of the P/T ratio,
which has been fitted successfully with a linear model to extract the decrease
rate. In addition, the clear linearity of this profile, despite the oscillations in
pressure and temperature, confirms the good working conditions of the pressure
and temperature sensors.

A first hypothesis to explain the loss could be that the ideal gas equation
does not hold in these conditions. The other option is to use the van der Waals
equation for real gases: (P + an2/V )(V − bn) = nRT . However, this equation
is generally needed for very high pressures (> 50 bar) where inter-atom Van
der Waals forces are relevant, whereas the pressure used in this experiment
is 7 – 8 bar. In addition, if we assume that the container is perfectly sealed,
i.e. volume V and amount of substance n are constant, the van der Waals
equation can be re-written as P = C0 + C1T , with C0, C1 positive constants.
As a consequence, this would not explain the linear decrease in P/T .

For these reasons, the shape P/T plot is attributed to an actual gass leak-
age. Regarding the RAL202305 data specifically, assuming the ideal equation
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Figure 4.19: Run-wise variation of the average gas pressure, gas temperature and
their ratio. In particular, the ratio is related to the amount of gas in the target
(P/T ∼ n) and it has a clear linear diminution, which has been fitted.
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for gases holds, the P/T ratio can be written as a function of time t as:

P

T
− P0

T0

= kPT (t− t0), (4.4)

where kPT is the linear coefficient p1 obtained from the fit of P/T . The actual
gas leakage rate can be estimated to be about −1 nmol/s, which corresponds
to −1.4% gas loss during the whole RAL202305 period (12 days), considering
the initial amount of gas is ∼ 1 mol. If the effect of the resonance is the order
of 1%, it appears crucial to correct for this leakage.

Combining Equation 4.4 and the ideal gas equation (V const. ⇒ P/T ∼ n),
one can write the following expression for the gas loss:

n

n0

∝ P/T

P0/T0

=
kPT

P0/T0

t+

(
1− kPT t0

P0/T0

)
, (4.5)

which corresponds to the left plot in Figure 4.20. In order to correct for this
effect, a candidate expressions for the correction factor is its symmetry over
the horizontal line y = 1, i.e.:

wPT = 2− P/T

P0/T0

=
kPT

P0/T0

t−
(
1 +

kPT t0
P0/T0

)
, (4.6)

which corresponds to the second plot in Figure 4.20, where it has been cal-
culated for each point and not from the fit (for check purposes). In order to
verify this expression for wPT , the bottom panel of Figure 4.20 shows the gas
loss in Equation 4.5 multiplied by wPT in Equation 4.6. The gas loss must be
corrected: in fact, by applying wPT , the maximum residual discrepancy is of
only about 0.02% (while the uncorrected one is 1.4%).

Given the good linearity of P/T during all data acquisition periods, it
has been decided to fit P/T over time and apply a correction using the fit
parameters. Given the small discrepancy over a run duration (about 1 h), it
has been decided to apply a run-wise correction using Equation 4.6 with the
median time of the run as t.

The correction factor for the target gas has to be equalised among all
acquisition periods. In fact, the initial amount of gas during each data taking
may be slightly different, so the initial reference has to be the same. An
example is shown in Figure 4.21: the two data acquisition periods A and B
(grey) have slightly different initial P/T ratio. The first value ((P0/T0)A) is
taken for reference, therefore value of wPT for the second data acquisition
period must be referred to (P0/T0)A. In this example, the value of P0/T0 in
Equation 4.6 will always be the same, whereas t0 and kPT will be determined
every time.
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4.3. Data normalisation

Figure 4.20: Gas loss normalisation. Upper panel: relative gas loss during Decem-
ber 2023 (total −1.4%). Central panel: value of the correction factor wPT , computed
event-by-event. Bottom panel: the two values multiplied by each other (i.e. the gas
loss corrected by wPT ) show a residual discrepancy of ∼ 0.02%, showing that wPT is
a good correction factor for the gas loss.
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Figure 4.21: Supposing that two beamtime periods A and B have slightly different
initial amount of gas (proportional to P/T ), the correction factor for the target gas
conditions wPT needs to be referred to the same value of initial P/T for every data
acquisition. For example, if (P0/T0)A is the reference, wPT will not be 1 at the
beginning of period B, as (P0/T0)B ̸= (P0/T0)A.

4.3.3 Data normalisation summary

In conclusion, the variables to equalise for target and muon beam conditions
have been studied in this chapter in order to develop a normalisation protocol
on these variables. The normalisation is averaged for each run, and it can be
written as in Equation 4.2, where wQtot and wPT are calculated using Equations
4.3 and 4.6, respectively. In these equations it is important to notice that Q0

and P0/T0 are the same for all data takings in order to inter-calibrate them,
whereas Qavg

tot and t are determined for every run, while kPT and t0 are fixed
in a data acquisition period, but will change among different periods.
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4.4 X-ray detector performance

All detector behaviours have been analysed carefully during the 2023 acqui-
sition periods. The off-line data processing described in Section 4.2.2 was
applied to all detectors and the cut thresholds were optimised on the whole
detector setup. For an example of data skimming applied to detector read by
PMTs (LaBr) see the aforementioned section of this work. Figure 4.22 sum-
marises some of the cuts carried out on a 1′′-SiPM detector (MIB89) taken for
reference, and the resulting prompt and delayed X-ray spectra are shown in
Figure 4.23. No particular issues were found with these MIB detectors, apart
from the different time features of the typical pulses which required several
optimisations of FAMUAnalysis and therefore raw data reprocessing.

However, detector LaBr2, belonging to the central ring of detectors with
PMT-based reaout, showed some atypical behaviour. In fact, first of all, the
number of X-rays measured by these detector was consistently much higher (by
a factor ∼ 2 – 3) than all other detectors. This fact could not be justified with
the position of the detector, as other detectors in symmetrical position with
respect to the target showed a similar behaviour. For reference, Figure 4.24
shows a comparison among LaBr2, LaBr4 and MIB89 in terms of distribution
of the number of reconstructed X-rays per event (i.e. per trigger). While
LaBr4 and MIB89 (which show a behaviour perfectly in accordance to the other
detectors of their class) detect respectively 3 and 5 X-rays per event as mode,
LaBr2 detects a mode of 87 X-rays with an asymmetrical distribution giving
an even higher average (14.2). Such a behaviour is generally consistent with an
oscillation in the beamline which causes noise issues. In fact, having a look at
the waveforms and the reconstruction flag, it turned out that saturated pulses
are common for LaBr2, and that they are generally followed by an instability
that can be recognised by FAMUAnalysis as a collection of pulses, as in the
example shown in Figure 4.25. In addition, such oscillations have a crucial
contribution in enhancing the noise of the LaBr2 detector baseline. In fact, as
one can observe in Figure 4.26, the distribution of RMS bsl is much different
from the one of the other detectors, as it has a higher-RMS structure due to
such baseline oscillations. In this case, the standard set of cuts would include
most of these events. For this reason, it has been decided to apply a stricter
cut RMS bsl < 10, which enabled to extract prompt and delayed spectra for this
detector, shown in Figure 4.27. For the delayed spectrum, the signals below 60
keV (instead of just 40 keV as in the standard set of cuts) was applied to remove
the soft spectrum which is strongly affected by these noise effects. Still, the
calibration prompt peaks are visible and the detector resolution is not greatly
affected by the noise with this data skimming. However, the oxygen peaks
have lower statistics with respect to other detectors in symmetrical position
with respect to the target.

Data skimming cuts for ½′′ detectors and the germanium detectors are
currently being studied and have not been included in this work.

In order to check if any other data selection had to be applied, it has
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Figure 4.22: Standard set of cuts applied to MIB89 detector in RAL202305 data.
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Figure 4.23: Prompt (upper, t ∈ [120 ns, 220 ns] ∩ [450 ns, 550 ns]) and delayed
(lower, t ∈ [780 ns, 3000 ns] ns) spectra of detector MIB89 in RAL202305 batch09.

105



4. FAMU data analysis

0 5 10 15 20 25 30 35 40 45
nX

0

100

200

300

400

500

600
310×

C
ou

nt
s

LaBr2
LaBr4
MIB89

RAL202305FAMU 

Number of X-rays per event

Figure 4.24: Comparison between the number of reconstructed X-rays per event (nX)
detected by LaBr4, MIB89 and LaBr2 in a selection of RAL202305 data. Detector
LaBr2 is the only one with nX sensibly different from all other 1′′-PMT detectors,
which initially led to think it might have some noise issues.
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Figure 4.25: Example of signal saturation for LaBr2: the oscillations following the
saturation are recognised as pulses, enhancing the apparent number of detected X-
rays and resulting in the distribution in Figure 4.24. Data cuts for LaBr2 were set
in order to exclude these spure pulses (for example with a threshold in energy and
excluding events when the flag marks that a saturation has happened).
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Figure 4.26: Signal cuts on LaBr2 detector: signal reconstruction flag (required
f < 10 i.e. no saturation, unresolved or over-unresolved signals), time since pre-
vious pulse (∆t > 30ns), baseline average level (|bsl| < 10) and baseline oscillation
(RMSbsl < 10, different from the standard cut). It is clearly visible how these plots
are different from those of other 1′′ detectors (Figures 4.13 and 4.22). In particular,
the oscillation of the baseline seems the leading factor in the LaBr2 noise issue. A
stricter threshold (60 keV instead of 40 keV) has been imposed as LaBr2 soft spec-
trum is strongly dominated by noise.
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Figure 4.27: Prompt (upper, t ∈ [120 ns, 220 ns] ∩ [450 ns, 550 ns]) and delayed
(lower, t ∈ [780 ns, 3000 ns] ns) spectra of detector LaBr2 in RAL202305 batch09.
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4.4. X-ray detector performance

been decided to check for any multiple-event detector inactivity. Assuming
that the distribution of the number of X-rays per event follows a Poisson
distribution, the probability of observing no X-rays for n consecutive events is
pµ(n) = enµ, where µ is the average number of events observed per event. For
a typical detector, µ = 3 (see Figure 4.24), and therefore p(3) ≃ 0.1‰. As a
consequence, significative multiple-event inactivity for more than 3 consecutive
events should be due to a detector or beam fault and it is therefore be rejected
from the dataset. To study this behaviour, the distribution of the total number
of X-rays over 40 keV in the current and the next j events, nXj was extracted
for values of j up to 8. The histograms of nX, nX4 and nX8 are plotted in Figure
4.28 for the whole RAL202305 dataset. It can be noted that the distributions
of higher j have some events with nXj ≃ 0.
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Figure 4.28: Histogram of the number of reconstructed X-rays detected by LaBr4 in
the whole RAL202305 period for one event (nX), for 4 subsequent events (nX4) and
for 8 subsequent events (nX8).

In order to check if this is due to detector or beam fault, the correlation
of these events with the beam has been studied. Figure 4.29 is a distribu-
tion of the values of hodoscope Qtot, where the main peak around (1.9 · 106)
ADC channels corresponds to standard beam and lower values are related to
the beam magnet faults described in Section 4.1.1. The 2D correlation plot
between nX8 and Qtot is shown in Figure 4.30. It shows quite clearly that
the events of detector lethargy are correlated with the beam faults and not
to detector faults. Repeating this analysis on all detector it has been shown
that no evidence of temporary detector lethargy out of the beam faults is ob-
served. As a consequence, no data rejection for detector fault is needed for
RAL202305 data, as events with reduced hodoscope Qtot are already rejected
in the analysis process.
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Figure 4.29: Distribution of the values (in log scale) of the hodoscope Qtot during
RAL202305. The values away from the mean of the main peak correspond to the
beamline faults.
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Figure 4.30: The correlation plot between the number of reconstructed X-rays for 8
subsequent events (nX8) for LaBr4 and the hodoscope Qtot during RAL202305 reveals
that the zeros and low outliers in the nX8 distribution correspond to the beamline
faults.
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4.5 Delayed X-ray plots

After these studies were completed, all the software and cuts optimised and the
datasets re-calibrated with prompt peaks, it was possible to sum the signals
from all detectors to extract the required information. As in the last Section,
batch09 from RAL202305 is reported here for reference. The aim of this part
of the work was identifying the net number of X-rays resulting from delayed
transfer of the muon from hydrogen to oxygen, in order to have an idea of
the statistics of the experiment, verify that a significant amount of muons is
effectively deposited in the gas, and check the quality of the detectors and their
positioning.

The plot from 22.5 hours of data taking measured with all 1′′-PMT (LaBr)
scintillating detectors with the gas mixture is shown in the upper panel in
Figure 4.31 as a black line. By subtracting this measurement with one carried
out with pure hydrogen in July 2023 (red filled spectrum in the same plot)
it was possible to extract the net oxygen contribution (bottom panel). The
resolution is comparable with the one for single detectors: this is a clear marker
that the calibration with prompt X-rays is successful.

It is particularly interesting to notice that the two unrecognised peaks in
the delayed spectrum, described in Section 4.2.2 and marked as other in Figure
4.15, are present in both the hydrogen and mixture spectra shown in the upper
panel in Figure 4.31. This confirms that the emissions causing these peaks are
related to processes involving the materials of which the target is made of,
and not the gases themselves. The subtraction plot (bottom panel in Figure
4.31) shows a peak asymmetry on the left due to incomplete charge collection
and detection of X-rays which underwent Compton scattering in the target
material.

Table 4.3 and Figure 4.32 show an estimation of this net contribution for
each detector. These maps allow to identify damaged detectors, along with
detectors in position where the X-ray propagation out of the target is strongly
suppressed. For example, detectors positioned near the vertical tend to mea-
sure less X-rays due to the enhanced absorbtion by the optical cavity assembly
and mirrors. This was well expected, indeed, detectors were arranged in order
to maximise the coverage at angles close to the horizontal. They also show
quite clearly that LaBr detectors have higher X-ray reconstruction efficiency
with respect to 1′′-SiPM detectors, which is mostly due to faster signals and
therefore less saturated, unresolved or over-unresolved signals, and lower pile-
up yield.

Figure 4.33 shows the total µO emission rate as a function of time, for all
detectors, over the whole dataset of batch09 (both laser, L, and no-laser, nL).
These plots are similar to those used to estimate the muon transfer rates in
the previous phases of the experiment [45, 46]. When data are separated in L
and nL sub-datasets, any net signal during a batch would have to show up in
this plot as in the illustration in Chapter 2, Figure 2.2.

The actual separation of data in laser and no-laser sub-datasets has not
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4. FAMU data analysis

Figure 4.31: Subtraction of the normalised H2 delayed background, measured in
July 2023 as part of RAL202303, from the delayed spectrum in RAL202305 batch09,
for LaBr4. Upper plot shows the two histograms, lower plot the net subtraction which
is the net oxygen contribution. Similar subtraction plots were also made for every
detector and they have been used to calculate the net number of oxygen X-rays for
each detector in table 4.3.
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Table 4.3: Total number of µO X-rays calculated for each detector on RAL202305
batch09 data by subtracting the H2 background (see Figure 4.31). A graphical repre-
sentation of these data is shown in Figure 4.32. The data processing for ½′′-SiPM
detectors is still under tuning and they have not been included in the study.

Detector Ring
#µO X in 22.5h

[×103]
no data selection

#µO X in 22.5h
[×103]

standard selection

Selection
efficiency

LaBr2 Central 33± 3 21± 2 64%
LaBr4 Central 47± 2 44± 2 93%
LaBr5 Central 34± 2 32± 2 97%
LaBr6 Central 44± 2 42± 2 95%
LaBr7 Central 41± 2 40± 2 97%
LaBr8 Central 38± 2 37± 2 97%

Total 1′′-PMT 236± 6 215± 6 91%

Detector Ring
#µO X in 22.5h

[×103]
no data selection

#µO X in 22.5h
[×103]

standard selection

Selection
efficiency

MIB72 Front 23± 2 18± 2 78%
MIB76 Front 25± 2 19± 2 73%
MIB79 Front 29± 2 25± 2 86%
MIB80 Front 27± 2 24± 2 87%
MIB81 Front 22± 2 20± 2 90%
MIB82 Front 21± 2 19± 2 91%
MIB83 Front 20± 2 16± 2 81%
MIB84 Front 32± 2 27± 2 86%
MIB85 Front 25± 2 23± 2 89%
MIB86 Front 19± 2 15± 2 79%
MIB71 Central 29± 3 16± 2 56%
MIB74 Central 24± 2 9± 2 39%
MIB78 Central 31± 2 25± 2 82%
MIB87 Central 37± 3 27± 2 71%
MIB88 Central 42± 2 29± 2 69%
MIB89 Central 44± 3 31± 2 71%

Total 1′′-SiPM 450± 9 346± 9 77%

Total FAMU
(excl. ½′′-SiPM)

686± 11 561± 11 82%
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Figure 4.32: Distribution of the reconstructed µO X-rays during a typical batch
(RAL202305 batch09, 22.5 hours) on central and front ring detectors with the stan-
dard set of data selection cuts (see data in Table 4.3).
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Figure 4.33: Plot of the total µO emission rate in the delayed region, as a function
of time, for all detector during batch09 in RAL202305 (22.5 hours of data acquisition
with laser). This is the plot performed on all data without carrying out the L− nL
subtraction.

been done yet as the experiment aims at a blinded analysis protocol. In this
way, cognitive biases in the finding of hints of signal in given areas of the
spectrum should be avoided. However, before this unblinding can be done,
it is still important to set up a testing protocol for systematics in order to
make sure that they are not conditioning the data acquired. For example, the
plots in Figure 4.34 show the comparison and subtraction between two subset
extracted by dividing batch09 in two parts based on the parity of the event
number. Such studies should be repeated on the two sub-datasets L and nL
(i.e. performing nL − nL and L − L subtraction tests) to make sure that no
difference appears among events within these sub-datasets. This comparison
should be carried out for all detectors and batches prior to the final phase
of the analysis aimed at extracting the resonance plot. These studies are
currently undergoing. At that point, the blinding should be applied to the
batch number and the wavelength in order for the analysis group not to know
which wavelength data are being analysed. The data unblinding should be
carried out all at once at the end of the analysis procedure. For this reason,
no L− nL subtraction has been carried out yet, and therefore no plots about
this are presented in this work.
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Figure 4.34: Example of test for systematics: the dataset of batch09 in RAL202305
for LaBr4 has been randomly divided event-wise in two sub-dataset of nearly the same
size. The reconstructed and skimmed delayed X-rays are compared in the upper plot
and subtracted in the lower one. Such study, applied here as an example on one
detector and on the whole dataset (L + nL) should be repeated on the two dataset
subsets L and nL for all batches and all detectors in order to make sure the L− nL
subtraction is not characterised by net systematic effects.
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4.6 Summary

The whole data analysis procedure for the FAMU experiment has been de-
scribed in this last Chapter. In particular, data need a thorough normalisation,
which is aimed at correcting fluctuations and drifts in:

• the number of events collected in a single batch;

• the muon beam, specifically its fluctuations in flux which are corrected
by their run-wise average;

• the laser beam, specifically in terms of energy delivered per event (which
is proportional to the number of photons and thus to the probability of
interaction);

• the amount of gas in the target, which is slightly decreasing over time
by ∼ 1 nmol/s.

In addition, data skimming is crucial to make sure each dataset is free of
nuisance data such as:

• X-rays collected with oscillating or out-of-average baseline, with bad pile-
up reconstruction or saturation;

• events collected when the muon beam was low due to beam faults, for
example during magnet HV issues in RAL202305;

• events collected when the laser energy was too low or the wavelength was
out of range;

• events in which detector lethargy was present, i.e. a detector was not
observing X-rays for several subsequent events suggesting it was mal-
functioning.

Finally, the next steps for data analysis were presented in order to give a
broad picture of the path followed to reach a final resonance plot, from which
hopefully extracting an estimate for the hyperfine splitting in µH. Currently,
the data analysis group is not yet in this phase, as some studies of systematics
and data blinding are required before being able to perform the final L − nL
subtractions for each batch, but this path will be followed in the next months
of work.
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Conclusion

This PhD thesis work in Physics at the University of Pavia has been carried
out in the framework of the FAMU experiment, at the Rutherford Appleton
Laboratory in Didcot, United Kingdom. The experiment is funded by Istituto
Nazionale di Fisica Nucleare (INFN) and carried out at the RIKEN-RAL Port1
decay muon facility, part of the ISIS Neutron and Muon Source.

In particular, the main experimental focus has been on the muon beam
monitor. Thanks to the work presented in this thesis, specifically in Chapter
3, this detector was converted from being a simple hodoscope for beam focusing
and centering, to a complete beam monitor with flux-meter capabilities. This
was made possible by combining a low-flux measurement carried out directly
at the Port1 beamline by beam optics de-tuning, and a complete simulation
in Geant4 of the energy deposited in the detector (Qtot), in order to develop
an efficient and reliable model to convert the Qtot into the instantaneous muon
flux. The simulation has been validated by comparison with a model developed
on the same geometry using FLUKA.

Thanks to this detector upgrade, it was possible to develop a strategy for
the calibration of FAMU data as a function of the incoming muon beam and the
gaseous target conditions. This strategy, combined with the normalisation on
the laser condition, has been implemented in the full FAMU analysis workflow,
as described in chapter 4. In addition, much work was carried out on the X-ray
detector data analysis in FAMU, in order to optimise the count of delayed µO
X-rays which constitutes the core of the analysis procedure.

As of today, the analysis workflow is ready to be carried out, after complet-
ing the required systematic studies described in the last chapter. The analysis
and unblinding of 2023 and 2024 data is to be carried out in the next months.
The expected uncertainty on the Zemach radius is lower than the predicted
resonance width, i.e. better than 0.003 fm. Such a result would be better by
one order of magnitude of the current most accurate experimental values.
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