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PROPOSITIONS 

1. High-resolution Digital Elevation Models (DEMs) and accessible remote sensing data 

have increased interest in Digital Soil Mapping (DSM) for lowland areas. 

2. Linear and non-linear machine learning models show promise for accurately predicting 

soil properties in lowland agricultural landscapes. 

3. Combining machine learning techniques with residual kriging effectively predicts the 

spatial distribution of soil properties in lowland agricultural areas. 

4. Terrain attributes, particularly vertical distance to the channel network and channel 

network base level, significantly influence soil property distribution, emphasizing their 

importance in soil health and management. 

5. The choice of spatial resolution in DSM affects the accuracy of soil type classification 

models. 

6. Models developed at different spatial resolutions vary in effectiveness, and the 

transferability of models depends on considering spatial resolution, suggesting a 

nuanced approach to spatial data in DSM. 

7. Lowland regions, often overlooked in DSM studies, are ecologically and agriculturally 

important for environmental sustainability and resilience. 

 

These propositions belong to the thesis entitled: Assessing digital soil mapping approaches in 

an agricultural lowland area (Lombardy region, Italy). 

 

Odunayo David, Adeniyi 

 

  



 ii 

ABSTRACT 

This PhD thesis delves into Digital Soil Mapping (DSM) field with a particular emphasis on 

its application in lowland areas. Comprising four distinct studies organized in four chapters, 

this research endeavor unravels the intricacies of soil mapping accuracy, spatial resolution, 

machine learning models, and the transferability of DSM models. Lowland regions, which have 

fewer DSM studies compared with highland regions, come into sharp focus as the ecological 

significance of these areas for agriculture, urbanization, and environmental resilience is 

underscored. The systematic review in the first study reveals an escalating interest in DSM for 

lowlands, indicating a burgeoning appreciation for its potential, driven by advancements in 

high-resolution Digital Elevation Models (DEMs) and accessible remote sensing data. This 

study underscores the importance of considering diverse environmental covariates and 

choosing appropriate DSM approaches, setting the stage for further investigations. The second 

study employs a range of machine learning models to predict and map soil properties in an 

agricultural lowland area of Lombardy region, Italy. Insights gleaned from this study lay the 

groundwork for the application of linear and nonlinear models as well as ensemble machine 

learning models and highlight the significance of terrain attributes in soil property prediction. 

In the third study, machine learning techniques, combined with residual kriging, were leveraged 

to predict the spatial distribution of Soil Organic Carbon (SOC) in an agricultural lowland area 

of Lombardy region, Italy. The findings elucidate the potential of machine learning with 

residual kriging in predicting SOC and underscore the importance of terrain attributes in the 

spatial distribution of SOC, offering tangible implications for soil management. The fourth 

study ventures into model transferability in DSM, shedding light on the impact of DEM spatial 

resolution. This critical exploration underscores the need for a thoughtful consideration of 

spatial resolution in DSM applications and advocates for caution when transferring models to 

varying resolutions. Recommendations arising from these studies include the integration of 

additional data sources, advanced machine learning techniques, and the development of 

improved methods for model transferability. This PhD thesis collectively contributes to 

advancing the field of Digital Soil Mapping. Its findings have direct implications for 

sustainable land management, precision agriculture, and environmental impact assessment. 

The comprehensive insights offered pave the way for future research aimed at enhancing soil 

mapping accuracy and soil health in lowland areas and beyond. 
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CHAPTER ONE 

1 GENERAL INTRODUCTION 

1.1  Background 

The state of our planet today is marked by numerous global and regional challenges, 

including land degradation, water scarcity, food security, climate change, soil water cycle 

disruptions, and soil pollution. Many of these challenges are intrinsically linked to the 

functions and properties of soil, particularly as they pertain to agricultural productivity, water 

provision, and biodiversity preservation (Koch et al., 2013). Soil, often overlooked but 

invaluable, plays a central role in addressing these critical issues. For sustainable soil 

management and the mitigation of these challenges, detailed and accurate soil maps containing 

spatial soil information are indispensable tools (Sachs, 2010).  

 In lowland areas, which encompass vast, flat terrains typically used for agriculture, 

high-resolution spatial soil information takes on even greater significance. These regions often 

confront environmental challenges such as flooding and salinity while serving as the primary 

landscapes for agricultural activities. The availability of high-resolution spatial soil 

information equips decision-makers with the ability to pinpoint areas that require targeted soil 

fertility interventions, guiding policies to enhance agricultural production. Small-scale 

farmers, in particular, benefit from this knowledge, as it directly impacts their livelihoods 

(Forkuor et al., 2017). Moreover, understanding the spatial distribution of soil properties in 

lowland landscapes is crucial for unravelling the complex pedological processes unique to 

these regions.  

Traditionally, soil information in form of maps are generated through manual air photo 

interpretation and the labour-intensive process of creating polygon-based soil maps. These 

traditional methods, however, suffer from limitations such as the inability to update soil 

information rapidly and accurately without computer-based approaches. They also necessitate 

extensive in-situ surveys, soil sampling, and rigorous laboratory analyses, making them time-

consuming and expensive. Moreover, the maps produced through these methods often lack the 

quantitative information required for adequate land management decisions, as they necessitate 

grouping different soil types together due to mapping scale constraints (Wadoux et al., 2021; 

Zhu et al., 2001).  

In response to the growing demand for detailed and accurate soil information, Digital 

Soil Mapping (DSM) has emerged as a transformative field. Advances in remote sensing and 
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information technology have enabled the rapid production of soil maps, effectively overcoming 

the limitations of traditional mapping (Grunwald, 2010). DSM merges field and laboratory 

observations with spatial and non-spatial soil inference systems to estimate soil 

properties/classes by examining correlations between easily measured environmental 

covariates and more challenging-to-measure soil observations (Lagacherie, 2008; Lagacherie 

et al., 2006; McBratney et al., 2003; Omuto et al., 2013). Environmental covariates encompass 

spatially explicit biogeophysical properties derived from digital elevation models (DEMs), 

remotely sensed images, and other geospatial information, such as land-use and geological 

maps (De Carvalho et al., 2014). The foundation of predictive soil mapping lies in the soil 

formation factors, as initially conceptualized by researchers like Jenny (Florinsky, 2012). The 

mechanistic model of Jenny (1941) was described as: 𝒔 = 𝒇(𝒄𝒍, 𝒐𝒓, 𝒓, 𝒑, 𝒕)    Equation 1.1 

Describing that the soil (s) is a function of the five forming factors which are climate (cl), 

organisms (o), relief (r), parent material (p) and time (t) (Jenny, 1941). The use of soil formation 

factors in DSM has gradually increased with the developments of computer technology. The 

general framework of DSM for soil prediction or classification was explicitly consolidated by 

the publication of McBratney et al. (2003) popularly known as the SCORPAN factors which 

was described as: 𝑺𝒑/𝒄 = 𝒇(𝒔, 𝒄, 𝒐, 𝒓, 𝒑, 𝒂, 𝒏) +  𝜺   Equation 1.2 

where 𝑆𝑝/𝑐 are soil properties or classes, f is an empirical function, (𝑠, 𝑐, 𝑜, 𝑟, 𝑝, 𝑎, 𝑛) are soil 

forming factors (soil (s), climate (cl), organisms or vegetation or human activities (o), relief 

(r), parent material (p), age (a) and spatial location (n)) represented by environmental 

covariates, and ε is residuals with spatially autocorrelated errors. Soil is included in this 

equation as existing soil information (i.e., soil maps) which can be used to predict other soil 

classes or properties. The identified relationships are further used to develop digital soil maps 

(Minasny et al., 2013; Mulder et al., 2011).  

DSM approaches for soil prediction and soil classification can be generalized as 

belonging to four broad categories: traditional stiatistical approach, geospatial approach, 

statistical machine learning (ML) approach and hybrid model approach (Minasny et al., 2013; 

Moore et al., 1993; Nussbaum et al., 2018; Zhang et al., 2017). Traditional statistical 

approaches are used to determine the correlation between soil observation and environmental 

variables (Burrough & McDonnell, 1998). Commonly used non-spatial statistical models 
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include multiple linear regression (Meersmans et al., 2008), Logistic regression (Giasson et al., 

2008), partial least squares regression (L. Guo et al., 2017), linear mixed model (Doetterl et al., 

2013), and generalized linear models (Mosleh et al., 2016). Although it is an easy applicable 

approach, their requirement of large soil sample data and prerequisites of independent and 

identical distribution remains a challenge. More so, those methods are known as lack of spatial 

information, making them less stable. In geospatial approach, such as ordinary kriging (OK) 

and geographically weighted regression (GWR), the spatial structure of field observations are 

modelled without considering the deterministic tendency (Kumar et al., 2012; Yuan et al., 

2020). The statistical machine learning algorithm approach such as support vector machines 

(Drake et al., 2006), boosted regression trees, neural networks (Gautam et al., 2011), etc, can 

accommodate non-linearity and multicollinearity, and they can overcome overfitting with 

limited soil observations. However, they stochastically ignore the spatial variation 

(Ebrahimzadeh et al., 2021; Heuvelink et al., 2021). In hybrid model approach, the spatial 

variation and statistical models are used by combining both stochastic and deterministic 

approaches such as regression kriging (RK) (McBratney et al., 2000). Recently, the hybrid 

model approach is currently modelled using deterministic trend from machine learning models 

and their residues as the stochastic portion (Guo et al., 2015; Hengl et al., 2018). 

While DSM has been widely applied in areas with pronounced relief and topographic 

heterogeneity, such as mountainous terrain, (Behrens et al., 2010), it faces unique challenges 

in lowland areas characterized by gentle slopes and minimal elevation variation.  Here, easily 

obtainable environmental variables that are related to soil formation factors, like terrain and 

vegetation, often fail to co-vary with soil conditions to the extent required for effective DSM 

(Liu et al., 2012; McKenzie & Ryan, 1999; Santos et al., 1997; Zhu et al., 2010). These areas 

are predominantly flat or slightly undulating, lacking prominent topographic features like 

mountains or steep hills. Moreover, the prevalence of agricultural practices, such as tillage and 

other human interventions, weakens the relationship between vegetation and soil conditions 

(Zhao et al., 2014; Zhu et al., 2010). Mapping soils in lowland areas thus presents distinct 

challenges, necessitating innovative approaches to digital soil mapping. 

This PhD thesis explores the intricacies of DSM in lowland areas, contributing to the 

growing body of knowledge in this field. Through a compilation of four studies, the research 

aims to provide insights into the methods, challenges, and opportunities associated with digital 

soil mapping in these unique landscapes. The findings are expected to empower researchers, 

decision-makers, and land managers to enhance soil management practices, foster 
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environmental sustainability, and address the complex issues facing lowland areas, from 

agriculture and water management to biodiversity conservation and climate resilience. 

1.2  General PhD research question 

"What are the key factors influencing the digital soil mapping accuracy in lowland areas, and 

how can machine learning models be optimized for effective soil property prediction and 

mapping in these areas?" 

1.3  Aim and Objectives 

The aim of this PhD thesis is to advance the field of Digital Soil Mapping (DSM) by 

conducting a comprehensive investigation into its application in lowland areas, particularly 

focusing on improving soil property prediction, mapping accuracy, and model transferability 

in an agricultural lowland area of Lombardy region, Italy. The thesis was carried out within the 

framework of the CE4WE project financed by the Lombardy region. CE4WE stands for: 

“Approvvigionamento energetico e gestione della risorsa idrica nell’ottica dell’Economia 

Circolare (Circular Economy for Water and Energy)”. In this PhD thesis, DSM approaches 

were used to develop spatial soil property and soil class maps that are relevant for the 

assessment of the soil water cycle, soil pollution and soil degradation in the study area.   

The PhD thesis is defined into four topics, each topic playing a distinct objective in 

working towards the thesis's overarching aim. The objectives comprise a set of research 

questions, which are addressed in this thesis. 

A. Literature review on digital soil mapping approaches in Lowland Areas 

i. What are the recent trends in DSM in lowland areas, particularly in regions 

characterized by minimal elevation variations? 

ii. What are the key environmental covariates that play a crucial role in 

improving prediction accuracy in lowland DSM? 

iii. What DSM approach is prominent? 

iv. What are the emerging challenges in DSM for lowland areas, and how can the 

knowledge gained from recent studies guide future research and applications 

in these regions? 

B. Digital mapping of soil properties using ensemble machine learning approaches 

i. What is the comparative performance of linear and nonlinear machine learning 

models in predicting soil properties in agricultural lowland landscapes? 
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ii. How do terrain attributes impact the accuracy of machine learning models for 

predicting soil properties in lowland areas, and which specific attributes are 

the most influential? 

iii. Can the stacking model approach, which combines the predictions of base 

learners, improve the spatial variation prediction of soil properties in lowland 

regions? 

iv. What implications do the findings have for sustainable land use practices in 

lowland areas with distinct soil-water cycles and potential soil pollution 

dynamics? 

C. Spatial prediction of soil organic carbon combining machine learning with residual 

kriging. 

i. How do machine learning techniques, combined with residual kriging, 

perform in predicting the spatial distribution of Soil Organic Carbon (SOC) in 

agricultural lowland areas? 

ii. What are the key factors that influence the accuracy of machine learning 

models in predicting SOC content in lowland landscapes? 

iii. To what extent does some selected environmental variables affect the spatial 

distribution of SOC in the study area? 

iv. How can the findings contribute to the enhancement of soil management 

practices and the sequestration of carbon in agricultural lowland regions? 

D. The Effects of Varying Spatial Resolutions on the Classification and Model 

Transferability of Soil types  

i. How does the spatial resolution of DEMs impact the accuracy of soil type 

classification models in DSM? 

ii. Can models developed at different spatial resolutions (e.g., 5 m, 10 m, 25 m) 

effectively predict soil types, and what is the comparative accuracy among 

these resolutions? 

iii. How does the transferability of soil classification models differ when applied 

to datasets with varying spatial resolutions, and what are the implications for 

robust soil mapping? 

iv. What insights can be gleaned from the study about the appropriate choice of 

spatial resolution in DSM applications and the careful consideration of 

resolution when transferring models to different contexts? 
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The case study for these four study was at an intensively utilized agricultural lowland area of 

the Lombardy region. 

1.4  Study Area 

The study area, as delineated in Figure 3.1 (Chapter 3), spans an approximate area of 

50 km2 and is situated approximately 20 km to the southwest of Milan in the intensively utilized 

agricultural lowlands of the Lombardy region. This region borders the Piedmont region. It 

encompasses parts of the Ticino River Valley, characterized by varying elevations. The 

elevation ranges from 76 meters above sea level (m.a.s.l.) in the southwestern segment near the 

Ticino River to 127 m.a.s.l. in the vicinity of the town of Abbiategrasso. 

The study area falls under a humid subtropical climate classification (Cfa), following 

the Köppen climate classification system. It experiences warm summers and cold winters, with 

a mean annual temperature of approximately 14°C. Annual precipitation averages around 782 

mm, measured at the Vigevano SS494 Arpa Lombardia station, which is located near the Ticino 

River in the central part of the study area, at an elevation of 94 m.a.s.l. 

The study area is distinguished by the Ticino River, the only natural watercourse in the 

region, flowing south-eastward. However, this area exhibits significant artificial alterations to 

its drainage and irrigation systems, substantially modifying the natural water flow patterns. The 

study area is predominantly flat, except for river terraces formed through erosive action by the 

Ticino River. The area can be categorized into three primary terrace levels, oriented parallel to 

the Ticino River on the left side. In contrast, the right side of the area features less developed 

terraces, with only one order of terraces. These terrace escarpments have slopes of 

approximately 20 degrees and are characterized by springs at their base. The oldest terrace 

level, positioned at higher elevations, corresponds to the "Ripiano Generale della Pianura," 

featuring a flat surface.  

This terrace level dates to the upper Pleistocene and consists of gravelly-sandy 

fluvioglacial deposits deposited during the last Wurmian glaciation. These coarse-textured 

deposits facilitate water infiltration and play a crucial role in feeding the aquifer. The 

intermediate terrace level, formed because of subsequent erosive processes by the Ticino River, 

comprises terraced fluvial deposits from the Middle Holocene. These deposits exhibit primarily 

sandy-gravelly and silty textures. Finally, the most recent and current fluvial deposits represent 

the youngest level of the Ticino valley, associated with the Upper Holocene. These deposits are 

primarily sandy-gravelly with slightly silty textures. Soil profiles developed on these terraces 

vary in depth, ranging from Regosols in the lower parts to Luvisols and Umbrisols in the upper 
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regions, in accordance with the World Reference Base for Soil Resources, 1998, with a 

predominately sandy-loam texture. 

As of the present day, the primary crops in the region, as per the DUSAF 6.0 land use 

map (Regione Lombardia, 2019), include maize and rice. Maize, along with other simple arable 

crops such as wheat, sorghum, and barley, covers approximately 32% of the area, while rice 

accounts for around 21% of the land. Additionally, woodland covers roughly 18% of the study 

area, with a concentration on the lowest terrace level. Both maize and rice cultivation demand 

significant amounts of irrigation water. Maize is typically irrigated through furrow irrigation 

during the June to September period, while rice fields are flooded from mid-April to early May 

and remain flooded until the end of August or September. The unique water management 

practices of rice fields, particularly intermittent flooding, can have a notable impact on the 

recharge of the water table. 

1.5  Thesis structure 

The thesis is organized in seven chapters, including this introduction chapter. Chapter 

2 provides a systematic review of published research articles related to DSM in lowland areas, 

with the objective of identifying trends, challenges, and emerging research areas in this field. 

It is intended that this review of relevant literatures will assist in identifying knowledge 

clusters and gaps in DSM approaches in lowland thereby guiding the path toward more robust 

and reliable soil information for our study area. Chapter 3 assess the performance of stacking 

ensemble model approach and linear and nonlinear machine learning models in predicting and 

mapping soil properties in a lowland landscape, with the aim of improving soil property 

estimation accuracy. Chapter 4 explore the effectiveness of machine learning techniques 

combined with residual kriging for predicting the spatial distribution of SOC in lowland areas, 

emphasizing the importance of environmental covariates and terrain attributes. Chapter 5 

investigates impact of DEM spatial resolution on soil type classification and model 

transferability in DSM, with the goal of understanding how variations in spatial resolution 

influence the accuracy and applicability of soil classification models. Chapter 6 illustrates a 

overview of the research findings, while Chapter 7 gives the conclusion of this thesis and 

recommendations for future research. 

At the time of this PhD thesis writing, Chapters 3 is an accepted peer-reviewed 

publication, while Chapter 2, 4, and 5 are under journal review. Literature references for all 

chapters have been combined at the end of this thesis. 
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CHAPTER TWO 

2 LITERATURE REVIEW ON DIGITAL SOIL MAPPING 

APPROACHES IN LOWLAND AREAS 

 

Digital soil mapping (DSM) around the world is mostly conducted in areas with a certain relief 
characterized by significant heterogeneities in soil-forming factors. However, also lowland 
areas (e.g., plains, low-relief areas), prevalently used for agricultural purposes, might also 
show a certain variability of soil characteristics. To assess the spatial distribution of soil 
properties and classes, consistent soil datasets are a prerequisite to facilitate effective 
management of the agricultural areas. This systematic review explores the DSM approaches in 
lowland areas by compiling and analysing published articles from 2008 to mid-2023. A total 
of 67 relevant articles were identified from Web of Science and Scopus. The study reveals a 
rising trend in publications, particularly in recent years, indicative of the growing recognition 
of DSM's pivotal role in comprehending soil properties in lowland ecosystems. Noteworthy 
knowledge gaps are identified, emphasizing the need for nuanced exploration of specific 
environmental variables influencing soil heterogeneity. The review underscores the dominance 
of agricultural cropland as a focus, reflecting the intricate relationship between soil attributes 
and agricultural productivity in lowlands. Vegetation-related covariates, relief-related factors, 
and statistical machine learning models, with Random Forest at the forefront, emerge 
prominently. The study concludes by outlining future research directions, highlighting the need 
of understanding the intricacies of lowland soil mapping for improved land management, 
heightened agricultural productivity, and effective environmental conservation strategies. 
 

 

Keywords: geostatistical approach, lowland, low-relief, machine learning, SCORPAN, soil 

mapping. 

 

 

Based on:  

Adeniyi, O.D.; Bature, H.; Maerker, M. (2024). A systematic review on Digital Soil Mapping 

Approaches in Lowland Areas. Land. Under review 
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2.1 Introduction 

Soil, as the foundation of terrestrial ecosystems, plays a crucial role in supporting 

agriculture, biodiversity, and ecosystem services (Montanarella & Panagos, 2021). In the 

pursuit of sustainable land management and informed decision-making, accurate soil 

information in form of soil maps is paramount. Traditionally, soil mapping involved labour-

intensive field surveys and manual data collection methods, which often present limitations in 

terms of spatial coverage, resolution, and efficiency (Behrens & Scholten, 2006). However, the 

digital revolution has transformed soil mapping practices, paving the way for innovative 

approaches that harness the power of technology, data science, and remote sensing (Mulder et 

al., 2011). 

Digital Soil Mapping (DSM) has revolutionized the field of soil science by combining 

traditional soil survey techniques with modern computing technologies (Southwest Biological 

Science Center, 2018; Wadoux et al., 2020). DSM creates and populates spatial soil information 

systems using field and laboratory observational methods coupled with spatial and nonspatial 

soil inference systems (IUSS, 2016). It combines soil science, geographic information science, 

quantitative methods, and cartography within a framework that utilizes environmental data to 

predict soil classes and properties (McBratney et al., 2003). In recent years, we observe a 

substantial increase in DSM activities driven by i) the increasing demand for quantitative and 

spatial soil information, ii) the development of statistical models and artificial intelligence 

combined with computer resources to compute and store these data, and iii) enormous advances 

in easily obtainable environmental variable data for the rapid production of soil class and 

property maps (Grunwald et al., 2012; Wadoux et al., 2020).  

McBratney et al. (2003) formulated the general framework of DSM which was built on 

Jenny’s model (S = clorpt) of soil formation (Jenny, 1941), where S is the soil and the acronym 

clorpt stands for climate, organisms, relief, parent material and time, respectively. Clorpts are 

soil-forming factors; however, McBratney et al. (2003) added the spatial position “n” to Jenny’s 

formulation and proposed the SCORPAN model for soil mapping. This updated equation 

provides a spatial model to quantitatively express the relationship between a soil property or 

class and the environmental variables for a given spatial location. Based on the first law of 

geography and soil genesis theory, geostatistical and soil landscape models have been 

extensively explored in local, regional, and global DSM (Wadoux et al., 2021). 

However, most DSM studies have focused on areas such as high-relief land (Behrens, 

Schmidt, et al., 2010; Brungard et al., 2015; Jafari et al., 2012), where terrain and vegetation 
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exhibit certain spatial variations and correlate with soil spatial patterns. In this rapidly evolving 

of soil science, one specific terrain or landscapes that demands careful consideration is lowland 

areas. Lowlands, encompassing floodplains, deltas, and coastal regions, are dynamic and 

complex landscapes shaped by complicated interactions between land, water, and ecosystems. 

Lowlands represent extensive, ecologically sensitive landscapes that are frequently subjected 

to agricultural activities, urbanization, and environmental challenges such as flooding and 

salinity. Accurate soil information in these areas is vital for optimizing land use, enhancing 

crop productivity, managing water resources efficiently, and mitigating environmental impacts.  

To the best of the authors’ knowledge, there hasn’t been any literature review on DSM 

activities in lowland areas. Therefore, this article provides a comprehensive review of various 

advances in DSM approaches specifically for lowland areas. To comprehensively assess and 

synthesize the existing body of literature regarding the application of DSM approaches for soil 

mapping in lowland, we followed a systematic mapping approach as explained by James et al. 

(2016). It is intended that this review of relevant literature will assist prospective researchers 

by identifying knowledge gaps in DSM approaches in lowland thereby guiding the path toward 

more robust and reliable soil information for improved land management, agricultural 

productivity, and environmental conservation. As the nexus of technology and soil science 

continues to evolve, embracing the potential of DSM in lowland areas not only enhances our 

understanding of these ecologically sensitive landscapes but also empowers policymakers, land 

managers, and researchers with the tools needed to make informed decisions for a sustainable 

future. 

2.2  Soils in lowland areas 

Soils in lowland or low-relief areas refer to specific types of soil found in low-lying 

regions, such as plains, river valleys, former flat glacial, floodplains, coastal plains, and alluvial 

valleys (FAO Natural Resources Management and Environment Department, 2001). These 

areas are typically characterized by flat topography and relatively shallow topsoil with high 

bulk density (Lima et al., 2009). They are mostly located between higher elevation regions and 

bodies of water, making them essential for agriculture, settlement, and various environmental 

functions. Soils in lowland areas exhibit distinctive characteristics that are important for 

mapping purposes. The key aspects to consider are as follows. 

i. Soil Hydrology: Lowland areas tend to have unique drainage patterns because of their 

relatively flat topography and proximity to water bodies, such as rivers, lakes, or coastal 

regions. Consequently, soils in lowland areas often exhibit distinct hydrological 
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properties such as low internal drainage, and higher potential for waterlogging (Parfitt 

et al., 2017). Understanding these characteristics is crucial for mapping purposes, as 

they help identify areas prone to flooding, soil moisture variations, and the overall 

drainage capacity of the soil. 

ii. Organic Matter Accumulation: Lowland areas often experience high rates of organic 

matter accumulation often improve the soils’ structure, mitigating the low drainage and 

limited oxygen availability. Waterlogging and limited oxygen may instead be given by 

the presence of fine textural soils and/or by the presence of depressional landforms 

typical of lowlands, and/or by the presence of shallow water tables (Carating et al., 

2014). As a result, these soils have unique properties and fertility profiles. Proper 

mapping of the organic matter content in lowland areas is vital for understanding 

nutrient cycling, carbon sequestration potential, and sustainable land management 

practices. 

iii. Sediment Deposition: Lowland areas often serve as deposition sites for sediments 

carried by wind and water bodies, such as rivers, during flooding events (Carating et 

al., 2014). These sediment deposits can lead to variations in the soil composition, 

specific properties, and nutrients across the landscape (Jaworska & Klimek, 2023). 

Mapping these variations helps to characterize soil formation processes, identify 

suitable land use practices, and manage erosion risks in lowland areas. 

iv. Peat Soils: Peat soils may be prevalent in certain lowland areas (Ikkala et al., 2021). 

These soils were formed through the accumulation of partially decomposed organic 

matter. Peat soils have specific properties such as high water-holding capacity, low bulk 

density, and acidic pH. Mapping peat soil distribution in lowland areas is crucial for 

understanding carbon storage, wetland conservation, and sustainable land-use planning. 

v. Soil Salinity and Alkalinity: Some lowland areas, especially those in coastal regions or 

near saltwater bodies, may contain soils with elevated salinity or alkalinity levels 

(Nabiollahi, et al., 2021). These conditions can affect the growth and productivity of 

the vegetation and agricultural crops. Mapping the extent of soil salinity and alkalinity 

in lowland areas provides valuable information for site-specific soil management, 

irrigation practices, and land suitability assessment.  

2.3   Materials and methods 

The systematic approach discussed by James et al. (2016) was followed to compile the 

relevant information from the existing published papers with the aid of HubMeta software 
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(Steel & Hendijani, 2023). This approach involves a comprehensive process including team 

establishment, defining scope and questions, setting inclusion criteria, evidence search, 

screening, database creation, optional critical appraisal, findings description and visualization, 

and report production. In this study, a systematic search was conducted across two databases, 

Web of Science (WoS) and Scopus® (Fig 1). The aim was to identify fully published peer-

reviewed journal articles in English language that focus on the digital mapping of soil 

properties/classes in lowland areas. The two databases were queried using various search 

expressions built using standard Boolean operators. The search was without timespan 

restriction and, hence, covering publications from the period from 1991 to June 2023. Search 

strings were selected in such a way that most papers of our interest would be included. All 

search expressions were chosen based on the following defined keywords query for ‘title’, 

‘abstract’ and ‘keywords’: “digital soil mapping” OR “soil mapping” OR “spatial distribution”, 

AND “lowland” OR “low relief” OR “plain” AND “soil map”.  

The resulting papers were screened based on the criteria for inclusion of DSM studies 

conducted in lowland or low relief or plain areas. The Exclusion criteria were: 1) Duplicates, 

2) articles which did not predict soil property or classes specifically in lowland areas and 3) 

articles which adopted only geostatistical methods of DSM without considering any 

environmental covariates (SCORPAN). After applying the inclusion and exclusion criteria, 

only the articles whose focus include the mapping of soil in lowland or plain or low relief areas 

were targeted for systematic review.  

From the selected papers, relevant information from these articles including the country, 

year of publication, target variable, land use, number of soil sample, method of sampling, 

validation techniques, environmental covariates, sources of environmental covariates, DSM 

predictive approach/model, assessment metric, and objective of the paper were recorded and 

presented in tables, and appropriate maps to show the knowledge gaps and clusters in this 

research area. 

A total of 774 articles were found – 641 in Web of Science and 133 in Scopus databases 

– using the search expressions (Fig. 2.1). After the duplicate articles were removed, we 

investigated the remaining 747 articles to select the articles that met our relevant criteria. 133 

articles were selected after doing the title and abstract screening and a total of 67 articles were 

found to meet all our criteria after doing the full text review of the articles. The collection of 

the evidence compiled, also known as the systematic map, is presented in a tabular format in 

Table 2.1. 
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Figure 2.1.  Schematic overview of the screening process applied to the articles examined for 
this study. 
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Table 2.1. Summary of remaining reviewed published papers on digital soil mapping in lowland/plain/low relief areas 

S/N Reference Target soil variables Land use Environmental 

covariate 

combinations 

[Source] 

DSM models 

(Best model in 

comparison 

studies bolden) 

Assessment 

metric 

combination 

Validation 

Approach 

Traditional statistic approach 

1. (Yahiaoui et al., 2015) Soil salinity Cropland  S [RS, EC], O [RS], 

R 

Step MLR   

2.  (Nawar et al., 2014) Soil salinity Cropland S [SS, RS] PLSR, MARS R2 and RMSE Independent 

validation 

3. (Cheng-Zhi et al., 2012) SOM Cropland R FSPW, MLR CCC, MAE and 

RMSE 

Independent 

Validation 

4. (Nawar et al., 2015) Soil salinity variable 

(EC), clay content 

and SOM 

Cropland S [MRS] PLSR, MARS R2, RMSE and 

RPD 

Data splitting 

5. (Vaudour et al., 2019) SOC, pH, CEC, 

Iron, Clay, Sand, 

Silt, CaCO3 

Cropland S [RS], O[RS] PLSR R2, RMSE and 

RPD 

K-fold CV 

6. (M. Zhang, Liu, et al., 2021) SOM Cropland S [RS], O [RS] Step MLR R2, RMSE and 

MAE 

Data splitting 

7. (Buscaroli et al., 2021) Trace elements Croplands, 

Urban and 

industrial areas 

S [WDXRF] PCA, CA   

8. (Tang et al., 2022) SOM Croplands S, O [MRS] Step-MLR, PLSR R2 and RMSE Data splitting 

9. (Yu et al., 2023) Soil salinity Croplands, 

grasslands, 

woodland 

S[RS], O [RS, LU], 

R 

PLSR R2, Bias, RMSE K-fold CV 

10. (Ma et al., 2023) SOM Croplands, 

Paddy field, 

forest 

O [RS] PLSR R2 and RMSE LOOCV 

Geospatial and multivariate geostatistics approach 

11. (Lagacherie et al., 2012) Clay Vineyard S [HRS] Co-kriging, block 

co-kriging 

RMSE K-fold CV 

12. (Bilgili, 2013) Soil salinity 

variables 

Croplands R OK, RK, KED, 

DK 

RMSE, RI, 

Kappa 

Data splitting 

13. Zhao et al. 2014) SOM Paddy field O [RS] OK, RK RMSE, MAE, 

ME 

LOOCV 
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14. (Liu et al., 2022) SOC Cropland C, O, R OK, SLR MAE, RMSE, R2 Data splitting 

15 (Shabou et al., 2015) Soil texture class, 

Clay 

Cropland, fruit 

trees 

S[LS], O[MTD] Cokriging RMSE, R2 Independent 

validation 

16 (Walker et al., 2017) Clay, CaCO2, EC, 

Iron, Sand, Silt, pH 

Vineyard S[LS], O[HS] OK, CoKriging 

with CED 

R2 LOOCV 

Statistical machine learning approach 

17 (Barthold et al., 2008) Soil nutrient: K and 

Mg 

Forest O, R, P CART - K-fold CV 

18. (Mosleh et al., 2016) Sand, silt, clay, EC, 

CFs, SOC, pH and 

CaCO3 

Cropland S[LS], C, O[RS], R, 

P, A 

ANN, BRT, MLR, 

GLM 

RMSE, ME, R2 Data splitting 

19. (Mosleh et al., 2017) Soil taxonomy 

classes 

Cropland S[LS], C, O[RS], R, 

P, A 

RF, MLR, ANN, 

BRT 

Kappa, OA, 

Adjusted Kappa, 

Brier score 

Data splitting 

20.  (Pahlavan-Rad et al., 2018) SOC Cropland S, O [RS, LU], R RF RMSE and MAE K-fold CV 

21. (Pahlavan-Rad & 

Akbarimoghaddam, 2018) 

Sand, silt, clay, pH Cropland O[RS], R RF RMSE, MAE and 

ME 

Data splitting, 

Independent 

validation 

22. (Mirakzehi et al., 2018) Soil taxonomy 

classes 

Cropland S [RS], R, O [RS] RF Kappa, OA Data splitting, K-

fold CV 

23. (Jamshidi et al., 2019) Soil taxonomy 

classes 

Cropland, 

forest, 

grassland 

O [LU, RS], R, P DSMART OA, CI Independent 

validation 

24. (C. Y. Zeng et al., 2019) Sand, Clay  R [LSDF, RS] RF RMSE, MAE LOOCV 

25. (Donoghue et al., 2019) pH, Clay, SOM, 

other soil nutrients 

  CA   

26. (Esfandiarpour-Boroujeni, 

Shamsabadi, et al., 2020) 

Soil taxonomy class, 

soil WRB class 

Cropland S[LS, RS], R, P, A DT, LVQ (ANN) PPE Data splitting 

27. (Fathizad et al., 2020) SOC, EC, HM, AS  S[RS], O[RS, LU], 

R, P 

RF MAE, RMSE and 

R2 

Data splitting 

28. (Esfandiarpour-Boroujeni, 

Shahini-Shamsabadi, et al., 

2020) 

Soil taxonomy class, 

soil WRB class 

Cropland S[LS, RS], R, P, A ANN, DT, RF, 

SVM 

OA, CI Data splitting 

29. (Goldman et al., 2020) Soil texture class Cropland, 

forest, Urban 

area 

S [LS], R RF Kappa, OA, CI Independent 

validation 

30. (Zare et al., 2020) ES, clay, sand, CEC Cropland S SVM CCC LOOCV 
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31. (Parsaie et al., 2021) Sand, Silt, Clay, 

CaCO3, SOC 

Cropland, 

rangeland 

O[RS], R Cubist, RF, DT RMSE, MSE, R2 Data splitting 

32. (K. Wang et al., 2021) SOC Cropland S[RS] RF, ANN, SVM, 

PLSR 

RMSE, RPD Data splitting 

33.  (Abedi et al., 2021) Soil salinity 

variables (EC, SAR) 

Cropland, 

Orchards 

S [RS], R DT, kNN, SVM, 

Cubist, RF, 

XGBoost 

RMSE, MAE, R2 K-fold CV 

34. (Nabiollahi, Taghizadeh-

Mehrjardi, Shahabi Aramand 

Heung, et al., 2021) 

pH, Soil salinity 

variables (EC, SAR) 

Croplands S[RS], O[LU, 

RS],R,P, A 

RF CCC, MAE, 

RMSE 

K-fold CV 

35. (Habibi et al., 2021) Soil salinity 

variables (EC) 

 S[RS], O[RS], R ANN MSE, R2 Data splitting 

36. (Rainford et al., 2021) SOC Cropland, 

rangeland, 

forest, Urban 

area 

C, O [LU], R, P, A RF RMSE, ME Data splitting 

37. (M. Zhang, Zhang, et al., 

2021) 

SOM Cropland S [RS], O[RS], R RF, ANN, SVM ME, RMSE, R2 Data splitting 

38. (Sothe et al., 2022) SOC Forest S, C, R, O[RS, SAR] RF RMSE, MAE, R2 Data splitting 

39. (Fathizad et al., 2022) SOC Cropland O [RS] RF, SVM, ANN RMSE, MAE, R2 k-fold CV 

40. (X. Zhang et al., 2022) SOC Cropland S[RS], C, O[RS], R, 

P 

Cubist, XGBoost, 

RF 

RMSE, R2 Independent 

validation 

41. (Luo et al., 2022) SOM Cropland O[RS, MTD] RF RMSE, R2 Data splitting 

42.  (P. Zeng et al., 2022) SOM Cropland C, O[RS], R RF, DL[LSM-

ResNet ] 

CCC, MAE, ME, 

RMSE, R2 

Data splitting 

43. (Sorenson et al., 2022) Soil type class Forest S[RS, SAR], O[RS], 

R 

RF Kappa Independent 

validation 

44. (Xu et al., 2022) SOC Cropland S[RS], O[RS, MTD] RF, Cubist, GBM Bias, RMSE, R2 Data splitting 

45. (Ul Haq et al., 2022) Soil texture class Cropland O[RS] RF, SVM, LMT OA, F1 score K-fold CV 

46. (X. Wang et al., 2022) SOM Paddy field S [VNIR], O[VNIR, 

LU] 

RF RMSE, R2 Data splitting 

47. (Ge et al., 2023) Soil salinity 

variables 

 

Cropland 

S[RS], O[RS] Cubist, RF, SVM, 

XGBoost 

RMSE, R2, MAE Data splitting 

48. (Lotfollahi et al., 2023) CaCO3 Cropland, 

rangeland 

O[RS], R RF, DT RMSE, R2 Data splitting 

49. (Liu et al., 2023) SOC Cropland C, R RF, SVM Bias, RMSE, R2 K-fold CV 
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50. (Adeniyi et al., 2023) Sand, Silt, Clay, pH, 

SOC, topsoil depth  

Cropland, 

paddy field 

O[LU], R Cubist, GBM, 

GLM, RF, SVM, 

EL 

CCC, RMSE nestedCV 

51. (Dasgupta et al., 2023) Soil micronutrients Cropland S[RS], C, O[RS], R EL, SVM, Cubist, 

RF, QRF, rpart, 

Rpart2, XGBoost, 

extraTrees, XCG, 

glmStepAIC, C 

LASSO, MARS 

CCC, RMSE, 

MAPE 

Data splitting 

Hybrid model approach 

52. (Mousavi et al., 2023) CaCO3, Silt, Clay, 

pH, SOC, Sand 

Cropland R, O[RS] RF-RK Bias, CCC, 

RMSE, R2 

Data splitting 

53. (Kumar et al., 2018) SOC Forest O [RS], R RK (MLR-OK) RMSE, ME Data splitting 

Multi-approach methods 

54. (Maino et al., 2022) Soil texture (Sand, 

Silt and Clay) 

Cropland S,P [Radiometric 

Data] 

Step-MLR, 

NLML 

R2 Data splitting 

55. (Lamichhane et al., 2021) SOC Cropland S[LS], C, O[LU, 

RS], R, P, A, N 

RK, RF CCC, ME, 

RMSE, R2 

Data splitting 

56. (Y. Zhang et al., 2019) SOC Cropland, 

forest 

O [RS] Step-MLR, PLSR, 

ANN, OK, SVM 

RMSE, R2 Data splitting 

57. (Guo et al., 2021) SOC, SBD Cropland O [HRS, RS] ELM, PLSR RPIQ, RMSE, R2 Data splitting 

58. (Kaya, Keshavarzi, et al., 

2022) 

SOC, Soil nutrient 

(P) 

Cropland, 

Orchards 

S, C, O[RS], R, P Cubist, RF, RF-

RK, Cubist-RK 

NRMSE, RMSE, 

MAPE, CCC 

Data splitting 

59 (Kaya, Schillaci, et al., 2022) Soil salinity variable 

[EC] 

Cropland  O[RS, LU], R, P RF, SVM, RF-

RK, SVM-RK 

NRMSE, RMSE, 

CCC 

Data splitting 

60. (Rahmani et al., 2022) SOM, CEC Cropland R UK, Cubist, RF ME, CCC, 

RMSE, R2 

Data splitting 

61. (Wu et al., 2022) SOC Cropland, 

Paddy field, 

grassland, 

woodland 

S, C, O [LU, RS], R Cubist, OK, RF, 

Step-MLR 

MAE, CCC, 

RMSE, R2 

Data splitting 

62. (Yan et al., 2023) SOM Cropland S[HRS] OK, RF RPD, RMSE, R2 Independent 

validation 

63. (Chagas et al., 2016) Sand, silt, Clay  O [RS] MLR, RF RMSE, R2 Data splitting 

64. (Samarkhanov et al., 2022) Soil salinity variable 

[EC] 

Cropland S[RS], O[RS] KNN, MLR, 

PLSR 

RMSE, R2 Data splitting 

65. (Shahrayini & Noroozi, 2022) Soil salinity variable 

[EC, SAR] 

Cropland, 

rangeland 

 R, O[RS] Step-MLR, RF RMSE, R2 Data splitting 
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66. (Huang, Nhan, et al., 2014) EC, pH Cropland, 

rangeland 

R [PS] Fuzzy k-means RMSE, ME  

67. (Huang, Wong, et al., 2014) EC, pH Cropland, 

rangeland 

R, N MLR, REML, OK MSE  

Description of properties: 
Target soil variables: Electrical conductivity (EC), Sodium Absorption Ratio (SAR), Soil Organic Carbon (SOC), Soil Organic Matter (SOM), Phosphorus (P), Soil Bulk Denisty 
(SBD), Coastal Acid Sulfate Soils (CASS). Calcium carbonate (CaCO3), Cations and Cation Exchange Capacity (CEC), Total Nitrogen (TN), Coarse Fragments (CF), Heavy 
metals (HM) 
Environmental covariates: Soil (S), Climate (C), Organisms (O), Relief (R), Parent material (P), Age (A), and easting and northing coordinates/Position (N). Sources: Legacy 
Soil map (LS), Land use (LU), Land Surface Dynamic Feedback (LSDF), Hyperspectral remote sensing data (HRS), multispectral remote sensing (MRS), near-infrared 
spectroscopy (NIR), remote sensing (RS), synthetic aperture radar (SAR), visible/near-infrared spectroscopy (VNIR), Wavelength Dispersive X-Ray Fluorescence (WDXRF), 
Moderate Resolution Imaging Spectroradiometer (MODIS) Terra MOD09A1 

DSM models: Artificial Neural Network (ANN), Boosted Regression Trees (BRT), Clustering analysis (CA), Classification and Regression Trees (CART), Decision Trees (DT), 
Deep Learning (DL), Disaggregation and Harmonisation of Soil Map Units Through Resampled Classification Trees (DSMART), Extreme Learning Machine (ELM), Ensemble 
Learning (EL), Extremely randomized trees (extraTrees) Least Absolute Shrinkage and Selection Sperator (LASSO), Linear regression with stepwise selection (leapSeq), K-
nearest neighbors (KNN), Partial least squares regression (PLSR), multivariate adaptive regression splines (MARS), Multiple Linear Regression (MLR), Principal component 
analysis (PCA), Recursive Partitioning and Regression Trees (rpart), Support vector machines (SVM),  OK, LSM-ResNet, Residual Maximum Likelihood (REML), Quantile 
Regression Forest (QRF), Random Forest (RF), Extreme gradient boosting (XGBoost), Gblinear booster (XGB) 
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2.4 Results and Discussion 

2.4.1 Emergence of Interest and Growing Importance 

Fig. 2.2 exhibits the trend of the number of articles that focused on DSM in lowland 

areas. The distribution of selected articles according to the year of publication showed a 

consistent upward trend from 2013 to 2022, with the highest number of publications (16) in 

2022 and 11 articles published by mid-year 2023.  

 

Figure 2.2. Trend of the number of articles published. 

The temporal trend analysis of the selected articles demonstrated a growing interest in 

the application of soil mapping approaches in lowland areas over the past two decades. It also 

indicates the growing recognition of the need for accurate soil characterization in these 

environments. Lowland areas are characterized by ecological sensitivity and challenges related 

to flooding, salinity, and agricultural productivity. The rising interest in DSM underscores the 

importance of understanding soil properties and their spatial variations in addressing these 

multifaceted challenges. Moreover, the recent availability of high-resolution satellite data has 

contributed to the surge in DSM studies in lowland areas. For example, until 2014, the global 

coverage of the SRTM DEM was at a 90 m resolution, but since then, a 30 m version of the 

same elevation model has been released worldwide. 

Fig 2.3. displays the geographical distribution of the number of articles published over 

the period of this study. Out of 67 articles, the study area of 22 articles was in China, followed 

by 18 in Iran and 5 in the USA. Smaller proportions of articles were distributed across France, 

India, Italy, Canada, and Brazil, Egypt, Turkey, Algeria, Tunisia, indicating a global interest in 

lowland DSM. 
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Figure 2.3. Geographic distribution of the number of articles published. 

2.4.2 Dominant Land Use Categories 

Fig. 2.4 shows the common land use of the study areas where DSM approach has been 

used for soil mapping in lowland areas from the published articles. Land use distribution within 

the selected articles demonstrated a varied focus. Agricultural cropland constituted the highest 

proportion, appearing in 62% of the total articles. The emphasis on DSM within cropland areas 

signifies the recognition of the intimate relationship between soil attributes and agricultural 

productivity. Accurate soil mapping in croplands aids in optimizing irrigation, fertilizer 

application, and crop selection, thereby contributing to efficient resource utilization and yield 

enhancement. In addition, the focus on woodland/trees (14% of the total articles) reflects the 

interest in understanding soil dynamics within these ecologically sensitive areas. DSM within 

forested lowland areas helps in assessing soil erosion risks, determining soil nutrient 

availability for plant growth, and guiding forest management practices. This knowledge is vital 

for maintaining the ecological integrity of forest ecosystems and promoting sustainable forestry 

practices.  

 

Figure 2.4. Percentage of land use from the articles published. 
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2.4.3 Targeted Soil Variables in Lowland areas 

Fig. 2.5 represent frequency of predicted variables in different DSM articles in lowland 

areas. 46% of the articles focused on predicting a single target soil variable and the 

corresponding digital soil map. This approach may reflect a pragmatic strategy to address 

specific soil-related challenges e.g. SOC stock, soil salinity, etc. On the other hand, 38 out of 

the 67 articles (54%) aimed to predict multiple target soil variables and generate comprehensive 

digital soil maps. This emphasis on multifaceted soil variables signifies the increasing 

recognition of the interconnectivity between different soil attributes and the importance of 

capturing this complexity in mapping efforts. 21% of the articles focuses on mapping SOC 

related properties such as SOC density, SOC stock, etc. Among the studied articles, SOC stood 

out as the most extensively studied variable. This prominence likely stems from the crucial role 

of SOC in determining soil fertility, carbon sequestration potential, and overall soil health 

(Bünemann et al., 2018; Lal, 2016). Additionally, SOC content also SOM (which was 13% of 

the articles) can be a key indicator of land use sustainability and climate change mitigation 

strategies (Lorenz et al., 2019). Similarly, the attention given to the mapping of sand, silt, and 

clay contents (14% of the articles) reflects the significance of soil texture in determining soil 

structure, water-holding capacity, and nutrient retention. Soil salinity variables (15% of the 

articles) such as EC and SAR are also addressed notably, indicating the importance of 

understanding soil salt concentrations in lowland areas, where salinity can significantly impact 

plant growth, land use and land degradation (Machado & Serralheiro, 2017; Shrivastava & 

Kumar, 2015; Thiam et al., 2021). Nutrient mapping, encompassing both macro and 

micronutrients, constitutes only 6% of the studies. Given the critical role of nutrients in 

agricultural productivity and ecosystem functioning, this presents an avenue for future research 

to investigate nutrient dynamics in lowland soils. Similarly, the limited attention (8%) directed 

towards soil class mapping, encompassing soil texture and taxonomy classifications, 

underscores an opportunity to deeper explore the characterization of soil types within lowland 

environments. Accurate soil class mapping aids in informed decision-making related to 

agriculture, environmental conservation, and urban development. 
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Figure 2.5. Percentage of targeted variables in the articles reviewed. 

2.4.4 Environmental Covariates for DSM in lowland areas 

Relevant environmental covariates can improve the accuracy of DSM (McBratney et 

al., 2003). The legacy soil maps, climatic data, digital elevation models (DEM), geology maps, 

remote sensing products, land use map, geomorphological maps have been used as sources of 

environmental covariates (SCORPAN factors) in DSM activities in lowland areas has presented 

in Table 2.1. Fig 2.6 shows the frequency of the SCORPAN factors as covariates to predict a 

soil property or class in all the selected articles.  

 

Figure 2.6. Percentage of environmental covariates in the articles reviewed. 

Among the studied articles, the organism-related covariates (O) stood out to be the most 

extensive used (33% of the articles). This underscores the role of vegetation in shaping soil 

characteristics. Lowland areas are mostly agricultural areas. Agricultural practices such as 

tillage and other human interference weaken the relationship between vegetation and soil 

conditions (Zhao et al., 2014; Zhu et al., 2010). Mapping soils in lowland areas presents 
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specific challenges, owing to the unique characteristics of these landscapes. However, this 

review study shows that vegetative spectral indices such as normalized differential vegetative 

index, enhanced vegetative index, soil adjusted vegetative index, etc., derived from free access 

and easily downloadable remote sensing imagery such as Landsat, Sentinel, Modis, etc, are 

powerful covariates in mapping soils in lowland areas. Vegetative spectral indices and 

reflectance band data provide insights into land cover and vegetation health. Also, land use 

maps were accounted as good source of human interference in lowland areas (Adeniyi et al., 

2023). In farm-scale mapping, existing land use practices emerge as a significant governing 

element (Minasny et al., 2013). These covariates are valuable for understanding how plant 

communities impact soil properties through factors like root structure, nutrient cycling, and 

organic matter input in lowland areas.  

The integration of relief-related covariates (R) demonstrates the importance of 

topography in influencing soil distribution and properties. It was used in 28% of the articles. 

Terrain attributes derived from Digital Elevation Models (DEM) offer terrain information. The 

terrain attributes include elevation, multi-resolution index of valley bottom flatness, multi-

resolution index of ridge top flatness, wetness index, mass balance index, slope length and 

steepness factor of universal soil loss equation, mid slope position, terrain ruggedness index, 

valley depth, vertical distance to channel network, etc. These indices are crucial for 

understanding soil erosion potential, water drainage patterns, and the accumulation of organic 

material in different landscape positions (Moore et al., 1993). Cheng-Zhi et al. (2012) proposed 

a technique for calculating fuzzy slope positions by assessing their similarity to standard slope 

positions. They employed this method in the digital mapping of soil organic carbon (SOC) 

content. Their research demonstrated improved mapping accuracy using the fuzzy slope 

position variable, coupled with a restricted set of soil samples, when compared to the utilization 

of conventional terrain parameters along with additional soil samples. 

The soil-related covariates (S) (14% of the articles) indicate a strong interest in utilizing 

soil spectral information from remote sensing as well as proximal sensing techniques like soil 

spectrometers, and existing soil maps (legacy soil maps) in lowland areas. Soil spectral indices 

and reflectance data enable researchers to capture the unique spectral signatures of soil 

characteristics. Soil spectral indices include among others bare soil index, brightness index, 

normalized difference soil index, etc. This approach is particularly effective for estimating soil 

attributes like organic matter content, mineral composition, and sail salinity variables. Some of 

the commonly extracted environmental covariates from the legacy soil maps include soil type, 

group, texture, landform, drainage, and physiography. However, it's essential to consider the 
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spatial scale and cartographic scope of the existing soil maps before employing them for DSM 

(Santra et al., 2017).  

Furthermore, climate-related covariates which focuses on climatic factors, were found 

in 8% of the reviewed articles. These covariates were recognized for their significance in 

shaping soil properties, especially in lowlands with diverse climatic conditions. They play a 

critical role in assessing soil resilience to climate change and its implications for sustainable 

land use and agriculture. Parent-related covariates constituted 10% of the articles and 

encompassed factors related to soil's geological and pedological history, including parent 

material composition. Their limited use might be due to the perception that lowland areas often 

have uniform parent material, although exceptions exist in regions with complex geological 

histories. Age-related covariates, accounting for 5% of the articles, include factors related to 

soil development and age. While their usage was relatively limited, they offer valuable insights 

into soil dynamics, particularly in lowlands with dynamic histories of sediment deposition and 

landscape evolution. Lastly, position-related covariates (N), present in 1% of the articles, 

represent the spatial positioning of soil sampling points within lowland landscapes. Despite 

their infrequent use, these covariates provide essential information even in apparently uniform 

lowland environments, as microtopographic variations can impact soil attributes when 

combined with other landscape factors. The study highlights the importance of tailoring 

covariate selection to specific research objectives and the complexities of the lowland 

landscape, emphasizing their role in enhancing the accuracy of DSM in these critical regions. 

 

Figure 2.7.  Percentage of important variables in the articles reviewed. 

Across various studies, the importance of variables in DSM of lowland areas varies, 

reflecting the diversity of landscapes and the specific focus of each study. Terrain attributes 

such as channels network base level, valley depth, vertical distance to channel network, and 

others are consistently emerging as influential factors (Fig. 2.7). For instance, in studies by 
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Mosleh et al., (2016, 2017) and Jamshidi et al., (2019), terrain attributes were highlighted as 

the main predictors for soil properties and classes. Distance from rivers, often associated with 

topographic features, appeared critical in studies by Pahlavan-Rad et al., (2018), Pahlavan-Rad 

& Akbarimoghaddam (2018) and Mirakzehi et al. (2018). Additionally, spectral indices derived 

from remote sensing data, such as NDVI, SAVI, and band information, frequently featured 

prominently, as seen in studies by Kumar et al. (2018), Abedi et al. (2021) and Parsaie et al. 

(2021). The results underline the significance of both terrain attributes and remote sensing data 

in understanding soil variability in lowland areas. To enhance DSM accuracies, incorporating 

a combination of terrain attributes and remote sensing data proves beneficial. Combining the 

strengths of both types of variables can provide a comprehensive understanding of soil 

distribution in lowland areas. 

 

2.4.5 DSM approaches in lowland areas 

The successful implementation of DSM approaches in lowland areas requires a 

judicious selection of methodologies that account for the unique characteristics of these 

landscapes. Leveraging the power of technology and data science, modern DSM techniques 

offer the potential to overcome traditional limitations, enhance accuracy, and enable a broader 

spatial coverage. The approaches commonly employed in DSM can be generalized as 

belonging to four broad categories: (1) traditional statistical approach (Moore et al., 1993) such 

as MLR, PLSR, etc, (2) geospatial and multivariate geostatistical approach such as cokriging, 

block kriging, OK, etc, (3) statistical machine learning (ML) approach such as RF, SVM, 

Cubist (Cu), DT, DL, etc and hybrid model approach such as RK, RFRK, etc (Minasny et al., 

2013; Zhang et al., 2017). 50% of the articles uses only statistical ML approach in their studies, 

14% uses traditional statical approach, 13% uses Geospatial and multivariate geostatistical 

approach, 3% uses hybrid approach and 20% of the articles uses all the approaches for their 

comparison studies.  

Fig. 2.8 display the variety DSM techniques utilized in the articles. Random Forest (RF) 

was the most frequently used model, 37 articles in the context of DSM in lowland areas. This 

was followed by Cubist and decision trees models at 16. The diversity of predictive models 

used underscores the complexity of soil systems and the importance of selecting appropriate 

models for accurate predictions.   
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Figure 2.8. DSM models used in the reviewed articles. 

The Fig. 2.8 also incorporates the number of articles that assessed different predictive 

algorithms, alongside the number of articles in which these algorithms demonstrated superior 

performance compared to others. This evaluation was grounded in the RMSE and error metrics, 

as indicated by the articles, employing data partitioning, cross-validation, and independent 

validation techniques. In most of the multi-approach comparative studies, statistical machine 

learning approaches often outperform other methods. However, in Kaya et al. (2022); Kaya et 

al. (2022); Mousavi et al. (2023) studies, hybrid techniques which incorporate kriging of ML 

model residuals (Hengl et al., 2004, 2007) were found to outperform ordinary ML-models. The 

emerging role of hybrid models that combine geostatistical and ML approaches leverage the 

strengths of both methodologies, enhancing accuracy and prediction performance. This 

emphasizes the potential of hybrid models to capture spatial autocorrelation while benefiting 

from the predictive power of machine learning (Keskin & Grunwald, 2018). 

The diversity of DSM approaches employed, as depicted in Table 1 and Fig. 5, is 

indicative of the multifaceted nature of soil systems and the recognition that no single model 

can effectively capture all variations. Altogether, RF emerges as the most frequently used 

model, indicating its adaptability and versatility in predicting soil properties across various 

landscapes. 23 comparative studies used RF to compare the performance with others. RF 

outperformed other predictive models in 16 of them. Cubist or decision trees models were the 

second most common models used in DSM in lowland areas, 5 out of 15 comparative studies 

concluded that they are better than other models. MLR and SVM were used in at least 10 

reviewed articles and other models outperformed them in all. Deep learning (DL) models is a 

promising model used by 2 articles and performed comparatively better than another model in 
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all. Other commonly used and promising models were RK, MARS which were used by at least 

3 articles reviewed and performed comparatively better than other model in at least two studies. 

The application of various algorithms, known as predictive models, is central to 

establishing quantitative relationships between input predictors (environmental covariates) and 

target soil variables. This process involves modelling a training dataset to regression and/or 

classification procedures (Heung et al., 2016). In DSM, the utilization of high-level computer-

based programming languages like R and Python has become prevalent for implementing 

diverse ML models. An increasingly prominent subset of ML algorithms in recent years is tree 

models (Heung et al., 2016). Among these, CART serves as the basic form, constructing a tree-

based structure of predictor variables for decision-making purposes. A more sophisticated 

iteration of CART is the RF, which generates multiple decision trees from input variables 

instead of a single tree. The final decision results from an ensemble of these trees (Heung et 

al., 2016). RF stands out for its capacity to handle sizable datasets, accommodate various data 

types, capture non-linear relationships, and process computations more swiftly (Khaledian & 

Miller, 2020). The landscape of tree-based models is further enriched by options like BRT and 

Cubist. Additionally, an extended form of the RF model, QRF, has found adoption in DSM 

studies in lowland areas Table 1. ANN is another robust ML method for DSM in lowland areas. 

This technique involves three layers of neurons: input neurons (predictors), hidden neurons, 

and output neurons (target variable). ANN excels in establishing intricate non-linear 

relationships among covariates and handling complex datasets (Khaledian & Miller, 2020). The 

progression of ANN techniques has given rise to Deep Learning (DL), an advanced iteration 

of neural networks, increasingly applied in recent DSM efforts in lowland areas. Additionally, 

ensemble methods have gained traction, involving the amalgamation of predictions from 

multiple ML models to produce a more accurate singular prediction. This ensemble approach 

has been growing in prominence in DSM applications in lowland areas (Abedi et al., 2021; 

Adeniyi et al., 2023; Dasgupta et al., 2023). 

2.4.6 Evaluation of DSM approaches 

Fig. 2.8 displays evaluation (validation) techniques used in assessing the level of the 

map accuracy. This review identifies that 58% of DSM studies in lowland areas adopted data 

splitting technique for model evaluation. Cross validation and independent validation methods 

have been adopted in 28% and 14% of the articles, respectively. Minasny et al. (2013) outlined 

three distinct evaluation approaches: cross-validation, data splitting, and independent 

validation. The data splitting technique involves partitioning the input dataset into training and 
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testing subsets. These subsets are then respectively employed for model calibration and 

validation. Cross-validation (CV) encompasses omitting either one observed value (leave-one-

out method) or a subset of values (K-fold CV method) or loop an inner and an outer subset of 

values (nested CV) (Arlot & Celisse, 2010). The remaining data is utilized to train the model 

for predicting the omitted values, serving as an evaluation measure. Independent validation 

necessitates the collection of additional samples through independent sampling for dedicated 

evaluation. In each of these approaches, the congruence between predicted and observed values 

is measured using appropriate metrics to gauge prediction accuracy. Nevertheless, the data-

splitting technique is categorized as an internal assessment method, except when samples are 

acquired through a probability sampling approach (Brus et al., 2011).  

Evaluation metrics like Coefficient of Determination (R2), Concordance Correlation 

Coefficient (CCC), Mean Absolutely Error (MAE) and Root Mean Squared Error (RMSE) are 

commonly employed for soil properties. These accuracy measures can fluctuate based on 

factors such as soil properties, depths, sample sizes, prediction models, and mapping 

approaches. While metrics like overall accuracy (OA) and Kappa index are commonly 

employed to evaluate soil classification such as soil taxonomy, soil texture, etc.  Hence, 

effective strategies must be devised to enhance the precision of soil mapping predictions. 

 

 

Figure 2.9. Evaluation techniques used in the reviewed articles. 

2.5 General discussion and outlook 

In lowland areas, it might be tempting to assume that the soil properties remain uniform 

across the landscape. However, this assumption overlooks the fact that even in seemingly 

homogeneous terrains, there can be intricate variations in soil classes and properties, and these 

variations can manifest at various scales (Hook & Burke, 2000). At a fine scale, which refers 
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to relatively small and localized areas, variations can emerge due to a range of factors. For 

instance, micro-depressions in the landscape can collect and retain water differently than 

surrounding areas, leading to variations in soil moisture and properties (Biswas et al., 2012). 

Similarly, sediment deposition in particular spots, often associated with water bodies, can result 

in unique soil characteristics (Zhang et al., 2021). Hydrological processes, such as seasonal 

flooding or changes in groundwater levels, can also influence soil properties in specific 

locations (Chen & Hu, 2004; Zhang et al., 2020; Zhao et al., 2023). These fine-scale variations, 

although they might appear minor in the broader context of lowland landscapes, are essential 

to consider when mapping and characterizing lowland soils accurately. Neglecting them could 

lead to oversimplified soil maps that fail to capture the subtleties of soil properties. Therefore, 

recognizing and accounting for these small-scale variations is essential for comprehensive and 

reliable DSM in lowland areas. 

 DSM in lowland areas presents unique challenges due to several factors. Firstly, the 

limited availability of soil samples in these regions poses a significant obstacle. Lowland areas 

typically cover vast expanses of relatively homogenous terrain, which may result in a scarcity 

of soil sampling points. Secondly, the low topographic variability characteristic of lowlands 

further complicates mapping efforts. In contrast to hilly or mountainous landscapes, where 

variations in elevation can strongly influence soil properties, lowlands often exhibit gentle, 

uniform topography, making it harder to discern subtle changes in soil characteristics. 

Additionally, the scale and resolution of covariates used in DSM can be inadequate for lowland 

areas. These combined factors make DSM in lowland areas particularly challenging, requiring 

specialized approaches and careful consideration of covariates and sampling strategies to 

improve accuracy and reliability. 

However, the systematic review has shed light on the evolution and current state of 

DSM in lowland areas. The growing interest in this field reflects the recognition of the crucial 

role that soil properties and classes play in lowland ecosystems and their impact on various 

land use practices. The number of identified articles (67) suggests a relatively modest literature 

base, highlighting potential research gaps. Additionally, there are geographical biases, 

potentially limiting the generalizability of findings. Some land use categories remain 

underrepresented, indicating a need for more diverse studies. Also, the observed recent increase 

in publications of DSM in lowlands could be attributed to the latest advancements in producing 

high resolution DEMs. The vertical accuracy of DEM, which provide crucial information for 

soil mapping, has only recently seen significant improvements with new products like LIDAR 

based techniques or satellite-based information such as TerraSAR-X (Z. Liu et al., 2020; 
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Uuemaa et al., 2020). In lowlands, where elevation gradients are often quite small, these new 

DEM products provide a higher vertical resolution that can capture the subtle variations in 

elevation (Vernimmen et al., 2019; Yamazaki et al., 2017), which was a significant challenge 

in the past. With these finer-resolution DEMs, it was possible to represent the topography of 

lowland regions more accurately, leading to significantly improved soil mapping outcomes.   

Furthermore, the existing literature on DSM in lowland areas reveals a significant 

knowledge gap concerning the nuanced role of specific environmental variables that could 

enhance mapping accuracy. While various studies highlight the importance of relief-related 

covariates derived from DEM (terrain attributes), organism-related and soil information 

delineated from spectral indices of remote sensing sensors the precise identification and 

exploration of certain environmental covariates within these categories remain underexplored. 

The variability in lowland landscapes, influenced by factors such as micro-depressions, 

sediment deposition, and hydrological processes, suggests that there might be unique 

environmental variables contributing to soil heterogeneity. Understanding and incorporating 

these specific variables into DSM models is crucial for a more comprehensive and accurate 

mapping of soil properties in lowland areas, ultimately addressing the intricacies of these 

dynamic landscapes. Addressing these knowledge gaps holds the key to advancing the 

precision of DSM, facilitating improved land management, enhancing agricultural 

productivity, and contributing to effective environmental conservation strategies in lowland 

areas. Also, the adoption of various DSM approaches, especially Random Forest machine 

learning model and emerging deep learning techniques reflects the advancement of technology 

and data science in addressing soil variability challenges in the last decades. 

The findings of this review suggest several avenues for future research. Firstly, there is 

a need to further investigate the relationship between soil properties and land use practices, 

particularly in heterogeneous lowland landscapes. This is essential for sustainable agriculture, 

climate resilience, biodiversity conservation, and urban planning, ensuring a balance between 

human demands and environmental stewardship. Secondly, researchers should explore hybrid 

models that integrate geostatistical and machine learning techniques, including advanced 

approaches like deep learning, to enhance predictive accuracy in lowland ecosystems due to 

their inherent complexity. The complexity of spatial and temporal variations in these 

ecosystems can challenge traditional geostatistical models, but machine learning methods, 

capable of unveiling intricate patterns in both extensive and limited data, have the potential to 

enhance predictive accuracy (Khaledian & Miller, 2020; Wadoux et al., 2020), and support 

more informed ecological management choices in lowland areas.  Additionally, further research 
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is needed to comprehensively investigate how variations in data acquisition, model selection, 

and covariate choice may affect the accuracy and applicability of DSM especially when 

transitioning from lowland areas to highlands or hilly areas with clear drainage pattern. 

2.6 Conclusion 

This systematic review focused on the dynamic landscape of digital soil mapping in 

lowland areas, shedding light on the current state, trends, and knowledge gaps within this field. 

Employing a comprehensive systematic approach, the study identified and analysed 67 relevant 

articles published between 2008 and June 2023. The emerging trend of increasing publications, 

particularly in recent years, underscores the growing recognition of the pivotal role DSM plays 

in understanding soil properties in lowland ecosystems. The identified knowledge gaps 

highlight the need for a nuanced exploration of specific environmental variables influencing 

soil heterogeneity in lowlands. While relief-related covariates, organism-related factors, and 

soil information from spectral indices have been recognized, the precise identification and 

exploration of unique environmental variables contributing to soil variability remain 

underexplored. The systematic map presented in Table 1 provides a structured compilation of 

key information from the selected articles, offering valuable insights into the distribution of 

studies across countries, land use categories, targeted soil variables, and employed DSM 

approaches. The observed dominance of agricultural cropland as the primary focus of DSM 

studies in lowlands reflects the intimate relationship between soil attributes and agricultural 

productivity. The significance of predicting multiple target soil variables, especially soil 

organic carbon, soil salinity, and soil texture, underscores the recognition of the 

interconnectedness of different soil attributes in lowland ecosystems. The extensive use of 

vegetation-related covariates emphasizes the pivotal role of vegetation in shaping soil 

characteristics in these areas. Furthermore, the incorporation of relief-related covariates, 

including terrain attributes derived from digital elevation models, highlights the importance of 

topography in influencing soil distribution and properties. The systematic evaluation of DSM 

approaches reveals the prevalence of statistical machine learning models, with Random Forest 

emerging as the most frequently used model, indicating its versatility in predicting soil 

properties across diverse lowland landscapes. The study emphasizes the significance of 

tailoring DSM approaches to the unique challenges posed by lowland areas, including limited 

soil samples, low topographic variability, and challenges associated with the scale and 

resolution of covariates. While data splitting is the most widely adopted technique, the study 
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highlights the need for consistent evaluation metrics, considering variations in soil properties, 

depths, sample sizes, prediction models, and mapping approaches.  

Looking ahead, this systematic review suggests several avenues for future research. 

There is a pressing need to look deeper into the relationship between soil properties and land 

use practices, particularly in heterogeneous lowland landscapes. Exploring hybrid models that 

integrate geostatistical and machine learning techniques, including advanced approaches like 

deep learning, can enhance predictive accuracy in the face of the inherent complexity of 

lowland ecosystems. Additionally, a more comprehensive investigation into the variations in 

data acquisition, model selection, and covariate choice is crucial for advancing the accuracy 

and applicability of DSM, especially during transitions from lowland to highland areas or areas 

with distinct drainage patterns. Addressing these research gaps holds the key to advancing the 

precision of DSM, facilitating improved land management, enhancing agricultural 

productivity, and contributing to effective environmental conservation strategies in lowland 

areas. 
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CHAPTER THREE 

3 DIGITAL MAPPING OF SOIL PROPERTIES USING 

ENSEMBLE MACHINE LEARNING APPROACHES  

 

Sustainable agricultural landscape management needs reliable and accurate soil maps and 
updated geospatial soil information. Recently, machine learning (ML) models have commonly 
been used in digital soil mapping, together with limited data, for various types of landscapes. 
In this study, we tested linear and nonlinear ML models in predicting and mapping soil 
properties in an agricultural lowland landscape of Lombardy region, Italy. We further 
evaluated the ability of an ensemble learning model, based on a stacking approach, to predict 
the spatial variation of soil properties, such as sand, silt, and clay contents, soil organic carbon 
content, pH, and topsoil depth. Therefore, we combined the predictions of the base learners 
(ML models) with two meta-learners. Prediction accuracies were assessed using a nested 
cross-validation procedure. Nonetheless, the nonlinear single models generally performed 
well, with RF having the best results; the stacking models did not outperform all the individual 
base learners. The most important topographic predictors of the soil properties were vertical 
distance to channel network and channel network base level. The results yield valuable 
information for sustainable land use in an area with a particular soil water cycle, as well as 
for future climate and socioeconomic changes influencing water content, soil pollution 
dynamics, and food security. 
 

Keywords: digital soil mapping; ensemble machine learning; stacking model; terrain attributes; 
Lombardy lowland 
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3.1  Introduction 

The soil is the most crucial part of our ecosystem and its functioning in terms of crop 

production, filtering of water, hosting and maintaining soil biodiversity, atmospheric carbon 

sequestration and storage, as well as biomass production. Soil functions, in turn, depend on soil 

properties, such as water holding capacity, soil available nutrients, soil organic carbon stock, 

etc., that can be portrayed by soil maps  (Adhikari & Hartemink, 2016). Today, precise soil 

information with high spatial resolution is in great demand by various stakeholders, including 

soil scientists, land use planners, environmental managers, and farmland managers. Traditional 

soil surveys manually delineate discrete, vector-type soil units that are difficult to update since 

there is a need to repeat the entire production procedure that, in part, is subjective and based 

on expert knowledge (Zhu et al., 2001). This traditional method also requires numerous soil 

samples, and it is therefore expensive and time-consuming. Even though classical soil surveys 

are a fundamental prerequisite for digital soil mapping (DSM), the latter allows for the 

overcoming of some limitations of the classical methods using available, spatially distributed 

auxiliary environmental information and Geographical Information Systems (GIS). 

Generally, DSM estimates the properties of soil by analyzing the relationships between 

soil characteristics and the environmental variables, using geostatistical and machine learning 

(ML) models (McBratney et al., 2003; Minasny et al., 2013). The available environmental 

variables play an important role in predicting soil properties across different landscapes, 

especially in complex terrain. Soil scientists identify topography as one of the main pedogenic 

factors, which significantly influences the spatial distribution of soil properties (e.g., (Florinsky 

et al., 2002)). Studies like Grimm et al. (2008) , Seibert et al. (2007), Tu et al. (2018) or S et al. 

(2017) showed that exclusively using terrain attributes yields the potential to effectively map 

the spatial distribution of soil properties. However, most agricultural lowland areas often show 

weak correlations between the input variables and specific soil properties (Zhu et al., 2010). 

These low performances in lowland areas are due to the landscape being characterized by a 

low-gradient relief, and thus, an accurate prediction of soil properties is quite challenging. To 

tackle this challenge, different modelling approaches are generally compared to choose a single 

‘best’ model or an ‘optimal’ set of models to improve prediction accuracy by reducing the 

uncertainties of predicted values. 

The advantage of ML algorithms is related to the ability to quantify the high-

dimensional and nonlinear relationships between soil properties and environmental variables 

over diverse soil landscapes (Heung et al., 2016). The application of ML techniques in DSM 
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helps to improve the prediction of soil properties, hereby overcoming some of the limitations 

of conventional soil mapping approaches (Wadoux et al., 2020; Wadoux & McBratney, 2021). 

ML is also suitable in DSM if data availability is limited (Minasny et al., 2018). Several studies 

have applied novel ML techniques in DSM to predict the spatial distribution of soil properties 

and types (Brungard et al., 2015; Heung et al., 2016; Khaledian & Miller, 2020). Some of the 

most common ML models used in DSM are support vector machines, multivariate regressions, 

regression trees, Cubist, random forest, and gradient boosting machines (Emadi et al., 2020; 

Henderson et al., 2005; Keskin et al., 2019). The emergence of different ML models has 

encouraged model comparison studies in which different models might generate distinctly 

different digital soil maps, despite using the same input data (Brungard et al., 2015; Heung et 

al., 2016; Wadoux et al., 2020). As a result of this, it is advisable, for the best practice in DSM, 

to compare and evaluate different model techniques (Heung et al., 2016) and choose the best 

performing one (Brungard et al., 2015; Taghizadeh-Mehrjardi et al., 2015). However, selecting 

the best performing model could be problematic because each model has its own pros and cons 

in specific circumstances. Thus, one model could perform better than others in a certain 

situation and area (Guevara et al., 2018; Taghizadeh-mehrjardi et al., 2019). Therefore, another 

approach that helps to combine the information and knowledge acquired from single models is 

ensemble modelling (Diks & Vrugt, 2010; Swiderski et al., 2016). Ensemble models result in 

potentially better and more stable predictions, in comparison to predictions made using single 

ML models. Moreover, they reduce the risk of choosing the “wrong” model (Górecki & 

Krzyśko, 2015; Rokach, 2010). Random forest, which applies a bagging method, and gradient 

boosting machines are common ensemble learning ML algorithms that are used in DSM 

(Ribeiro & dos Santos Coelho, 2020). However, these ensemble models were built using a 

single type of predictive learner (homogenous ensemble learning), and less attention has been 

paid to modelling approaches that combine multiple types of ML models as base learners 

(heterogenous ensemble learning) within DSM studies. Model averaging is another ensemble 

technique that was proposed (Baltensweiler et al., 2021; Caubet et al., 2019; S. Chen et al., 

2020; Román Dobarco et al., 2017). 

Stacked generalization is a type of ensemble learning and model averaging approach. 

It involves training a new learning algorithm to combine the predictions of several base 

learners. Several trained base learners are aggregated into a combined learner using a combiner 

algorithm called the ‘meta-learner’. The latter is based on the hypothesis that the combined 

model has a better predictive performance (Breiman, 1996; Wolpert, 1992). Here, the meta-

learner evaluates the predictive performance of the individual base learners and builds an 
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optimal combination (Van Der Laan et al., 2007). This approach accounts for the differences 

in the predictive performance of the base learners (Davies & Van Der Laan, 2016). Unlike other 

ensemble models, the stacking approach has rarely been explored in DSM; nevertheless, this 

approach often out-performs individual models (Taghizadeh-Mehrjardi et al., 2020, 2021). 

Ensemble learning with stacked generalization combines the results from multiple ML 

algorithms to further develop an integrated mapping output, with relatively stable performance. 

To the knowledge of the authors, this approach is relatively uncommon in DSM, especially for 

lowland areas. First attempts were presented by Taghizadeh-Mehrjardi et al. (2020, 2021) who 

used a stacked generalization of ensemble ML models to predict SOC content, and a super 

learner for other soil properties; Zhang et al. (2022) also used this approach to predict soil pH. 

Hence, the objective of this study is to evaluate and compare a stacking ensemble model 

approach with five ML models (base learners) to predict and map the spatial distribution of 

different soil properties, such as texture (sand, silt, clay content), soil organic carbon (SOC), 

pH, and topsoil depth, in an agricultural lowland area of Lombardy region, Italy. Diagnostic 

tools for the interpretation of these black-box models were applied to assess their plausibility, 

as well as similarities and differences, in the modelled relationships, which reflect the related 

model’s abilities and biases. 

3.2 Materials and Methods 

3.2.1 Study Area 

The study area (Figure 3.1) covers approximately 314 km2 and is located about 15 km 

southwest of the city of Milan, in the Lombardy region, close to the border with the Piedmont 

region. The area is part of the Ticino River valley and the elevation ranges between 64 m.a.s.l, 

in the southern part of the Ticino River, to 135 m in the northern parts (Figure 3.2). The Ticino 

River is the only natural drainage system in the investigated region. The area, in fact, is 

characterized by a strong anthropogenic influence and is constantly evolving. The area is 

intensively cultivated, and the main crops are maize and rice, irrigated through artificial canals. 

The land use and land management practices date back to the eleventh century with the 

construction of irrigation channels (De Luca et al., 2014) and the reuse of water along the 

fluvial terrace cascade of the Ticino River, representing, for centuries, an example of a 

sustainable and effective reuse of irrigation water. 
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Figure 3.1. General overview of Italy and focus on the study area between Abbiategrasso and 
Vigevano in Pavia Province 

 

Figure 3.2. Hybrid digital elevation model with 10 m resolution based on TanDEM-X (12 m 
resolution) and Lidar (1 m) digital terrain models. Color-coded elevation with hill shading. 

Black dots show the location of the sampled soil profiles. 

The area is mainly flat, except for the river terraces that have been incised by the Ticino 

River, generating escarpments with maximum inclinations of 30 degrees. The soil shows a 

sandy loam texture, developed on Quaternary alluvial deposits. Particularly, the area is 

characterized by Pleistocene fluvial and fluvio-glacial, gravelly to sandy sediments deposited 

in the last (i.e., Würm) glaciation, as well as more recent Holocene fluvial deposits, with a 

mainly sandy-gravelly and slightly silty character. The region has a humid subtropical climate 

(Cfa), following the Köppen climate classification (Kottek et al., 2006), with warm summers 

and cold winters. 
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Soil profile data (n = 120) was provided by ERSAF (Ente Regionale per i Servizi 

all’Agricoltura e dalle Foreste) (Losan Database - ERSAF, 2008) and described specific soil 

properties, such as soil pH in water, soil organic carbon (SOC%), texture (sand, silt, clay 

content in %), and topsoil depth (cm). Generally, the soils are characterized by a sandy loam 

texture developed on Quaternary alluvial deposits. 

In this study, we modelled the soil properties texture (sand, silt, clay content), soil 

organic carbon (SOC), pH, and topsoil depth by using multiple base learners, and compared 

them against an ensemble learning approach with stacked generalization. The performances of 

this approach were compared with the base learners, and the best model was used to develop 

the digital soil maps. 

3.2.2 Environmental Variables 

The environmental conditions were represented by terrain attributes, land use, and 

landcover maps (LULC). In this study, LULC is used to represent the influence of human 

activities on soil properties distribution. The LULC map, for the year 2018, was obtained from 

the geoportal of the Lombardy region (https://www.geoportale.regione.lombardia.it, accessed 

on 1 February 2023). These maps were produced using SPOT6/7 2018 satellite image and had 

a spatial resolution of 1.5 m. The provided land cover types were reorganized into simple arable 

land, rice fields, and broad-leaved forest, with medium and high density governed by coppice 

(Figure 3.3). 

 

Figure 3.3. Land use and land cover map for the year 2018 (source: geoportale Lombardia). 

Terrain attributes are the most extensively used environmental variables in DSM (Smith 

et al., 2006). They are proxies for solute, water, and sediment fluxes through the landscape. In 

https://www.geoportale.regione.lombardia.it/
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this study, the terrain attributes were derived from a 10 m resolution hybrid digital elevation 

model, obtained from the interpolation of a TanDEM-X DEM with 12 m resolution (provided 

by Deutsches Zentrum für Luft- und Raumfahrt, DLR) and a 1 m resolution Lidar digital terrain 

model (DTM), acquired from the Ministry of the Environment and the Protection of the 

Territory and the Sea (Extraordinary Plan for Environmental Remote Sensing, 2018). The DEM 

was pre-processed by filling gaps and removing artefacts following Maerker et al. (2020). 

Subsequently, the terrain attributes representing the environmental conditions include 

topographic wetness index (TWI), multi-resolution ridge top flatness index (MRRTF), multi-

resolution index of valley bottom flatness (MRVBF), modified catchment area (MCA), mid-

slope position (MSP), slope height (SH), channel network base level (CNBL), and vertical 

distance to channel network (VDCN). (McKenzie et al., 2000) discussed the role of terrain 

analysis in soil mapping. These topographic indices were extracted from the pre-processed 

DEM using the System for Automated Geoscientific Analysis (SAGA) software (version 

8.2)(Conrad et al., 2015) . 

3.2.3 Base Learners 

Five ML models (Table 2) were used to identify the relationships between different soil 

properties and environmental variables for our study area. These models included Cubist, 

gradient boosting machine (GBM), generalized linear model (GLM), random forest (RF), and 

support vector machines (SVM). RF (Breiman, 2001) and GBM (Friedman, 2001) are 

homogenous ensemble models which consist of a non-parametric technique that combines 

predictions made by multiple decision trees. 

RF is based on a bagging algorithm. It uses the bootstrap strategy to resample 

observations, and it randomly selects a subset of the features to build an ensemble of regression 

trees, whose predictions are averaged. Hereby, it effectively reduces the problem of overfitting 

each model. The RF prediction is performed using the “rf” function in the “caret” package in 

R. GBM, instead, uses a boosting algorithm, which gradually builds a tree-based model by 

fitting additional learners to the errors of the model built up to that point. In this study, GBM 

was modeled by the “gbm” function of the “caret” package. Cubist is an advanced regression 

tree algorithm (Quinlan, 1992) that combines decision trees and multiple linear regression 

methods and adds multiple training committees and boosting to make the weights of the trees 

more balanced. In this study, the “Cubist” package and the “caret” package were combined for 

regression modeling. 
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SVMs are a popular supervised learning technique for classification and regression that 

are capable of modelling nonlinear relationships that can be generalized to nonlinear models 

using kernel functions, as proposed by Cortes et al. 1995). The radial basis function (RBF) 

kernel, which has been widely used in soil mapping research (Ahmad et al., 2010; B. Wang et 

al., 2018; T. Zhou et al., 2020), was selected as the kernel of the SVM algorithm. In this study, 

SVM was modeled by the “svmRadial” function of the “caret” package. GLM is a linear 

regression algorithm which uses the ordinary-least-squares method to determine the 

coefficients of its independent variables and the intercept value by minimizing the sum of 

squared residuals. In this study, GLM was modelled by the “glm” function of the “caret” 

package. All the hyperparameters for each model (Table 3.1) were tuned with internal cross-

validation, i.e., by performing an ‘inner’ cross-validation on the training set without looking at 

the test sample used for model assessment (Schratz et al., 2019). 

Table 3.1. List of models and corresponding hyperparameters in caret 

Base Learners  Hyperparameters Grid search Reference 

Cubist Cubist committees  5 to 50 (step size 5) (Kuhn Max et al., 
2022) 

  neighbours 1, 5, 9  

Stochastic 
Gradient Boosting 

GBM n.trees 100 to 800 (step size 50) (Friedman, 
2001) 

  interaction.depth 1, 3, 5, 5, 7  

  Shrinkage 0.001 to 0.01  

  minobsinnode 10, 15, 20  

Generalized Linear 
Model 

GLM None  (Dobson, A.J., 
& Barnett, 
2018) 

Random Forest RF mtry 2 to 15  

Support Vector 
Machine 

SVM σ 10-5 to 103 (length = 15) (Breiman, 2001) 

  C 10-5 to 103 (length = 15)  

3.2.4 Stacking Generalization 

The ensemble machine learning approach, known as stacking generalization, was 

employed to combine the individual ML model predictions (as base learners) and to maximize 

the generalization accuracy. The predictions of the five base learners were combined using a 

meta-learning model. Stacking helps to explore the solution space with different models in the 

same study. In this study, two stacking ensemble learning models were compared, as a simple 

meta-learner, to stack the five base learners using the “caretStack” function in the 

“caretEnsemble” packages in R 3.5.2 (R Development Core Team, 2016). The first was a GLM 

model (Stack_GLM), which uses a linear model to calculate the weighted sum of the 

predictions made by the base learners. The second was a GBM model (Stack_GBM), which 

deals with non-linear trends and provides great predictive performance. 



 41 

The ensemble machine learning modelling is a black-box algorithm, which poses the 

challenge of quantifying and evaluating the exact contributions of the predictors to the final 

model output. Model-agnostic interpretation tools help in handling this challenge, which may 

be used for any ML model. Model-agnostic methods operate by changing the inputs of the ML 

model and measuring the corresponding changes in the prediction output. In this study, variable 

importance was estimated for the five base learners using the permutation method, which is 

implemented in the iml package in R (Molnar, 2022). 

3.2.5 Model Prediction Performance Assessment 
The model performances were evaluated using a cross validation method, as it is 

beneficial for small datasets, detects overfitting, and provides error estimates with 

comparatively good bias and variance properties (Arlot & Celisse, 2010; James et al., 2013). 

The cross-validation approach provides a structure for constructing several training/test sets 

from the dataset, guaranteeing that each data point is part of the test set at least once. A nested 

cross-validation was applied to build and test the base learners and the ensemble models 

(Schratz et al., 2019). Ten-fold cross validation, with 20 repetitions, was applied to optimize 

the model settings (hyperparameter tuning) and to validate the final performance of the base 

learners, built on optimized settings. The prediction performance of all models was examined 

using the root mean square error (RMSE) and Lin’s concordance correlation coefficient (CCC): 

𝑅𝑀𝑆𝐸 =  √1𝑛 ∑(𝑥_𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑥_𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 )2𝑛
𝑖=1  

 

Equation 3.1 

𝐶𝐶𝐶 = 2𝑟𝜎𝑎𝑐𝑡𝑢𝑎𝑙  𝜎𝑎𝑐𝑡𝑢𝑎𝑙 2 +  𝜎𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑2 + (𝑥 ̅_𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑥 ̅_𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 )2  Equation 3.2 

 

where n is the number of soil samples; 𝑥_𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 is the predicted value derived by each 

model; 𝑥_𝑎𝑐𝑡𝑢𝑎𝑙 is the actual soil property value;  �̅�𝑎𝑐𝑡𝑢𝑎𝑙 and �̅�𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑  are the averages of 

actual and predicted values respectively, 𝜎𝑎𝑐𝑡𝑢𝑎𝑙  and 𝜎𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 are the corresponding 

standard deviations; and 𝑟 is the correlation coefficient of the predicted and actual values. 

These validation criteria were used to evaluate and choose the best-performing models. While 

the RMSE has the advantage of measuring the prediction error in the original units of the 
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predicted variable, the CCC provides a measure of agreement between predictions and 

observations. Both indicators account for both bias and random variability. 

3.3 Results 

3.3.1 Descriptive Summary of Soil Properties 

A summary of the different soil properties in the study area is presented in Table 4.2. 

The soil sand, silt, and clay contents in the study area varied from 37.0 to 98.6%, 0.30 to 

49.10%, and 1.0 to 17.30%, respectively. SOC varied from 0.50 to 4.70 g/kg, pH from 4.40 to 

7.80, and topsoil depth from 4 to 62.0 cm. The pH had the lowest coefficient of variation (CV 

= 10.32%), followed by sand content, depth of topsoil, silt content, clay content, and SOC 

content (CV = 18.36, 34.04, 39.33, 63.91, and 52.73%, respectively). The skewness value of 

SOC shows that the statistical distribution of SOC values is skewed to the right (skewness = 

1.11). Therefore, a transformation with the natural logarithm was used to obtain a more 

symmetric SOC data distribution. The transformed data was used for the modelling, and the 

predicted values from the model outputs were back transformed before accessing the model 

performance. 

Table 3.2. Descriptive statistical summary of soil properties in the study area. Qi: i-th 
percentile; SD: standard deviation; CV: coefficient of variation. 

Soil property Minimum Maximum Mean Q25 Q50 Q75 SD CV (%) Skewness 

Sand (%) 37.0 98.6 67.92 59.20 69.75 76.22 12.46 18.36 -0.32 

Silt (%) 0.30 49.10 26.01 18.07 25.55 32.85 10.23 39.33 0.25 

Clay (%) 1.00 17.30 5.15 3.05 5.15 8.90 3.89 63.91 0.77 

SOC (g/kg) 0.50 4.70 1.65 1.01 1.46 1.89 0.87 52.73 1.11 

log(SOC) -0.69 1.55 0.38 0.01 0.38 0.64 0.48 128 0.31 

pH 4.40 7.80 6.11 5.70 6.10 6.60 0.63 10.32 0.02 

Topsoil depth (cm) 4.0 62.0 31.67 25.0 31.18 40.0 10.78 34.04 -0.65 

 

Figure 3.4. Correlation among the predictors. 
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The predictors were not strongly correlated to each other (Figure 3.4). The vertical distance to 

channel network (VDCN) is significantly correlated with all the soil properties, and pH is, in 

turn, significantly correlated with the channel network base level (CNBL) (Table 3.3). 

 

Table 3.3. Spearman’s rank correlation rho between soil properties and terrain attributes 

 Topsoil depth Sand Silt Clay pH SOC 

CNBL -0.03 -0.21* 0.25** -0.10 0.30** 0.35*** 

MCA 0.04 -0.11 0.04 0.21* -0.09 -0.09 

MRRTF -0.01 -0.20* 0.19* 0.15 0.03 -0.04 

MRVBF -0.30** 0.05 -0.03 -0.09 -0.16* 0.35*** 

SH 0.19* 0.18* -0.22* 0.07 0.03 -0.12 

TPI -0.08 -0.04 -0.01 -0.11 0.01 0.004 

TWI -0.01 -0.10 -0.05 0.16 -0.19* -0.07 

VDCN 0.23** -0.25** 0.23* 0.28** 0.02 -0.46*** 

*Correlation is significant at α = 0.05  
**Correlation is significant at α = 0.005 

***Correlation is significant at α = 0.0001  
 

3.3.2 Base Learner Performances 

The prediction performance assessments for each base learner are summarized in Table 

4.4. The average CCC values of the base learners ranged from 0.27 to 0.77 for sand content, 

0.26 to 0.74 for silt content, 0.18 to 0.76 for clay content, 0.31 to 0.35 for SOC, 0.37 to 0.55 

for pH, and 0.30 to 0.60 for topsoil depth; RMSE ranged from 5.07 to 10.79% for sand content, 

4.99 to 8.89% for silt content, 1.85 to 3.72% for clay content, 0.73 to 0.76 g/kg for SOC, 0.32 

to 0.50 for pH, and 5.38 to 9.27 cm for topsoil depth. Our results indicated that the RF model 

predicts well in all the soil properties. However, the GLM model had the poorest performances 

in all the soil properties, with a RMSE of 10.86% for sand content, 8.98% for silt content, 

3.49% for clay content, 0.76 g/kg for SOC, 0.50 for pH, and 9.27 cm for topsoil depth. Although 

the standard deviations of these performance estimates show that there was substantial 

variation across cross-validation repetitions, it is evident that the observed differences in 

performance estimates are mostly substantial, relative to the random variability. 
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Table 3.4. Performance of base learners to predict soil properties based on 20 repeats, ten-

fold cross validation. 

Soil properties Learners CCC RMSE 
  Mean SD Mean SD 

Sand Cubist 0.65 0.20 7.46 1.54 

 GLM 0.27 0.20 10.79 2.31 

 GBM 0.50 0.18 9.12 1.79 

 RF 0.77 0.04 5.07 1.04 

 SVM 0.47 0.23 9.56 2.21 

Silt Cubist 0.61 0.21 6.21 1.32 

 GLM 0.26 0.22 8.89 2.01 

 GBM 0.41 0.22 7.85 1.70 

 RF 0.74 0.07 4.99 0.96 

 SVM 0.31 0.22 8.45 1.74 

Clay Cubist 0.61 0.12 2.52 0.58 

 GLM 0.18 0.14 3.72 0.48 

 GBM 0.32 0.07 3.39 0.41 

 RF 0.76 0.08 1.85 0.53 

 SVM 0.54 0.19 2.71 0.61 

SOC Cubist 0.35 0.13 0.74 0.26 

 GLM 0.31 0.13 0.76 0.29 

 GBM 0.33 0.15 0.75 0.30 

 RF 0.34 0.13 0.73 0.29 

 SVM 0.32 0.12 0.73 0.28 

pH Cubist 0.59 0.22 0.42 0.12 

 GLM 0.42 0.15 0.50 0.12 

 GBM 0.40 0.20 0.50 0.11 

 RF 0.55 0.06 0.32 0.07 

 SVM 0.37 0.21 0.50 0.13 

Topsoil depth Cubist 0.60 0.18 7.45 2.02 

 GLM 0.49 0.22 9.27 2.12 

 GBM 0.30 0.19 8.59 2.18 

 RF 0.60 0.10 5.38 1.28 

 SVM 0.50 0.26 8.03 2.43 

Note: the best-performing models are printed in bold, SD is Standard deviation 

3.3.3 Stacked Ensemble Performances 

The results of the two stacking approaches (Stack_GLM and Stack_GBM) for the 

prediction of the six soil properties are presented in Table 3.5. The GBM stacking model 

(Stack_GBM) achieves nominally better predictive performance than the GLM stacking model 

(Stacking_GLM) for sand, silt, and pH, while the GLM stacking model performs better for 

clay, SOC, and topsoil depth. Nevertheless, the standard deviation values indicate that 

performances show substantial variation and are statistically indistinguishable. Overall, the RF 

model exhibited the best performance and performed better than or equal to the stacking 

approaches. 
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Table 3.5. Ensemble model performance based on repeated ten-fold cross-validation. 

soil properties Ensemble Models CCC RMSE 

  
Mean 

SD 
Mean 

SD 

Sand Stack_GLM 
0.42 0.22 11.43 2.59 

 Stack_GBM 
0.55 0.13 8.94 1.48 

Silt Stack_GLM 
0.04 0.15 10.52 2.45 

 Stack_GBM 
0.33 0.15 7.98 1.25 

Clay Stack_GLM 
0.55 0.13 2.42 0.50 

 Stack_GBM 
0.57 0.14 2.50 0.60 

SOC Stack_GLM 
0.34 0.17 0.75 0.28 

 Stack_GBM 
0.34 0.16 0.73 0.29 

pH Stack_GLM 
0.25 0.24 0.52 0.15 

 Stack_GBM 
0.32 0.20 0.51 0.14 

Topsoil Stack_GLM 
0.50 0.17 7.02 1.88 

 Stack_GBM 
0.50 0.17 7.92 1.94 

Note: the best-performing models are printed in bold 

3.3.4 Variable Importance 

Figure 3.5a–f shows the set of environmental variables, used in the prediction of each 

soil property, in terms of their permutation-based importance, with respect to the RMSE. The 

most effective variables in the particle size distribution models (sand, silt, and clay content) 

were VDCN and CNBL, while LULC is the most important variable in predicting topsoil depth, 

soil pH, and SOC content. 
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(a) (b) (c) 

  
 

(d) (e) (f) 

Figure 3.5(a–f). Variable importance for different soil parameters derived by the best performing model. 
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(a) (b) (c) 

   
(d) (e) (f) 

Figure 3.6(a–f).  Soil properties predicted with the best performing model for each response variable.
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3.3.5 Spatial Distribution of Soil Properties 

The spatial distribution of all six soil properties, using the best-performing models, is 

depicted in Figure 3.6a–f. Low sand contents were predicted at high terrain units and high sand 

content at low terrain elevation. Moreover, there is a low clay content in low terrain units and 

low silt content at lower elevations, but silt and clay were predicted as being evenly distributed 

at higher terrace levels. The soil pH values were spatially predicted to be low on lower 

elevations and high on higher terrain units. Additionally, the topsoil depth and SOC content 

were spatially predicted, with low SOC content at higher terrace levels and high SOC content 

at lower terrain units. 

3.4 Discussion 

Cubist, GBM, and RF are popular ensemble models used in DSM, all of which are 

based on regression trees. In this study, the RF model, as a bagging ensemble model, performed 

better than or at least equal to the Cubist and GBM models, based on the comparison of two 

statistical indicators (CCC and RMSE). This suggests that RF provides an excellent trade-off 

between model flexibility and the ability to avoid overfitting by tuning the hyperparameters 

(Schratz et al., 2019). The built-in sub-sampling of predictor variables also provides some 

protection against an over-reliance on a specific variable. Several studies have reported low 

RMSE for soil properties, developed by RF models, compared to other ML models (Brungard 

et al., 2015; Chagas et al., 2016; Ließ et al., 2012; Zeraatpisheh et al., 2019). Moreover, in 

Taghizadeh-Mehrjardi et al. (2020), RF was indicated to be the best base learner among the 12 

models used. However, RF models often vary significantly from study to study, and no single 

algorithm is ‘best’ within DSM and for every study area (Heung et al., 2016; Khaledian & 

Miller, 2020). In addition, in our study, these three tree-based models mostly performed better 

than SVM and GLM. Though SVM can model nonlinear relationships, its performance is still 

susceptible to overfitting, and seeking optimal hyperparameters can be highly unstable. The 

GLM exhibited a poor performance in this study area because it cannot deal with the nonlinear 

relationships between the soil properties and environmental variables. Previous studies also 

showed that, when comparing both linear and nonlinear models, the tree-based learners are 

more effective than linear models (Ließ et al., 2012; Taghizadeh-Mehrjardi et al., 2021). 

The predictions from five individual models with different principles were combined 

using two stacking approaches: GLM and GBM. Neither of these two approaches were 

generally superior to the other one, considering variability in cross-validated performance 

estimates. However, in this study, the stacking models, in comparison to the base learners, seem 
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to lag behind RF. This contradicted our original expectations based on previous studies (X. Li 

et al., 2020; Polley et al., 2010; Taghizadeh-Mehrjardi et al., 2020, 2021). In the study of  

Taghizadeh-Mehrjardi et al. (2020), the super learner showed an improved performance in 

comparison to linear regression approaches by decreasing the RMSE by 46% on average. 

However, our results are similar to Zhang et al. (2022), where nine models were used to 

construct an ensemble learner, using a super learner (SL) as a meta-learner to map soil pH for 

the Thompson-Okanagan region of British Columbia, and their overall finding was that the SL 

did not outperform all the other base learners. Moreover, Dobarco et al. (2017) found that the 

ensemble predictions did not improve for silt and sand content but improved for clay content 

in their study. 

We suggest that the non-superiority of the stacked models could be explained by the 

fact that the base learners are highly correlated (Appendix I). Moreover, stacked-model 

performance may depend on the quality of input datasets and the diversification of the input 

models (Somaratne et al., 2005). An available literature review revealed that researchers often 

employed different methods or models in DSM, depending on the circumstances. Almost all of 

them stated that each model has its unique performance profile and specific strengths and 

weaknesses (Heung et al., 2016). This uniqueness is mainly related to the complex nature and 

distinct mathematics of each model. Therefore, a comprehensive comparison of machine 

learning models for base learners and meta-learners is advisable, in order to check if the model 

outputs will yield substantially different results, before applying ensemble machine learning 

techniques as a means for improving predictions. Similarly, there might be an improvement in 

the performance if the ensemble model’s residuals are spatially interpolated and then added to 

the deterministic spatial trend in the form of a regression kriging model. In addition, other 

studies have shown that each model could be strongly affected and improved by an increasing 

number of soil samples and additional environmental variables derived from remote sensing 

data or parent materials (Lagacherie et al., 2019; Vaudour et al., 2019). In our further studies, 

we will consider leveraging additional environmental variables to represent vegetation patterns 

and parent materials in the study area. 

Mapping soil properties in an agricultural lowland area can be a challenge since soil 

forming factors, such as topography and vegetation, may not substantially correlate with soil 

properties, in space, to an extent at which they can be incorporated effectively in DSM (Zhang 

et al., 2017). However, terrain attributes, derived from high-resolution elevation data, can 

capture local spatial variation that resulted from the interaction of water flows and topography 

(Mosleh et al., 2016). Among the terrain attributes used in this study, VDCN and CNBL had 
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highly significant correlations with all the soil properties and were ranked among the most 

influential variables. A similar trend was observed in a study presented by Kokulan et al. 

(2018), where VDCN reflected the relationships between texture and erosion, and in Zhang et 

al. (2022), where pH values were significantly correlated with CNBL and elevation. Both 

VDCN and CNBL are calculated from the drainage network, and they give information on the 

hydraulic gradients, in turn triggering soil erosion, as well as lateral and ground water fluxes 

(Bock & Köthe, 2008). Moreover, they facilitate the redistribution of fine material in this study 

area. However, since we are in a fluvial landscape, VDCN also reflects the age of the soils. 

Generally, higher elevations represent older terrace levels and hence, are characterized by 

mature and deep soils. Instead, the areas close to the river network are much younger, and thus, 

show only rudimentary and shallow soils. Concerning SOC, pH, and topsoil depth, land use 

seems to be the most important variable (Figure 3.5). This agrees with (Adhikari et al., 2014) 

who showed that land use was identified as one of the important variables that are related to 

SOC distribution at five standard soil depths. This can be explained by the direct relationship 

of land use and SOC in terms of plant cover and plant residues released to the soil. SOC content, 

predicted by the RF models, is generally higher on the lower terrace levels mainly covered by 

woodlands (forest and bushlands). Despite the distribution of agricultural areas and woodlands 

that show distinct differences in the SOC and pH, there are also differences in the agricultural 

areas themselves. In turn, they reflect the spatial distribution of certain crops like rice fields, 

simple arable lands, stable meadows, and permanent crops, as well as their respective irrigation 

schemes. Specific crops and/or vegetation need a certain top and subsoil water budget. These 

plants are influenced by their root system pH vales or SOC contents that, in turn, facilitate 

nutrient uptake. Particularly, lower pH is predicted in woodlands, whereas, on average, higher 

pH is modelled for arable land, while accounting for the other variables in the RF model. The 

latter might be due to carbonate applications by farmers. Moreover, vegetation directly affects 

pH by their residues and chemistry. Finally, in a lowland agricultural area, there might be 

changes in topography due to intensive agricultural activities; thus, using terrain attributes 

instead of absolute elevation can effectively explain soil patterns. However, it is striking that 

the predicted spatial distribution of SOC, pH, topsoil depth, and the soil texture classes, is 

illustrating the general distribution pattern related to the fluvial terrace levels and the 

vegetation, land use, and management. 



 51 

3.5  Conclusion 

In this study, linear and nonlinear machine learning models were applied to build a 

reliable and accurate estimation model to provide the spatial distribution of particle size 

distribution (sand, silt, and clay content), SOC content, pH, and the topsoil depth in an 

agricultural lowland area of Lombardy region, Italy using terrain attributes and land use 

information. The nonlinear machine learning models generally show a good performance 

compared to the linear models. Overall, out of the five individual machine learning methods, 

RF in this study performed best. However, if RF and the other base learners are compared to 

the stacked ensemble models, none of these meta-learners stood out with superior 

performances. This suggest that a comprehensive comparison of machine learning models for 

base learners and meta-learner is advisable in order to check if the model outputs will yield 

substantially different results before applying ensemble machine learning techniques as a 

means for improving predictions.  

In this study we documented that among the terrain attributes, CNBL and VDCN are the most 

important predictor variables explaining differences in soil properties in the study area. VDCN 

is related to the river terrace levels and hence to soil evolution stages resulting in different soil 

depth, texture composition and SOC content. However, also land use and particularly crops are 

related to the soil (pH, SOC, and topsoil depth) or reflect certain soil properties like water 

availability and soil porosity. Furthermore, we show that DSM using ML models have a high 

potential to effectively predict the spatial properties of soil attributes in lowland areas. We 

expect that further improvements in model accuracy could be achieved by incorporating 

additional environmental variables that represent vegetation patterns or the mineralogical 

composition of the topsoil. 
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Appendix I 

Table 3.6. Correlation among the predictions of the base learners 

  Cubist GLM GBM RF SVM 

Sand Cubist 1.00 0.81 0.86 0.87 0.86 

 GLM 0.86 0.81 1.00 0.87 0.86 

 GBM 0.81 1.00 0.81 0.77 0.80 

 RF 0.87 0.77 0.87 1.00 0.88 

 SVM 0.86 0.80 0.86 0.88 1.00 

Silt Cubist 1.00 0.84 0.89 0.89 0.91 

 GLM 0.84 1.00 0.85 0.77 0.82 

 GBM 0.89 0.85 1.00 0.91 0.87 

 RF 0.89 0.77 0.91 1.00 0.89 

 SVM 0.91 0.82 0.87 0.89 1.00 

Clay Cubist 1.00 0.82 0.80 0.82 0.89 

 GLM 0.82 1.00 0.82 0.72 0.77 

 GBM 0.80 0.82 1.00 0.82 0.80 

 RF 0.82 0.72 0.82 1.00 0.82 

 SVM 0.89 0.77 0.80 0.82 1.00 

SOC Cubist 1.00 0.77 0.78 0.85 0.72 

 GLM 0.77 1.00 0.86 0.85 0.84 

 GBM 0.78 0.86 1.00 0.91 0.82 

 RF 0.85 0.85 0.91 1.00 0.80 

 SVM 0.72 0.84 0.82 0.80 1.00 

pH Cubist 1.00 0.76 0.77 0.83 0.81 

 GLM 0.76 1.00 0.85 0.70 0.79 

 GBM 0.77 0.85 1.00 0.82 0.79 

 RF 0.83 0.70 0.82 1.00 0.74 

 SVM 0.81 0.79 0.79 0.74 1.00 

Topsoil 
depth 

Cubist 1.00 0.73 0.79 0.84 0.81 

 GLM 0.73 1.00 0.83 0.68 0.74 

 GBM 0.79 0.83 1.00 0.82 0.82 

 RF 0.84 0.68 0.82 1.00 0.80 

 SVM 0.81 0.74 0.82 0.80 1.00 
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CHAPTER FOUR 

4 SPATIAL PREDICTION OF SOIL ORGANIC CARBON 

COMBINING MACHINE LEARNING WITH RESIDUAL 

KRIGING  

Soil organic carbon (SOC) plays a crucial role in the global carbon cycle and for maintaining 
soil function in the context of land use and climate change. Understanding the spatial 
distribution of SOC is essential for the management of agricultural land to optimize soil health 
and carbon storage. In this study, we investigated the spatial distribution of SOC in an 
agricultural lowland area of the Lombardy region, Italy, using machine learning (ML) 
techniques combined with residual kriging. ML models, including the artificial neural network 
(ANN), extreme learning machine (ELM) and random forest (RF), were trained on 120 SOC 
observations and eight environmental variables to predict SOC values across the study area. 
The performance of this ML approach was assessed using a ten-fold nested cross-validation 
process. The ELM and RF models shows better predictive performances based on the 
concordance correlation coefficient and root mean square error (RMSE), with RF slightly 
outperforming ELM based on the RMSE. The residuals of each iteration from the ML models 
were interpolated by ordinary kriging (OK) and added to the ML-based trend model in a hybrid 
regression-kriging approach. This approach was used to account for the spatial 
autocorrelation of the prediction residuals, resulting in a marginally improved prediction 
accuracy in the ML models. In addition, it was suggested that vertical distance to channel 
network and channel network base level should be integrated into any future digital soil models 
for SOC in lowland areas given their importance in this study. Furthermore, the study found 
that predicted SOC values were low particularly in Luvisols, which can be explained by the 
long history of agricultural land use depleting SOC due to e.g., agricultural management and 
loss of organic plant residues. The prediction maps depicted spatial variation and pattern of 
SOC in the study area. Our findings may help to refine soil management practices and 
contribute to improving soil health and carbon sequestration in agricultural lowland areas. 
 

Keywords:  Soil organic carbon (SOC); digital soil mapping; Machine learning; residual 
kriging; Lombardy lowlands 

Based on:  
Adeniyi, O.D.; Brenning, A.; Maerker, M.  Spatial prediction of soil organic carbon 

combining machine learning with residual kriging in an agricultural lowland area (Lombardy 
region, Italy). Geoderma (Under review). 
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4.1 Introduction 

In global land management, soil plays a decisive role because of its multifunctionality. 

The largest carbon pool on Earth after the oceans is the soil (Scharlemann et al., 2014). Most 

physiochemical soil properties such as nutrient availability, water retention capacity and 

infiltration rate are directly influenced by soil organic carbon (SOC). Furthermore, SOC plays 

a crucial role in the global carbon cycle and in maintaining ecological balance in the context of 

land use and climate change (Wiesmeier et al., 2019). A significant change in SOC content can 

result in atmospheric carbon dioxide concentration changes and therefore contributes to global 

climate changes (Chen et al., 2016) that are serious threats for food production, human health 

and wellbeing (Dasandi et al., 2021). Therefore, it is essential to know the spatial variability of 

SOC to guarantee a sustainable agriculture and a scientifically based decision support.  

In response to the increasing demand for detailed and accurate soil information such as 

SOC, digital soil mapping (DSM) as a scientific field has rapidly developed with the 

advancements in remote sensing and information technology, facilitating the spatial assessment 

of soils and the respective production of soil maps (Grunwald, 2010). DSM produces spatial 

soil information using observations from field and legacy soil data, in addition to spatial and 

non-spatial soil inference systems (Lagacherie et al., 2006). The DSM estimates soil properties 

by analysing the relationship between soil characteristics and environmental covariates. The 

latter are derived from digital elevation models (DEM), aerial or satellite imagery (B. Malone 

et al., 2017), and using additional legacy data such as soil maps, geological maps or land use 

information. Finally, the relationship between the soil target variable and environmental 

covariates or predictor variables is analysed using innovative stochastic methods, geostatistics, 

machine learning (ML), or artificial intelligence approaches. 

Studies on soil mapping and modelling are based on five soil-forming factors 

empirically formulated by Jenny (Jenny, 1941) which are climate, topography, parent material, 

biology, and time. Jenny’s equation was later modified by (McBratney et al., 2003) by 

introducing a new equation for soil formation factors, known as SCORPANe, where s 

represents other soil information at the same point; c stands for climatic factors; o gives 

information on biological factors; r represents topographic and geomorphological features; p 

characterizes the parent material or lithological characteristics; a represents the time for soil 

formation; n is related to the spatial location; and e represents residuals with spatially 

autocorrelated errors. This equation is based on the geographic similarities that exist between 

soil and environmental factors. There is a synergistic relationship between the spatial 
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distribution of soil properties and the spatial distribution of environmental factors due to 

specific environmental conditions, which in turn influence the formation of soil properties 

(McBratney et al., 2003). Most environmental factors and soil properties are gradual and 

continuous, and according to the first law of geography (Tobler, 1970), the shorter the distance, 

the greater the influence of the properties of a given soil.  

Spatial soil property assessment through DSM encompasses various methods, including 

geostatistical, statistical machine learning (ML) models to hybrid approaches (ZHANG et al., 

2017). Geostatistical techniques, rooted in geographic-space-based models, have traditionally 

dominated soil property mapping. These methods, such as universal kriging (UK) (Cressie, 

1993) and geographically weighted regressions (GWR) (Phachomphon et al., 2010) leverage 

autocorrelation and spatial dependence among local variables. Regression kriging (RK), a 

hybrid related to UK   (Knotters et al., 1995; Y. Li, 2010), integrates linear regression models 

with environmental covariates and kriging to account for spatial dependence and deterministic 

trends  (Minasny et al., 2013c). However, RK's linear structure may lead to diminished 

prediction accuracy, as soil-environment relationships are often nonlinear, particularly in 

lowland regions. To address this, modern DSM employs artificial intelligence and advanced 

ML models like Cubist, random forest (RF), support vector machine, gradient boosting, 

artificial neural networks, and extreme learning machines to capture complex, non-linear soil-

environment interactions  (Adeniyi et al., 2023; Somaratne et al., 2005; Zeraatpisheh et al., 

2019; Zhao et al., 2010; Zhu et al., 2022). A novel approach combines ML models with RK, 

enhancing prediction accuracy by incorporating the spatial autocorrelation of residuals as 

additional environmental covariates (Guo et al., 2015; J. Li et al., 2011; Pouladi et al., 2019). 

This fusion of ML and geostatistics optimizes spatial predictors, elevating prediction accuracy 

while mitigating errors through spatially autocorrelated residual interpolation. These 

innovative methods hold promise for more robust and precise soil property mapping in diverse 

landscapes. 

  This study conducted a comprehensive methodological comparison for mapping soil 

SOC content in an agricultural lowland region. It involved the implementation and comparison 

of three ML models, specifically Artificial Neural Networks (ANN), Extreme Learning 

Machine (ELM), and Random Forest (RF), to establish the relationship between SOC and 

selected environmental variables. To enhance accuracy, Ordinary Kriging (OK) was employed 

to spatially interpolate the model residuals at each sampling point, followed by residual 

correction on the ML models to create the Machine Learning with Residual Kriging (MLRK) 

model. Notably, the study not only aimed to identify the most accurate prediction model for 
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estimating SOC content but also focused on the interpretation of environmental variables 

influencing SOC. This was accomplished by utilizing interpretable model diagnostic tools to 

analyse the relationship between these variables and SOC within the established model. 

Furthermore, the selected model was utilized to generate spatial distribution maps of SOC in 

the studied area, providing valuable insights into SOC variability across the landscape. 

4.2 Materials and Method 

4.2.1 Study area  
The study area (Figure 4.1) is located about 15 km southwest of the city of Milan, in 

the Lombardy region, close to the border with the Piedmont region, Italy. It covers 

approximately 314 km² and the area is part of the Ticino River Valley. The elevation ranges 

between 64 m above sea level in the southern parts of the Ticino River and 135 m in the 

northern parts. The Ticino River is the only natural drainage system in the investigated region 

flowing south-eastwards. The area, characterised by river terraces of the Ticino River, is mainly 

flat, except for terrace escarpments with maximum inclinations of 30o. The soils show a sandy 

loam texture developed on Quaternary alluvial deposits. The latter substrates are Pleistocene 

fluvial and fluvioglacial gravely sandy sediments belonging to the last Würm glaciation and 

more recent Holocene fluvial deposits with a mainly sandy-gravelly and slightly silty character. 

The area is intensively cultivated, and the main crops are maize and paddy rice, irrigated 

through artificial canals. Water distributed for irrigation use is not only important for 

agriculture, but also contributes decisively to groundwater recharge. Moreover, these land use 

and land management practices date back to the eleventh century with the construction of 

irrigation channels (De Luca et al., 2014) and reuse of water along the fluvial terrace cascade 

of the Ticino River. Thus, it has for centuries represented a sustainable and effective reuse of 

irrigation water. The region is characterised by a humid subtropical climate (Cfa), in the 

Köppen-Geiger climate classification (Kottek et al., 2006), with warm summers and cold 

winters. 

Soil organic carbon (SOC) analysis was conducted between 2008 and 2011 for the 

entire region. The related data were provided by ERSAF (Ente Regionale per i Servizi all’ 

Agricoltura e alle Foreste(Losan Database - ERSAF, 2008)).  We used 120 SOC samples of the 

topsoil layer (0 – 20 cm) of our study area. 
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Figure 4.1. General overview and focus on the study area of Lombardy. 

4.2.2 Environmental Variables 

Stable, easily assessable, and dominant environmental variables representing three soil-

forming categories were adopted including soil, topography/relief, and organism/vegetation. 

Other commonly used covariates for soil mapping, such as macroclimate, are quite 

homogeneous within the study area. The soil environmental information was represented by 

the soil type-reference soil groups (RSG-WRB) map, while the organism/vegetation 

information was represented by land use and land cover (LULC) maps. Both maps were 

obtained from the geoportal of the Lombardy region 

(https://www.geoportale.regione.lombardia.it, accessed on 1 February 2023). These categorical 

legacy vector maps (Figure 4.2) were analysed to comply with the recommendation that a 

single class should be represented by ≥ 10 training points (James et al., 2013). The soil type 

map was classified into 1- Cambisols, 2- Arenosols, 3- Gleysols, 4- Regosols, 5- Umbrisols, 

and 6- Luvisols. The LULC were reorganized into 1- Urban vegetation land, 2- simple arable 

land, 3- rice fields, 4- permanent crop and 5- woodlands. 

  

(a) (b)  

Figure 4.2. The categorical legacy vector map (a) LULC, (b) Soil type 
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The topography category was represented by terrain attributes derived from a 10 m 

resolution hybrid elevation model obtained from the interpolation of a TanDEM-X DEM with 

12 m resolution (provided by Deutsches Zentrum für Luftund Raumfahrt (DLR)) and a 1 m 

resolution Lidar digital terrain (Extraordinary Plan for Environmental Remote Sensing, 2018). 

Terrain attributes, which describe the shape of the land surface, are widely used as an 

environmental variable in DSM (Guevara et al., 2020; Mondal et al., 2017; Sanderman et al., 

2017). The terrain attributes include Channel Network Base Level (CNBL), Elevation (E), 

Multi-Resolution Valley Bottom Flatness Index (MRVBF), Slope Height (SH), Slope (S) and 

Vertical Distance to Channel Network (VDCN). All environmental variables were resampled 

to the spatial resolution of the DEM used (10 m).  

4.2.3 Deterministic trend models 

The ML models used for the deterministic trend are discussed in this section. They were 

all implemented in R-Software and trained using the training data set. 

4.2.3.1  Artificial Neural Network 

Artificial Neural networks (ANN) are techniques based on mathematical models 

simulated from the human’s brain neural function. A radial basis function (RBF) network as a 

multilayer feedforward ANN was applied to model the SOC content. The RBF network was 

firstly used by Broomhead and Lowe(Broomhead & Lowe, 1988) in the design of the neural 

network. In comparison with back-propagation networks, the algorithms and the architecture 

of RBF networks are of simplicity and clarity (G.-F. Lin & Chen, 2004). RBF networks 

typically have three layers: an input layer, a hidden layer with a non-linear RBF activation 

function and a linear output layer, with several neurons in each. In this study, the 'rbf' function 

in the 'caret' package (Bergmeir & Benítez, 2012; Kuhn, 2008) was used for the prediction of 

ANN. The tuning grid for the network size was set from 1 to 50 (step size 1).  

4.2.3.2 Extreme learning machine 

The extreme learning machine (ELM) was proposed by (G.-B. Huang et al., 2006) as a 

single layer feed forward neural network with the same structure as a traditional single hidden 

layer Neural Network (NN) (Huang et al., 2015). The ELM algorithm provides the best 

generalisation performance at an extremely fast learning speed compared to classical artificial 

neural networks (ANN) because it simplifies the training processes by randomly selecting the 

parameters (Guang-Bin Huang et al., 2004). For that, two parameters were defined: number of 

hidden neurons (nhid) and activation function (actfun). The activation function consists of 

sigmoid (sig), sine (sin), radial basis (radbas), symmetric hard-limit (hardlims), hard-limit 

(hardlim), satlins, triangular basis (tribas), positive linear (poslin) and linear (purelin) 
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functions. In this study, the 'elm' function was applied in the 'caret' package (Kuhn, 2008; 

Mouselimis, 2022) for the prediction of ELM. The tuning grid for the number of hidden layers 

(nhid) was set from 1 to 50 (step size 1).  

4.2.3.3 Random Forest 
Random Forest was developed by Breiman, (2001) as an extension of the CART 

(Classification and Regression Trees) model, which works based on an assemble of several 

decision trees by means of two levels of randomization for each tree in the forest (Pavlov, 

2019). It consists of a nonparametric technique that combines predictions made by multiple 

decision trees, where each tree is generated based on the values of an independent random 

subset of the training sample. In this study, the “ranger” function in the “caret” package (Kuhn, 

2008; Wright & Ziegler, 2017) was used for random forest prediction. Three parameters were 

defined: i) the splitrule (variance or extratrees or maxstat), ii) the minimum amount of data in 

each terminal node (node size), and iii) the number of variables used in each tree (mtry) (Liaw 

& Wiener, 2002). The number of trees does not really need to be fine-tuned, it is recommended 

to set it to a computationally feasible large number (Probst & Boulesteix, 2017). The tuning 

grid was set with mtry from 2 to 9 (step size 1), and min.node.size from 1 to 30 (step size 2).  

4.2.4 Machine learning with Residual Kriging 

The Machine learning with Residual Kriging (MLRK) is described as hybrid spatial 

model approach which include two parts: trend model prediction and residual prediction. ML 

models were used for trend analysis and ordinary kriging (OK) was used for residual analysis. 

This method is well described in (Hengl et al., 2007), where the authors remarked that the 

additive nature of this hybrid approach is transmitted to the local variance estimates using the 

following equation:  �̂�𝑴𝑳𝑹𝑲 =  �̂�𝑴𝑳(𝒙) +  �̂�𝑹𝑲(𝒙) =  𝒇𝒙 (𝑽𝒈(𝒙)) + ∑ 𝝀𝒌 .  𝒆(𝒙𝒌); 𝒈 = 𝟏, 𝟐, … , 𝒔 𝒌 =𝒏𝒌=𝟏𝟏, 𝟐, … , 𝒏                 Equ4.1 

Where �̂�𝑀𝐿𝑅𝐾 refers to the MLRK predicted values, �̂�𝑀𝐿(𝑥) refers to the trend prediction, �̂�𝑅𝐾(𝑥) refers to the interpolated trend residual at point 𝑥, 𝑔 refers to the number of 

environmental variables,  𝑉𝑔(𝑥) refers to the environmental variables at point 𝑥, 𝑓𝑥 (𝑉𝑔(𝑥)) 

refers to the functional relationship between soil and environmental variables 𝑉𝑔 at the point 𝑥, 𝜆𝑘 refers to kriging weights which is determined by the spatial dependence structure of the 

trend residual, and 𝑒(𝑥𝑘) refers to the trend residual at the sampling point 𝑥𝑘. 

The OK method was applied to the trend residuals with an expectation that the residuals 

will be fixed (McBratney et al., 2003). OK is a common geostatistical technique that uses 
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semivariogram based on regionalized variables to obtain an optimal unbiased estimated 

surface. There are three main parameters in semi-variogram: nugget, range, and sill. The nugget 

represents the spatial variance of measurement errors at an infinite small distance. The range 

is the effective distance of the spatial autocorrelation. The sill is the maximum value of the 

semivariogram when the spatial distance between two sites exceeds the range value (Ou et al., 

2017).  

4.2.5 Implementation of the models 

To account for its skewed distribution, the SOC data was transformed using the Box-

Cox transformation, which is often useful in achieving distribution that are closer to normal 

and stabilizing the variance of residuals (Box & Cox, 1964). It was applied with a λ parameter 

of 0.26. The transformed data were used for spatial modelling, and the estimates were back-

transformed prior to mapping. 

The ML models as well as the MLRK models were trained and tested with a 10-fold 

nested cross-validation (nestedCV) (Schratz et al., 2019) which is appropriate for small datasets 

like ours. This method partitions the datasets into outer and inner folds. In the outer loop of the 

nested CV the entire data set is repeatedly divided into a train and a test set. Then, for the inner 

loop, the training is repeatedly divided into a train and test set. For the ML-models, the 10-fold 

inner CV is use for optimal hyperparameters tuning for each model (Schratz et al., 2019). A 

suitable strategy for parameter tuning is a crucial step in machine learning, particularly when 

comparing the performance of different model algorithms. The optimal hyperparameters for 

each model were determined based on minimising the root mean square error (RMSE). Then 

the model is fitted on the whole inner fold and tested on the test set from the outer fold. For the 

MLRK, after a trend model has been calibrated, a spherical variogram was used to model the 

spatial correlation of the model residuals of the training set at each iteration. The functionality 

in the “automap” package (Hiemstra et al., 2009) was used to fit the variogram and the 

functionality in the “gstat” package (Pebesma, 2004) in “R” (R. Core Team J.M., 2022) to fit 

the residual ordinary kriging at each iteration. Universal kriging (UK) was used as the reference 

model. 

4.2.6 Model Evaluation 

The model’s performance was assessed using a nested 10-fold cross-validation 

(nestedCV), which was repeated 50 times resulting to 500 prediction models. Three 

quantitative measures were calculated to evaluate the accurate prediction results and the 

performance of the different modelling methods, in this study: i) the Lin concordance 
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correlation coefficient (CCC), ii) the root mean square error (RMSE) and the relative 

improvement (RI). The CCC was calculated to measure the agreement between the observed 

and estimated SOC content. Its value varies from − 1 to + 1. The CCC values equal to − 1 and 

+ 1 indicate complete positive agreement or complete negative agreement between the 

observed and the predicted values, respectively. CCC values equal to 0 indicate that there is no 

agreement between the observed and the predicted values. The CCC may provide a more 

meaningful indication of the strength of the predicted to observed values. It can be defined as 

(Lin, 1989): 𝝆𝒄 = 𝟐𝝆𝝈𝒙𝝈𝒚𝝈𝒙 𝟐 +𝝈𝒚 𝟐 +(𝝁𝒙+𝝁𝒚)𝟐   Equation 4.2 

where 𝜌𝑐 is the estimated CCC, 𝜌 is the Pearson correlation coefficient between the observed 

and predicted SOC content, 𝜎𝑥 and 𝜎𝑦 are the corresponding variances of the observed and 

predicted SOC content, 𝜇𝑥 and 𝜇𝑦 are the means for the observed and predicted SOC content. 

The RMSE was calculated as follows: 𝑹𝑴𝑺𝑬 =  √𝟏𝒏 ∑ (𝒙_𝒐𝒃𝒔𝒆𝒓𝒗𝒆𝒅 − 𝒚_𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒆𝒅 )𝟐𝒏𝒊=𝟏   Equation 4.3 

where n is the number of soil samples; 𝑦_𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 is the predicted SOC value derived by 

each model; 𝑥_𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 is the observed SOC value,  𝜇𝑥 is the mean for the observed SOC 

content. 

The relative improvement (RI) is to measure the significant performance improvement of the 

models when interpolated residuals were added to them. It is therefore calculated as follows: 𝑹𝑰𝑴𝑳 = 𝑹𝑴𝑺𝑬(𝑴𝑳)−𝑹𝑴𝑺𝑬(𝑴𝑳𝑹𝑲)𝑹𝑴𝑺𝑬(𝑴𝑳)     Equation 4.4 

Where 𝑅𝐼𝑀𝐿 is the relative improvement of a particular model, 𝑅𝑀𝑆𝐸(𝑀𝐿𝑅𝐾) refers to the 

root mean square error of the model with residual kriging and 𝑅𝑀𝑆𝐸(𝑀𝐿) refers to the root 

mean square error of the model. 

The nested cross-validation procedure was repeated 50 times to ensure the stability and 

reliability of the results. Furthermore, the accuracy metrics in each prediction model (50 × 10) 

were averaged and used to select the best performing prediction algorithms. The prediction 

algorithm with the lowest RMSE, and highest CCC values is considered as the best for SOC 

prediction. The best model was finally used to generate the SOC map of our study area. 
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4.3  Results  
4.3.1  Statistics Analysis  

Fig. 4.3 illustrates the histograms of SOC and SOC after a Box-Cox transformation. 

The original SOC is right-skewed. After a Box-Cox transformation, the SOC appears to be 

closer to a normal distribution (Fig. 17b). 

 

Figure 4.3. Distributions of original SOC content. (17a) and the BoxCox transformed SOC 
content (17b). The red dashed line represents the sample mean. 

4.3.2  Model Evaluation 

Fig. 4.4 illustrates the performances of all the models with combinations of predictors 

in predicting SOC content using 10-fold nested cross-validation method. The results showed 

that the predictive performance is slightly affected by the choice of the applied modelling 

techniques. All the models performed consistently well with CCCmean ranging from 0.28 to 

0.39, and RMSEmean of 0.36 to 0.41. Based on the RMSE metrics, the RF model outperformed 

all other models with RMSE of 0.37. However, ELM model has the highest performance in 

terms of CCCmean with a value of 0.38 while the value of the RF model is 0.36.  The MLRK 

resulted in a RImean of 0.01% in ANN, 1.06% in ELM and 0.80% in RF. This indicates that the 

MLRK models improved the prediction accuracy of the ML model, only slightly. The RFRK 

and ELMRK outperformed all other models with CCCmean of 0.39 and an RMSEmean of 0.37, 

for ELMRK, a CCCmean of 0.37 and an RMSEmean of 0.36 for the RFRK model.   
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Figure 4.4. Boxplot of the cross-validation estimates of model performance. 

4.3.3 Spatial mapping and uncertainty analysis of SOC 

All six models were applied to map the spatial distribution of SOC over the study area. 

The SOC map produced by the models are shown in Fig. 4.5. All models produced similar 

pattern of SOC spatial distribution in the study area. The final SOC maps in Fig. 4.5 indicate a 

heterogenous spatial distribution. High SOC values were distributed at low elevation areas 

where the land use is characterised by woodland and forest, and the soil type is Umbrisols. The 

comparison of the spatial patterns of SOC maps generated by the best models revealed distinct 

variations in estimated SOC values across the study area. In the northwestern area, the ELMRK 

model exhibited higher estimated SOC values compared to the RFRK model. Moreover, an 

increased heterogeneity was observed in the SOC maps generated by the ELMRK compared 

to those produced by the RFRK model.  
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Figure 4.5. Spatial distribution of the predicted SOC based on all the models. 

Fig. 4.6 shows the set of environmental variables used in the prediction of SOC in order 

of their permutation-based variable importance using the RF model. The RMSE was chosen as 

the model performance index to rank the variable of importance and the uncertainty of the 

permutations is considered by computing the mean values over a set of 1000 permutations. The 

vertical distance to channels network (VDCN) and the channel network base level (CNBL) 

were ranked as the most important variables, followed by soil type, multiresolution index of 

valley bottom flatness (MRVBF) and the land use and land cover (LULC) information. Figure 

4.7 shows the accumulated local effect (ALE) plots of the predictors using the RF model. The 

ALE plot indicates that high SOC values are influenced by low VDCN and vice versa, while 

high SOC values are influenced by high CNBL and vice versa compared to the average 

prediction of SOC (i.e., centred at zero). Moreover, the ALE plot also indicate that high SOC 

values were influenced by Umbrisol soil groups, woodland LULC, while low SOC values were 

found on Luvisols compared to the average SOC prediction. 
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Figure 4.6. Permutation based on variables' importance measures for the selected 
environmental variables. 

 

 

Figure 4.7. Accumulated Local Effect (ALE) plot using the RF model. Y axes are on the Box-
Cox transformed scale. 
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4.4 Discussion  
4.4.1 Comparison of models on SOC prediction and spatial characteristics 

In this study, the ANN, ELM, and RF modelling techniques were used as a trend model 

to predict SOC content using the ten-fold nested cross-validation procedure for model 

assessment. Prediction accuracy, especially in DSM, are affected by model structure, tuning 

parameters, and predictor variables (Hengl et al., 2004). The analysis of the nested cross-

validation process indicated that the RF model achieved the lowest RMSEmean, demonstrating 

superior performance compared to the other models. However, ELM demonstrated a higher 

CCCmean value compared to RF model, suggesting a marginally better agreement between 

predicted and observed SOC values. This finding aligns with previous research that has 

highlighted the ELM and RF model's ability to capture complex interactions and non-linear 

relationships in predicting SOC (Guo et al., 2020; Fu, et al., 2021; Sun, et al., 2021; John et al., 

2020; Were et al., 2015). The RF models employ an ensemble of decision trees and incorporate 

feature bagging and random sub-setting, resulting in improved accuracy (Liaw & Wiener, 

2002). ELM is a feedforward neural network that employs a single hidden layer with random 

weights, enabling fast training and robust generalization capabilities (Huang et al., 2004; 2006; 

Yang et al., 2016). 

Many machine learning models assume that data points are independent, which is often 

not the case in spatial data. This limitation of ML model's structure and the influence of 

environmental variables that were not considered in the trend modelling may prevent a 

complete understanding of the relationship between the predictor and the response variables. 

The model residuals express this incomplete relationship, causing the residuals to still have a 

certain trend and exhibit some spatial autocorrelation. In this study, the residuals of each ML 

model were interpolated and added to the ML model predictions. The results revealed that when 

the interpolated residuals were added to the model predictions, the models exhibited a very 

small (<1%) improvement in prediction accuracy as indicated by the positive RImean and 

increase in CCCmean. This finding aligns with previous research that has demonstrated the 

efficacy of incorporating spatial interpolation techniques, such as ordinary kriging, to improve 

SOC predictions (Kılıç et al., 2022; Zhang et al., 2022; Zhang et al., 2020; Zhu et al., 2022). 

By incorporating the interpolated residuals, these models were able to capture the spatial 

dependence and patterns present in the SOC data that were not fully captured by the original 

models. However, Kaya et al. (2022) reported that adding residual kriging to the ML model did 

not improve the model accuracy significantly, with change of only 1% normalised root mean 
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square error (NRMSE) for SOC. However, they reported a reduction of the map uncertainty in 

their study. The performance of the ML model with residual kriging depends on the various 

interactions between the soil properties and the environmental variables (Sun et al., 2012).   

The findings of this study indicate that all the models were able to produce SOC maps 

with mean values consistent with the actual mean SOC value. This suggests that the models 

were able to capture the average SOC levels accurately across the study area. However, the 

maximum and minimum SOC values were not consistent in all the maps. This is common when 

ML models are used only in the form of coordinates for spatial prediction, in which the spatial 

patterns at the observation locations are ignored; hence, the spatial autocorrelation at the 

observation locations are not accounted for by the covariates (Behrens et al., 2018). Therefore, 

Hengl et al. (2018) proposed a general framework using the distances between all observation 

locations, instead of the coordinate form, as input of the algorithm so that the model could 

reflect the spatial relationship. However, this procedure is more stable and performs well on a 

large sample set. On the other hand, the performance may be lower for a small data set because 

of a lack of sampling data. Furthermore, since most spatial data have a local bias, the estimation 

model is often only suitable for a specific location of the entire dataset if the dataset is separated 

without considering spatial dependency (Juel et al., 2015). Therefore, it is recommended to 

partition the spatial data evenly over the entire area (Meyer et al., 2019). 

4.4.2 Important variables for SOC prediction in lowland area 

The terrain attributes, especially the VDCN and the CNBL were ranked as the topmost 

important variable that controls SOC variation in our study area. CNBL provides information 

about the overall landscape position describing the local erosion base level and referring to the 

lowest elevation of the landscape given by a stream or river network, triggering especially 

retrogressive soil erosion and deposition processes (Brzezińska et al., 2021; Hengl et al., 2015).  

On the other hand, VDCN refers to the elevation above the channel network and thus gives 

information on the geomorphological dynamics and evolution of the area.   

Over time, the Ticino river cut into the Lombardy lowland area shaping the topography 

and creating different landforms related to the formation of river terraces reflected by VDCN  

(Maerker et al., 2020). The sequence of river terraces has a significant impact on the 

development and age of the soils in the area. Higher VDCN indicates older terrace levels and 

thus, more mature landscapes characterized by a flat morphology, wider floodplains and often 

associated with alluvial deposits, rich in organic matter and sediment. Older soils generally 

have had more time for organic matter accumulation, which might result in higher SOC level. 
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However, the latter is valid for non-agricultural environments. Anyway, higher terraces are 

preferentially used for intensive agriculture since they are more suitable particularly due to 

their flat nature and a lower flooding risk (Meliho et al., 2021). Hence, the older agriculturally 

used terrace levels often show low amounts of SOC in respect to natural conditions due to 

agricultural practices such as intensive tillage, harvesting crops and removing plant residues 

(Nachimuthu & Hulugalle, 2016; Rehman et al., 2023). Instead, areas characterized by lower 

VDCN are younger than higher elevated areas. In many cases, areas closer to channels are more 

likely to receive sediments and organic material carried by water during flooding events. In 

addition, changes in river courses and the presence of different landforms can influence water 

flow patterns, drainage characteristics, and floodplain development. These hydrological factors 

can directly impact soil moisture regimes, oxygen availability, and nutrient cycling processes, 

all of which can influence SOC content. Consequently, this proximity to the Ticino river can 

lead to higher SOC content, as sediments contribute to the accumulation of organic matter in 

the soil. Moreover, soils close to the river network are closer to the groundwater table and often 

show a dense forest cover. As seen from the ALE plot result (Fig 4.7), the observation that high 

SOC values are influenced by low VDCN suggests an inverse relationship between SOC 

content and VDCN. In other words, as the distance to the channels network decreases (i.e., 

locations closer to the channels), there is a tendency for higher SOC values. Conversely, at 

greater VDCN values (farther away from channels), lower SOC values are predicted. Proximity 

to channels affects soil moisture, drainage patterns, and sediment deposition, all of which can 

directly affect the amount of organic matter stored in the soil. This suggests that when assessing 

or managing SOC in lowland areas, particularly in intensively used agricultural landscapes, 

special attention should be given to locations closer to the channels network, as they are more 

likely to have higher SOC levels. This information can guide decisions related to land use 

planning and soil management practices. Given the importance of VDCN and CNBL in this 

study, it is suggested that these variables should be integrated into any future predictive or 

mapping or management models for SOC in lowland areas. They serve as key indicators for 

assessing and managing soil carbon content effectively. 

MRVBF is one of the terrain factors that has been found to influence SOC values in our 

lowland area. The MRVBF is a terrain factor used to classify the flatness of valley bottoms and 

characterize sediment deposits for hydrologic and geomorphic purposes (Gallant & Dowling, 

2003). In areas where the MRVBF is lower, it corresponds to valley bottoms with relatively 

flat terrain. Our results show that in these areas, the soil tends to have lower SOC values 

compared to the average SOC prediction. This might be because flat valley bottoms may have 
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a higher risk of waterlogging, which can lead to decreased organic matter decomposition and 

lower SOC content. Conversely, higher MRVBF values indicate areas with more varied and 

uneven terrain, possibly with a greater relief or topographic diversity. In such areas, predictions 

suggest higher SOC values compared to the average SOC prediction. The variability in terrain 

may lead to better drainage and aeration, promoting organic matter decomposition and higher 

SOC content.  

The reference soil type was also identified as an influential variable in determining SOC 

variation in this study area. This was also reported by (Andreetta et al., 2023), where the 

reference soil groups (RSG-WRB) was among the factors with the highest performance in 

explaining SOC storage for the models used. The apparent influence of soil type on SOC is 

because SOC plays an important role also in the classification of soils and reflect specific soil-

forming processes influencing SOC in the mineral horizons. From the ALE plot of the RF 

model, the prediction of high SOC contents compared to the average SOC prediction is mainly 

influenced by Umbrisols, while the prediction of low SOC content is associated with Luvisols. 

Particularly, (Kurucu et al., 2018) also stated that Regosols and Umbrisols are associated with 

high SOC content predictions. Conversely, the presence of Luvisols in low SOC content 

predictions may be attributed to their characteristics, such as clay translocation and leaching, 

affecting organic matter retention (Piotrowska-Długosz et al., 2021). 

The LULC is another important feature that controls SOC variation in our study area. 

Especially, the ALE plots of RF model have shed light on the influence of LULC patterns on 

SOC content. Woodlands as LULC were found to be associated with higher SOC content 

predictions, reflecting its role as a carbon sink due to continuous carbon sequestration processes 

(Matthews et al., 2020). High SOC contents in woodlands can be attributed to the specific 

characteristics and functions of wooded areas. Woodlands, especially mature and undisturbed 

forests are characterized by a high biomass and organic matter accumulation. Trees in these 

areas continuously fix carbon dioxide through photosynthesis, leading to the sequestration of 

substantial amounts of carbon in both above-ground and below-ground biomass. The organic 

litter from fallen leaves and branches further contributes to the accumulation of organic carbon 

in the topsoil layer. On the other hand, arable land was associated with lower SOC content 

predictions; we attribute this to the disturbance and reduced carbon input caused by agricultural 

practices. Moreover, in comparison to the average SOC prediction, the permanent crop yield 

leads to high SOC values too. These SOC values in permanent crop fields such as orchards 

could be due to longer growing seasons and longer periods of root activity compared to other 

annual crops, which result in more continuous inputs of organic matter into the soil through 
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root exudates, root turnover, and litter-fall. They provide vegetation cover which reduces soil 

erosion, protects the soil from physical degradation, and enhances organic matter preservation. 

Unlike woodlands and permanent cropland, rice fields, though they can accumulate organic 

matter, tend to have lower SOC values compared to the average SOC prediction by the model. 

This could be due to anaerobic condition created by water saturation in the soil, which 

decomposes organic matter through anaerobic microbial processes, resulting in lower SOC 

accumulation. Sustainable land management practices, such as appropriate tillage techniques, 

organic amendments, and conservation agriculture, can help improve SOC levels in arable 

lands. 

4.5  Conclusion 

In this study, machine learning with residual kriging was used to predict and map the 

spatial distribution of SOC in an agricultural lowland area of Lombardy, Italy. Based on the 

CCC performance measures on the nested cross-validation, the ELM model shows a better 

generalization ability in terms of predicting SOC contents. However, based on the RMSE, RF 

model outperformed all the models. Adding residual kriging to the machine learning model 

improved the model accuracies slightly and provided a reliable spatial distribution map of our 

study area. This results generally confirmed the feasibility of machine learning with residual 

kriging approaches in predicting SOC variation for large areas with complex soil carbon-

environment relationships. Hence, we show that adopting machine learning techniques as 

decision support tools for precision agriculture allows for a detailed assessment of sustainable 

soil management practices. The variable importance analysis indicated terrain factors such as 

vertical distance to channel network, channels network base level, soil type and landuse as 

most important variables triggering the spatial distribution of SOC in our study area. Given the 

importance of vertical distance to channels network and channels network base level in this 

study, it is suggested that these variables should be integrated into any future predictive or 

mapping or management models for SOC in fluvial lowland areas. However, the interpretation 

of the results is quite challenging since we are dealing with a highly modified agricultural 

landscape that show a deep impact on e.g., SOC. So particularly the anthropogenic component 

must be considered e.g., via LULC. Our finding can help farmers to improve soil management 

practices and land use planning. Areas with lower SOC levels can be targeted for soil 

improvement strategies, such as organic matter amendments, cover cropping, or conservation 

tillage, to enhance soil fertility and productivity. Moreover, these findings contribute to the 

understanding of soil carbon–environment relationships in an agricultural lowland area. 
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CHAPTER FIVE 

5 EXPLORATIVE ANALYSIS OF VARYING SPATIAL 

RESOLUTIONS ON SOIL TYPES CLASSIFICATION 

MODEL TRANSFERABILITY 

In Digital Soil Mapping (DSM), assessing the transferability of soil classification models 
across different spatial resolutions is a pivotal step in ensuring their robustness and 
applicability to diverse terrains. This study investigates the impact of spatial resolutions on 
soil type mapping within an intensively used agricultural lowland region in Lombardy, Italy, 
based on a Random Forest algorithm. Employing Digital Elevation Models (DEMs) at 
resolutions of 5 m, 10 m, and 25 m, this study aims to identify the optimal spatial resolution for 
accurate soil type classification and explores the transferability of models across different 
resolutions. The nested Leave-One-Out Cross-Validation (nested-LOOCV) results indicate a 
substantial impact of resolution on model performance, with higher resolutions demonstrating 
superior accuracy. The model developed at 10 m resolution emerges as the most robust 
performer, achieving an overall accuracy of 40.3%. Model transferability analysis reveals 
challenges when transitioning from finer to coarser resolutions, while models at coarser 
resolutions adapt favourably to higher resolution data. The implications extend to DSM, 
emphasizing the need for careful consideration of spatial resolution in model development and 
transfer. The findings provide valuable insights for researchers and practitioners, urging 
tailored approaches based on the scale and objectives of the study area. The study encourages 
future research to focus on advanced techniques enhancing model transferability within DSM. 
Overall, this research contributes to the optimization of soil classification models, advancing 
our understanding of soil taxonomy in agriculturally vital lowland areas. 
 

Keywords: Digital soil mapping, digital elevation model, soil classification, terrain attributes, 
model transferability, spatial resolution 

Based on: 
Adeniyi, O.D.; Maerker, M., Explorative analysis of Varying Spatial Resolutions on Soil type 

Classification Model and Transferability in an agricultural lowland area of Lombardy, Italy. 
Geoderma Regional. (Under review). 

 

 

 

 

 

 



 72 

5.1 Introduction 

Accurate information about soil classes and their spatial distribution is indispensable 

for numerous applications, ranging from sustainable land management and environmental 

conservation to addressing climate change and optimizing agricultural production (Keesstra et 

al., 2016; Malone et al., 2009; Sachs, 2010).  The demand for precise soil maps has intensified, 

with applications extending to fields such as precision agriculture, environmental pollution, 

climate change, and agricultural production (Stoorvogel et al., 2015, Bouma, 1997, Keesstra et 

al., 2016). However, traditional mapping approaches are proving to be time-consuming and 

cost-ineffective as the need for comprehensive soil maps continues to grow (Mulder et al., 

2011). To address this challenge, Digital Soil Mapping (DSM) has emerged as a transformative 

approach, enabling the efficient capture, and prediction of soil properties/classes compared to 

conventional methods. However, also DSM rely on properly obtained field data taken in a 

standardized and spatially distributed way to cover the variability of the investigated area 

accordingly. 

DSM leverages auxiliary data, such as Digital Elevation Models (DEMs) and remote 

sensing information, to establish critical relationships between soil characteristics and 

landscape attributes, leading to the development of soil maps (McBratney et al., 2003). DEMs, 

particularly, provide morphometric information about the Earth's surface, offering quantitative 

measurements of terrain features for GIS-based soil-mapping applications (Mattivi et al., 

2019). From DEMs, terrain attributes or topographic indices can be derived, allowing for the 

characterization of spatial-specific landscape processes, that are an essential component in soil 

formation and development (McBratney et al., 2003). These terrain attributes can be 

categorized into primary attributes, such as elevation, slope, aspect, and curvature profiles, 

obtained directly from DEMs, and secondary attributes, like solar radiation and moisture index, 

which involve combinations of primary attributes (Oksanen & Sarjakoski, 2005). Notably, 

these terrain morphometric attributes, essential factors in soil formation (Jenny, 1941), have 

become indispensable auxiliary variables in DSM due to their role in the pedogenetic process 

and their increasing availability across various spatial resolutions (Ballabio et al., 2012; 

Kempen, 2011).  

The success of DSM relies significantly on the quality of input environmental 

covariates (Zhou et al., 2021), and at times often taking precedence over the choice of the 

modeling algorithm (Keskin et al., 2019). An important indicator for the quality of these input 

environmental covariates is spatial resolution. In DSM, environmental covariates are 
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represented in raster format, and their spatial resolution is often determined based on the 

DEM’s raster width. In other words, spatial resolution describes the pixel size of a raster map, 

with large and small pixel referred to as coarse/low resolution and fine/high resolution, 

respectively (Silvero et al., 2021). With the increasing availability of DEMs in different 

resolutions, the influence of DEM resolution on environmental modelling has been widely 

discussed (Dornik et al., 2022; Lecours et al., 2015; Smith et al., 2006). Many studies have 

highlighted the importance of multiscale terrain analysis in DSM (Behrens et al., 2010, 2018; 

Cavazzi et al., 2013). Determing the optimal spatial resolution for covariates is crucial for 

achieving accurate soil classification and mapping. Moreover, the source of DEM data plays a 

crucial role in determining the quality and potential errors in terrain attributes, directly 

impacting the accuracy of soil mapping models (Maleki et al., 2020; Mesa-Mingorance & 

Ariza-López, 2020). Variations in DEM sources, such as Lidar surveys, radar missions, or 

fusion approaches, can introduce differences in spatial resolution, precision, and data quality. 

Careful consideration of DEM sources becomes essential to mitigate errors and ensure optimal 

data quality for robust DSM applications. 

Against this backdrop, this study investigates the influence of spatial resolutions 

(specifically, 5, 10 and 25 m) of terrain attributes derived from various DEM sources on soil 

taxonomy class mapping within an agricultural lowland region in Lombardy, Italy. The 

Random Forest (RF) algorithm was employed to construct soil type classification models, and 

their performances were evaluated using terrain attributes of differing spatial resolutions. 

Additionally, the study examines the impact of spatial resolution on model transferability, 

exploring how model performance changes when applied to both upscaled and downscaled 

terrain attributes. The results aim to ascertain the optimal spatial resolution for mapping soil 

type in the study area, paving the way for the creation of accurate soil class distribution maps. 

This research contributes to the broader understanding of the role of spatial resolution in DSM 

and informs the development of more effective soil mapping strategies. 

5.2 Materials and Method 

5.2.1 Study area and soil information 

The study area (Figure 5.1) is situated approximately 15 km southwest of Milan, nestled within 

the lowlands of the Lombardy region of Italy. It shares its border with the neighbouring 

Piedmont region, occupying an expanse of roughly 314 km². This region finds its place within 

the enchanting Ticino River Valley, where the meandering Ticino River stands as the sole 

natural drainage system, flowing to the south-east. The landscape is notably characterized by 
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its intensive cultivation, with maize and paddy rice as the predominant crops, nourished by an 

intricate network of artificial canals. The area's topography is dominated by the river terraces 

of the Ticino River, rendering much of the terrain flat, save for the occasional terrace 

escarpments, which exhibit inclinations of up to 30 degrees. The soils, fundamental to the 

region's agricultural productivity, are marked by a sandy loam texture that has evolved over 

Quaternary alluvial deposits. These deposits comprise Pleistocene fluvial and fluvioglacial 

gravely sandy sediments, remnants of the last Würm glaciation, and more recent Holocene 

fluvial deposits characterized by a predominantly sandy-gravelly and slightly silty 

composition. 

The local climate can be classified as humid subtropical (Cfa) based on the Köppen climate 

classification system (Kottek et al., 2006). This classification signifies a climate with warm, 

mild summers and cold winters, creating an environment conducive to diverse agricultural 

practices. 

 

Figure 5.1.– General overview of Italy and focus on the study area of Lombardy between 
Abbiategrasso and Vigevano in Pavia Province 

For the purposes of this study, an extensive collection of soil profiles (N = 149) 

describing the region's soil taxonomy in accordance with the USDA soil taxonomy key for 

classification (Staff Soil Survey, 2014) was used. These soil profiles, covering the entire study 

area, were provided by ERSAF (Ente Regionale per i Servizi all’ Agricoltura e alle Foreste), 

the Regional Agency for Agriculture and Forest Services. These profiles were accessible 

through Losan Database - ERSAF, (2008)). The profile locations and soil type are shown in 

Fig. 5.2. The soils were allocated to 22 great groups. The majority classes, Hapludalfs and 

Udorthents, exhibit the highest frequency with 15 observations each, closely followed by 
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Haplustalfs with 14 observations. Additionally, Eutrudepts and Ustorthents both have 13 

observations, while Dystrudepts and Dystrustepts account for 12 and 11 observations, 

respectively. On the other hand, the minority classes include Argiudolls, Endoaqualfs, 

Endoaquents, Endoaquolls, Fluvaquents, Haplohumults, Hapludolls, Haplustepts, Haplustolls, 

Humaquepts, Quartzipsamments, and Ustifluvents, each with 3 observations. Furthermore, 

Endoaquepts, Udifluvents, and Ustipsamments have 6, 5, and 9 observations, respectively. This 

distribution provides a comprehensive overview of the dataset, highlighting both the dominant 

and less frequent soil taxonomy classes. 

 

Figure 5.2. – 10 m elevation with the locations of the sampled soil profiles. 

5.2.2 Characterisation of DEMs 

In this section, we provide a description of the Digital Elevation Models (DEMs) used 

in our study, each with distinct spatial resolutions. From these DEMs we derived the 

foundational terrain attributes for our DSM study, facilitating an in-depth investigation into the 

impact of spatial resolution on soil classification. Pre-processing, following the methods 

proposed by Maerker et al., (2020), involved low-pass filtering to extract artifacts, eliminate 

local noise, and address terraces (Vorpahl et al., 2013) using the System for Automated 

Geoscientific Analyses (SAGA) software (Conrad et al., 2015). Subsequently, the DEM 

underwent hydrological correction to eliminate sinks, a procedure based on the algorithm 

proposed by Planchon & Darboux, (2002).  

5.2.2.1 5 m DEM resolution 

  Our first DEM, with a spatial resolution of 5 m was sourced from the Lombardy region 

geoportal (https://www.geoportale.regione.lombardia.it/ricerca). This Digital Terrain Model 

https://www.geoportale.regione.lombardia.it/ricerca
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(DTM) was generated through the integration of vector data from the regional topographical 

database and a high-resolution 1-meter Lidar survey along watercourse streams. Furthermore, 

arithmetic data from the previous edition of the regional DTM at 20 m resolution contributed 

to its development. The 5 m DEM serves as a rich source of fine-grained terrain information 

that underpins our soil classification analysis.   

5.2.2.2  10 m DEM resolution 

For the second DEM, characterized by a 10 m resolution, we employed a Hybrid 

Elevation Model. This model resulted from the interpolation of a TanDEM-X DEM with a 12 

m resolution, provided by the Deutsches Zentrum für Luftund Raumfahrt (DLR), and a high-

resolution 1 m Lidar DTM obtained from PCN – PST 

(http://www.pcn.minambiente.it/mattm/progetto-pst-dati-lidar/). The latter covers mainly areas 

close to the Ticino River characterized by forest vegetation. PCN-PST delivers a DTM of forest 

ground surface. The TanDEM-X mission is a synthetic aperture radar (SAR) initiative featuring 

two satellites working in close formation to generate a DEM that adheres to the high-accuracy 

HRTI-3 standards. The utilization of TanDEM-X data is integral to achieving precise terrain 

information (Pasquetti et al., 2019).  

5.2.2.3  25 m DEM resolution 

Our third DEM, with a spatial resolution of 25 meters, was sourced from the Copernicus 

land portal (https://land.copernicus.eu/imagery-in-situ/eu-dem/eu-dem-v1.1). This DEM, 

referred to as EU-DEM v1.1, was generated through a fusion of data from the Shuttle Radar 

Topography Mission (SRTM) and the Advanced Spaceborne Thermal Emission and Reflection 

Radiometer (ASTER) Global Digital Elevation Model (GDEM). The fusion process employed 

a weighted averaging approach, resulting in an upgraded version of EU-DEM. This 25-m 

resolution DEM offers a broader landscape perspective of the study area. However, this EU-

DEM is not a DTM since there is still vegetation, infrastructure and buildings incorporated. 

Nonetheless, the resolution is quite coarse and hence, errors due to the above surface features 

are acceptably low (EU-DEM, Mouratidis & Ampatzidis, 2019). 

5.2.2.4 DEM derivatives 

The terrain attributes derived from each DEMs include Elevation (E), Channel Network 

Base Level (CNBL), Direct Insolation, LS-factor, Modified Catchment Area (MCA), Mid 

Slope Position (MSP), Multi-Resolution Valley Bottom Flatness Index (MRVBF), Relative 

Slope Position (RSP), Slope (S) Slope Height (SH), Standardized height (StH), Topographical 

Wetness Index (TWI), Terrain Ruggedness Index (TRI) and Vertical Distance Channel Network 

http://www.pcn.minambiente.it/mattm/progetto-pst-dati-lidar/
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(VDCN). These terrain attributes were computed on the SAGA software, version 8.2 (Conrad 

et al., 2015). 

 These attributes reveal distinctive patterns in their distribution across varying spatial 

resolutions (Fig 5.3). The disparities observed can be attributed to the fundamental differences 

in the level of detail captured by each DEM resolution. Finer resolutions (5 m and 10 m) present 

a broader spectrum of attribute values, capturing intricate topographic features with higher 

precision. This detailed representation is particularly evident in attributes like CNBL, SH and 

TWI. On the other hand, coarser resolution (25 m) exhibits smoother distributions with fewer 

extremes, as it provides a more generalized overview of the terrain. 

   

   

 

 

 

Figure 5.3. – Boxplot of the terrain attributes at varying resolution 

5.2.3 Random Forest classifier 

 Random Forest (RF) stands out as an ensemble model, relying on the bagging algorithm 

to enhance predictive accuracy (Breiman, 2001). At its core, RF employs decision trees as base 

classifiers, employing the bootstrap method for sampling with replacement. This method 
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involves training decision models, or base learners, each contributing to the overall decision-

making process. The brilliance of RF lies in its ability to synthesize the results of these multiple 

models, effectively mitigating the risk of overfitting that might occur with individual models. 

The use of the bootstrap sampling strategy in RF brings another advantage to the table—the 

calculation of the out-of-bag (OOB) error. During training, when a model is not sampled for a 

particular instance, it serves as a test set. In this study, the "rf" function in the "caret" package 

(Kuhn, 2008) was used in R for Random Forest prediction. An important parameter in this 

context is "mtry," which denotes the number of randomly selected predictor variables 

considered at each node. Fine-tuning the model involves specifying a tuning grid, and in this 

study, the parameter "mtry" was systematically adjusted from 2 to 12, with a step size of 1.  

5.2.4 Model Evaluation  
The performance of the developed soil type classification models was assessed using a 

“nested-leave-one out-cross-validation” (“nested-LOOCV”) method which is particularly 

suitable for small datasets where other methods might not yield reliable results (Brus et al., 

2011). It provides an unbiased estimate of the true error and has been proven to be effective in 

previous studies (Ferreira et al., 2021; Mello, Safanelli, et al., 2022; Mello, Veloso, et al., 2022). 

The nested-LOOCV was applied to optimize the model settings (hyperparameter tuning) and 

to validate the final performance of the models, built on optimized settings (Schratz et al., 

2019). During this process, only one validation data point was set aside per iteration to ensure 

the accuracy of the evaluations. To evaluate the performance of the algorithms, the confusion 

matrix was used to derive the overall accuracy and kappa index. The overall accuracy quantifies 

the proportion of correctly classified soil samples in relation to the total number of samples in 

the validation dataset (Brus et al., 2011), given by the following formula: 𝒐𝒗𝒆𝒓𝒂𝒍𝒍 𝒂𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =  𝑻𝑷+𝑻𝑵𝑻𝑷+𝑻𝑵+𝑭𝑷+𝑭𝑵  Equation 5.1 

where TP, TN, FP, and FN are true positive, true negative, false positive, and false negative 

respectively. 

Kappa coefficient assesses the difference between observed and expected agreement, 

correcting for the possibility of chance agreement in classifications, given by the following 

formula: 𝑲 =  𝒑𝒐−𝒑𝒆𝟏−𝒑𝒆   Equation 5.2 

where, 𝑝𝑜 is the overall or observed accuracy, and 𝑝𝑒 is the expected accuracy, where: 𝒑𝒆 =  ∑ (𝒄𝒐𝒍𝑺𝒖𝒎𝒊𝑻𝑶 ) × (𝒓𝒐𝒘𝑺𝒖𝒎𝒊𝑻𝑶 )𝒏𝒊=𝟏    Equation 5.3 
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the summations of the columns and rows of classes in the confusion matrix are represented as 𝑐𝑜𝑙𝑆𝑢𝑚𝑖 and 𝑟𝑜𝑤𝑆𝑢𝑚𝑖, 𝑇𝑂 represents the total number of observations and n is the number 

of classes.  

The receiver operating characteristic (ROC) curve and the area under the ROC curve 

(AUROC) were also used for model’s performance (DeLeo, 1993). The ROC curve graphically 

illustrated sensitivity and 1-specificity, offering a visual representation of the model's accuracy. 

The AUROC, a quantitative measure of model performance, ranged from 0.5 (indicating an 

inaccurate model) to 1 (reflecting a perfect model). This index was used to assess the overall 

performance of our models, with higher values signifying better performance.  AUROC can be 

computed as: 𝑨𝑼𝑪 =  ∑ 𝑻𝑷+∑ 𝑻𝑵𝑷+𝑵    Equation 5.4 

5.2.5 Evaluation of Model Transferability across different Spatial Resolutions 

Assessing the ability of machine learning models to generalize to different datasets is 

essential in machine learning research. Transferability, a key aspect of generalization, is 

commonly evaluated to understand the robustness of models across diverse datasets (J. Wang 

& Chen, 2023; Y. Zhou et al., 2021). In the context of this study, soil type classification models 

were constructed using distinct training datasets, and then "transferred" to another dataset for 

the purpose of evaluation.Three distinct datasets, denoted as A, B, and C, contained DEM 

feature data at spatial resolutions of 5, 10, and 25 m, respectively. The process of transferring 

and evaluating the models is illustrated in Figure 4. For instance, Model A. trained from dataset 

A, was evaluated using dataset B and C to understand its performance across varying feature 

resolutions. This analysis provides valuable insights into the generalization capabilities of the 

models when applied to datasets with varying spatial resolutions, facilitating informed 

decision-making in soil classification tasks. 

 

Figure 5.4. Flowchart of the transferability evaluation 
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5.3 Results  
5.3.1 Assessment of the models at different spatial resolutions 

The assessment of soil type classification models was conducted at different spatial 

resolutions, specifically 5 m (Model A), 10 m (Model B), and 25 m (Model C). The assessment 

of soil type classification models at different spatial resolutions, provides valuable insights into 

their performance. Table 5.1 summarizes the results of the nested-LOOCV assessment, 

showcasing key evaluation metrics such as Overall Accuracy (OA), Kappa, and Area Under 

Curve (AUC) for each model. 

Table 5.1. Results of nested-LOOCV assessment 

Models OA Kappa AUC 
 Mean SD Mean SD Mean SD 

A 28.5 11.5 0.23 0.12 0.77 0.07 

B 40.3 12.4 0.35 0.13 0.77 0.04 

C 25.1 15.7 0.19 0.17 0.76 0.08 

 

Model A, with a spatial resolution of 5 m, exhibits an overall accuracy of 28.5%, a 

Kappa coefficient of 0.23, and an AUC of 0.77. These metrics suggest a moderate level of 

accuracy in soil type classification, with a relatively low Kappa coefficient indicating some 

degree of disagreement between observed and expected classifications. Model B, operating at 

a spatial resolution of 10 m, demonstrates improved performance compared to Model A. The 

overall accuracy increases to 40.3%, the Kappa coefficient rises to 0.35, and the AUC remains 

stable at 0.77. This indicates a notable enhancement in the accuracy of soil type classification, 

with a higher Kappa coefficient reflecting improved agreement between observed and expected 

classifications. In contrast, Model C, with a spatial resolution of 25 m, exhibits a decrease in 

overall accuracy to 25.1%, a lower Kappa coefficient of 0.19, and a slightly reduced AUC of 

0.76. These results suggest a decrease in performance compared to both Model A and Model 

B, highlighting the importance of spatial resolution in influencing the accuracy of soil type 

classification models. The lower resolution appears to compromise the model's ability to 

capture fine-scale variations in terrain attributes, leading to a decrease in overall accuracy. 

Overall, Model B, with a spatial resolution of 10 m, demonstrated the highest accuracy 

compared to Models A and C. The Kappa values also showed a similar trend, with Model B 

outperforming the others. This suggests that an intermediate spatial resolution of 10 m is more 

conducive to accurate soil type classification in our study area.  

Figure 5.5 illustrates the variable importance rankings for each soil type classification 

model at different spatial resolutions, providing valuable insights into the varying significance 
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of terrain attributes across models. Notably, the order of important variables differs based on 

the resolution at which each model was developed. In Model A, constructed with a resolution 

of 5 m, the Vertical Distance to Channel Network (VDCN) takes precedence as the most crucial 

variable, indicating its substantial contribution to the model. Following closely is the Channel 

Network Base Level (CNBL). This suggests that, at finer resolutions, the vertical distance to 

the channel network plays a pivotal role in influencing soil type classification, underscoring 

the significance of detailed terrain information. Also, Model B, developed at 10 m resolution, 

maintains VDCN as the top-ranking variable, reinforcing its importance in soil classification 

models. However, in this model, the importance of additional variables, including Channel 

Network Base Level (CNBL), Elevation (E), and Multi-Resolution of the Ridge Top Flatness 

(MRRTF), becomes more pronounced. This suggests that, at a slightly coarser resolution, a 

combination of variables, including VDCN, plays a significant role in improving model 

performance. In contrast, Model C, developed with a resolution of 25 m, sees a shift in the 

order of important variables. Elevation takes the lead in importance, followed by VDCN and 

CNBL. This shift suggests that, at coarser resolutions, the broader elevation profile becomes a 

more influential factor in soil type classification.  

 

Figure 5.5. Variable of Importance across the models 

Spatial distribution maps of soil types were generated to visually compare the 

classification outcomes at different DEM spatial resolutions. Figure 5.6 displays the 

distribution map of soil types derived from terrain attributes at 5 m, 10 m, and 25 m resolutions.   

 

 

 

 



 82 

5 m resolution 10 m resolution 25 m resolution 

 

Figure 5.6. Spatial classification of soil type using random forest 

The model developed from the 10 m resolution exhibited the most accurate soil type 

map for the study area, displaying no noise or artifacts, and encompassing all classes. This 

suggests that the 10 m resolution spatial model is optimal for soil type classification in the 

given study area. 

5.3.2 Assessment of soil type model transferability 

The assessment of soil type model transferability is a crucial aspect in determining the 

robustness and applicability of models developed at varying spatial resolutions. This study 

aimed into understanding the impact of transferring models developed with fine-resolutions 

terrain attributes (5 m and 10 m) to other terrain attributes obtained at coarser spatial resolution 

(25 m, termed as upscaling). Similarly, models developed using terrain attributes from the 

coarsest resolution (25 m) DEM were transferred to finer resolutions (5 m and 10 m, referred 

to as downscaling). Table 3 presents the evaluation metrics, including Overall Accuracy (OA) 

and the Kappa statistic. 

Table 5.2. Evaluation of transferability of models at different spatial resolution 

Model Resolutions OA Kappa 

A 10 m 50.3 0.47 

 25 m 23.5 0.18 

B 5 m 41.6 0.37 

 25 m 29.5 0.23 

C 5 m 27.5 0.21 

 10 m 22.8 0.16 
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In the context of upscaling, the transferability of model A developed from 5 m 

resolution of terrain attributes to 10 m resolution resulted in an Overall Accuracy of 50.3%, 

accompanied by a Kappa statistic of 0.47. However, transferring the same model to a coarser 

resolution of 25 m led to a substantial decrease in Overall Accuracy to 23.5% and a lower 

Kappa statistic of 0.18. This implies that the model developed at the finest resolution retains 

its accuracy more effectively when applied to a moderately coarser resolution rather than a 

significantly coarser one. Model B, developed at 10 m resolution, exhibits relatively stable 

transferability. When transferred to 5 m resolution (downscaling), the Overall Accuracy 

remains at 41.6%, with a Kappa statistic of 0.37. However, transferring the model to a coarser 

resolution of 25 m (upscaling) results in a decrease in Overall Accuracy to 29.5% and a slightly 

lower Kappa statistic of 0.23. These findings suggest that Model B is more adapt at maintaining 

its performance when downscaled to finer resolutions compared to when it is upscaled to a 

coarser resolution. Moreover, during downscaling, the transferability of Model C, developed 

at 25 m resolution, is notably superior at the finest resolution (5 m) when contrasted with the 

moderate resolution of 10 m. Transferring the model to 5 m resolution yields an Overall 

Accuracy of 27.5% and a Kappa statistic of 0.21. When transferred to 10 m resolution, there is 

a decrease in Overall Accuracy to 22.8% and a lower Kappa statistic of 0.16. This suggests that 

the model developed at a coarser resolution successfully adapts to the finest resolution, 

showcasing better transferability than when downscaled to a resolution with a moderate level 

of detail. 

5.4 Discussion 

5.4.1 Effect of Spatial Resolution on Soil Type Classification models 

The results of this study provide a comprehensive understanding of how different 

spatial resolutions impact the accuracy of soil type classification models. A key observation is 

the pivotal role played by spatial resolution in determining model performance, with higher 

resolutions proving to be more effective in capturing subtle variations in soil types. Models 

developed at 5 m and 10 m resolutions exhibited superior performance compared to the coarse 

25 m resolution model. Model B, developed at a spatial resolution of 10 m, emerged as the 

most robust performer with an overall accuracy of 40.3%. It not only outperformed the finest 

resolution model but also presented a balanced representation of soil classes across the study 

area, devoid of noise or artifacts. The success of the Model B at 10 m resolution highlights the 

importance of striking a balance between capturing fine-scale terrain information and 

maintaining computational efficiency when selecting spatial resolution for DSM. The finer 
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resolution allows for a more detailed representation of landscape features, essential for accurate 

soil classification. However, this effectiveness diminishes at even finer resolutions, as 

demonstrated by the decrease in performance for Model A at 5 m. On the other hand, coarser 

resolutions, as seen in Model C at 25 m, compromise the ability to capture fine-scale variations 

in terrain attributes, leading to a decrease in overall accuracy. Nonetheless, the coarser 

resolution model of 25 m is leading to smoother maps, it overlooks finer-scale variations in soil 

types. 

This result aligns with previous research, emphasizing the importance of fine-scale 

terrain information for accurate soil mapping (Guo et al., 2019; Jongsung Kim et al., 2014; 

Roecker & Thompson, 2010). High-resolution DEMs capture subtle variations in topography 

and landforms, which are closely linked to soil attributes, particularly in lowland areas. The 

finer resolution enables models to differentiate soil types more effectively. Moreover, in a 

comparative analysis of classification models, Maleki et al. (2020) observed substantial 

differences in predictive accuracy when using covariates at 0.3 m and 5 m resolutions. The 

models achieved an impressive 95% accuracy when trained with the finer 0.3 m resolution data 

but displayed a reduced accuracy of 78% when utilizing the 5 m resolution data. The variations 

in model performance were attributed to differences in the quality of DEMs that were the 

source of topographic derivatives. These disparities in data sources and resolution likely 

contributed to the discrepancies in classification accuracy. Additionally, Lacoste et al. (2014) 

explored the relevance of DEM resolution in predicting soil organic carbon. They discovered 

that initial DEM data at 2 m resolution were characterized by noise and potential irrelevance. 

To address this issue, they resampled the DEM to various resolutions, including 5 m, 10 m, and 

20 m. They identified the 5 m DEM as the most useful. These results underscore the importance 

of selecting an appropriate spatial resolution for soil type classification. Excessively high 

spatial resolutions may not necessarily enhance accuracy (Silvero et al., 2021), especially if the 

underlying dataset and methodologies fail to capture local-scale variations (Cavazzi et al., 

2013). Fine resolutions can introduce noise that hinders accuracy (Roecker & Thompson, 

2010), and their implementation demands increased processing time and cost (Blasch et al., 

2015). Therefore, the selection of spatial resolution in DSM should be tailored to the specific 

needs of the task, striking a balance between capturing meaningful patterns and computational 

efficiency. 
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5.4.2 The influence of DEMs sources on soil classification models 

The differences in the sources of DEMs significantly influence the accuracy of soil 

classification in this intensively cultivated lowland area (Malone et al., 2013). The varying 

sources of DEMs, ranging from Lidar surveys to radar missions and fusion approaches, 

introduce discrepancies in spatial resolution, precision, and the ability to capture fine-scale 

details. The 5 m resolution DEM, generated through the amalgamation of vector data and a 

high-resolution 1-meter Lidar survey, provided a rich source of fine-grained terrain 

information. This high-quality DEM contributed to the accuracy of soil classification by 

capturing intricate details and subtle variations in the landscape essential for precise mapping. 

The 10 m resolution DEM, a Hybrid Elevation Model derived from TanDEM-X DEM and a 1 

m Lidar DTM, demonstrated improved accuracy compared to coarser resolutions. The fusion 

of TanDEM-X and high-resolution Lidar data enhanced the terrain information, contributing to 

a more nuanced representation of soil types. The 25 m resolution DEM, sourced from the 

Copernicus land portal and generated through the fusion of SRTM and ASTER GDEM data, 

presented a broader perspective of the study area. While coarser, it still provided valuable 

information for soil classification. Overall, the higher spatial resolutions, especially the 5 m 

and 10 m DEMs, played a pivotal role in capturing terrain intricacies, resulting in more accurate 

and detailed soil classification models. Moreover, in a lowland area extensively used for 

agriculture, the spatial resolution of DEMs holds a significant sway over the classification of 

soil types. The intricate topography and landforms inherent to lowlands necessitate a finer 

spatial resolution for DEMs to accurately capture subtle variations in terrain attributes 

(Mashimbye et al., 2014; Mercuri et al., 2006). In this study, high-resolution DEMs, such as 

those with a spatial resolution of 5 m or 10 m, prove crucial in delineating the nuances of the 

landscape, particularly in regions characterized by intensive cultivation. These finer resolutions 

enable the discrimination of minute features, essential for distinguishing between different soil 

types prevalent in agricultural lowlands. In contrast, coarser spatial resolutions, such as 25 m, 

might oversimplify the terrain, potentially leading to the loss of crucial details and affecting 

the accuracy of soil type classification. This is consistent with earlier studies on the effect of 

DEM resolution on topographic representation (Martinez et al., 2010; Schumann et al., 2008). 

Therefore, selecting an optimal spatial resolution tailored to the specific characteristics of the 

lowland area becomes paramount for precise DSM, ensuring a comprehensive understanding 

of the soil taxonomy in this agriculturally vital landscape. 

The variable importance across the models at different resolutions further highlights the 

nuanced relationship between spatial resolution and the significance of terrain attributes in soil 
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type classification. The findings emphasize the need for a tailored approach to variable 

selection based on the spatial resolution of the DEM, recognizing that certain attributes may 

gain or lose prominence depending on the level of detail captured in the terrain information 

(Kienzle, 2004; Maleki et al., 2020; Vaze et al., 2010; C. Wang et al., 2012; Wu et al., 2008). 

This nuanced understanding contributes to the optimization of soil classification models for 

diverse landscapes and resolutions. The visual comparison of spatial distribution maps further 

emphasizes the trade-off between spatial resolution and the level of detail captured in soil type 

classification. While higher resolutions showcase a more intricate representation of soil classes, 

excessively fine resolutions can introduce noise, and coarser resolutions may scarify detail. In 

this study, the 10 m resolution model demonstrated the most favourable compromise, offering 

a high level of accuracy while avoiding the pitfalls associated with resolutions that are too fine 

or too coarse. This highlights the importance of carefully considering spatial resolution in soil 

type classification tasks to achieve optimal and reliable results. 

5.4.3 Effect of spatial Resolution on Transferability of soil type Classification models 

The influence of spatial resolution on the transferability of soil type classification model 

represents a crucial aspect of this study, offering valuable insights into the practicality and 

robustness of applying model across different resolutions. While numerous studies have 

assessed DEMs at various resolutions (Behrens et al., 2010; Cavazzi et al., 2013; Gibson et al., 

2021; Guo et al., 2019; Martinez et al., 2010; Miller et al., 2015; Schumann et al., 2008; Sena 

et al., 2020; Smith et al., 2006; Thompson et al., 2001; Vaze et al., 2010), none have previously 

correlated these resolution variances with the model transferability of soil type classification 

models in lowland regions. The results of this research provide valuable information on the 

effects of DEM spatial resolution on the transferability of soil classification models. The 

transferability of the model whether upscaling or downscaling, varies depending on the spatial 

resolution. The study reveals that the optimal or most stable spatial resolution varies depending 

on whether the model is being upscaled (transferred to a coarser resolution) or downscaled 

(transferred to a finer resolution). Moreover, it emphasizes that higher resolution does not 

universally guarantee improved prediction effects and transferability. During upscaling, the 

transferability analysis reveals that Model A exhibits superior performance when transitioned 

from its original 5 m resolution to a coarser 10 m resolution, surpassing its transferability to 

the 25 m resolution. This implies that the model developed at the finest resolution retains its 

accuracy more effectively when applied to a moderately coarser resolution rather than a 

significantly coarser one. This also suggests that the model developed at finer spatial 
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resolutions may not capture the relevant information or patterns present in the coarser spatial 

resolution dataset (Mercuri et al., 2006). This reduction in performance is likely due to the loss 

of fine-grained spatial information and patterns when transitioning to coarser resolutions, 

which can negatively impact the model's ability to make accurate predictions on the new 

dataset. Moreover, extremely high resolutions may introduce unnecessary details or noise that 

hinder the model's performance when transitioning to a coarser scale. Conversely, in the 

downscaling scenario, Model C displays enhanced transferability when transitioned from its 

initial 25 m resolution to the finer 5 m resolution compared to the intermediary 10 m resolution. 

This suggests that the model developed at a coarser spatial resolution can adapt to and benefit 

from the higher spatial resolution data, capturing more detailed patterns and make more 

accurate predictions. Moreover, the model developed at 10 m resolution (Model B) exhibits 

better transferability when downscaled to 5 m compared to the coarser 25 m resolution. This 

implies that, in certain situations, an intermediate resolution may strike a balance between 

capturing relevant information and avoiding the pitfalls associated with extremely fine or 

coarse resolutions. 

The implications of this research are significant for DSM applications across diverse 

landscapes. Soil classification models, while demonstrating robustness in their original 

resolution, need to be used judiciously when applied to different terrain resolutions, since the 

interactions between landscape and environmental processes at various scales influences 

pedogenesis (Behrens et al., 2014; Kerry & Oliver, 2011; Miller et al., 2015). In the context of 

a lowland area heavily impacted by intensive agriculture, where small-scale features and 

variations are crucial for accurate soil mapping, the choice of DEM source and spatial 

resolution becomes pivotal. The intricate topography inherent to lowland areas necessitates a 

more detailed representation to accurately capture the nuances of the landscape. Fine-scale 

DEMs, such as 10 m resolution, excel in providing the necessary level of detail for precise soil 

classification in our study area. Conversely, in high-relief areas characterized by rugged terrain 

and significant elevation changes, the choice of DEM resolution may differ based on the 

landscape heterogeneity. Researchers and practitioners in soil science and environmental 

management must carefully consider the spatial characteristics of their study areas and the 

specific objectives of their projects. The choice of spatial resolution should align with the scale 

and goals of the study. High-resolution DEMs offer fine-scale details, making them well-suited 

for local-scale projects where precise soil classification is essential. Conversely, coarser 

resolutions might be more suitable for regional-scale projects with a focus on model 

transferability. When transferring models across resolutions, recalibration or adjustment of the 
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model may be necessary to account for the differences in terrain attributes. Furthermore, this 

study opens the door to future research avenues in improving model transferability within 

DSM. Advanced techniques that enable the seamless transfer of models between varying 

resolutions could significantly enhance the applicability of DSM in diverse environments. 

5.5 Conclusion 

This study investigates the impact of spatial resolution on the accuracy and transferability of 

soil type classification models in an intensively cultivated lowland area of Lombardy, Italy. 

Through the utilization of Random Forest algorithm and three Digital Elevation Models 

(DEMs) with resolutions of 5 m, 10 m, and 25 m, our findings reveal that spatial resolution 

plays a pivotal role in determining the performance of soil classification models, with higher 

resolutions, such as 5 m and 10 m, demonstrating superior accuracy compared to the coarse 25 

m resolution. The 10 m resolution model emerged as the most robust performer, achieving an 

overall accuracy of 40.3% and presenting a balanced representation of soil classes without 

noise or artifacts. Variable importance analysis across models at different resolutions 

underscores the nuanced relationship between spatial resolution and the significance of terrain 

attributes in soil type classification. The study emphasizes the need for a tailored approach to 

variable selection based on the spatial resolution of the Digital Elevation Models (DEMs), 

recognizing that certain attributes may gain or lose prominence depending on the level of detail 

captured in the terrain information. Furthermore, the research sheds light on the transferability 

of soil classification models across varying resolutions. Results indicate that models developed 

at finer spatial resolutions face challenges when transferred to coarser resolutions, experiencing 

a decrease in performance. Conversely, models developed at coarser resolutions can adapt and 

benefit from higher spatial resolution data, capturing more detailed patterns and making more 

accurate predictions. The study's implications extend to the broader field of Digital Soil 

Mapping, emphasizing the importance of careful consideration of spatial resolution when 

developing and transferring soil classification models. Researchers and practitioners are urged 

to align the choice of spatial resolution with the scale and objectives of their studies, 

recognizing that high-resolution DEMs offer fine-scale details crucial for local-scale projects, 

while coarser resolutions may be more suitable for regional-scale applications. Considering 

these findings, the study encourages future research to focus on enhancing model transferability 

within DSM through advanced techniques that seamlessly adapt models to varying resolutions. 

Overall, the insights gained from this study contribute to the optimization of soil classification 



 89 

models, fostering their applicability across diverse landscapes and resolutions, and ultimately 

advancing our understanding of soil taxonomy in agriculturally vital lowland areas. 
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CHAPTER SIX 

6 OVERVIEW OF FINDINGS 

The overall aim of this thesis was to provide valuable insights into the field of DSM in 

lowland areas, particularly in the Lombardy region in Italy. The objective was addressed 

through four research studies stated in Aim and Objectives Section, of which the results were 

presented in Chapters 2 to 5. 

The study presented in the Chapter 2 of the PhD thesis gives a comprehensive review 

of DSM in lowlands. The systematic review highlighted the emergence of interest and growing 

importance of DSM in lowlands which is evident from the increasing number of published 

articles. This trend reflects the recognition of the need for accurate soil characterization in 

lowlands, which are characterized by ecological sensitivity and various challenges related to 

agriculture and environmental sustainability. The dominant land use categories in these 

lowland DSM studies include agricultural cropland, emphasizing the intimate relationship 

between soil properties and agricultural productivity, and forests, highlighting the importance 

of understanding soil dynamics in ecologically sensitive areas. The targeted soil variables in 

lowland DSM range from SOC to soil texture, salinity, and various other properties, reflecting 

the complexity of soil systems. The use of diverse environmental covariates, including 

organism-related, relief-related, and soil-related factors, demonstrates the importance of 

considering various covariates to improve prediction accuracy. The diverse DSM approaches 

used in lowland areas include traditional statistical methods, geospatial and multivariate 

geostatistical approaches, statistical machine learning, and hybrid models. Random Forest (RF) 

emerges as the most frequently used predictive model, often outperforming other models. The 

evaluation of DSM approaches involves various techniques such as data splitting, cross-

validation, and independent validation, with data splitting being the most used method. Overall, 

the findings of the review highlight the importance of accurate soil mapping in lowland areas 

and the need for specialized approaches to address the unique challenges of these landscapes. 

The research also emphasizes the role of advanced technology, high-resolution DEMs, and 

machine learning models in improving the accuracy of soil mapping in lowlands.  

The study presented in the Chapter 3 of the PhD thesis focuses on predicting six 

important soil properties (sand content, silt content, clay content, soil organic carbon (SOC), 

pH, and topsoil depth) using a variety of machine learning models and techniques. The results 
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of the study indicate that the RF model consistently outperforms other models, including 

Cubist, GBM, SVM, and GLM, in terms of predictive accuracy. The RF model provides an 

excellent balance between model flexibility and the avoidance of overfitting, making it a 

reliable choice for DSM applications. The other models, such as GLM and SVM, showed 

poorer performance, particularly when dealing with the nonlinear relationships between soil 

properties and environmental variables. Two stacking approaches, GLM and GBM, were 

employed to combine the predictions from the individual models. However, the results suggest 

that neither of these stacking approaches significantly outperformed the base learners, and the 

performance varied substantially across cross-validation repetitions. This lack of superiority in 

stacking models could be due to the high correlation among the base learners and the 

complexity of the input datasets. In addition, the stacked models failed to outperform the RF 

model, which consistently delivered the best performance across all soil properties. The study 

also highlights the importance of terrain attributes, particularly variables related to drainage 

network characteristics (VDCN and CNBL), in predicting soil properties. These variables 

proved to be highly influential for soil properties, indicating the significance of local 

topography and drainage patterns in soil variation. Land use was another crucial variable, 

especially when predicting SOC, pH, and topsoil depth, emphasizing the role of vegetation and 

agricultural activities in shaping soil properties. The findings underscore the need to carefully 

select and assess machine learning models for specific DSM applications and consider the 

unique strengths and weaknesses of each model.  

The study presented in the Chapter 4 of the PhD thesis focused on the prediction and 

spatial mapping of SOC in a lowland area, using two ML models with residual kriging. The 

models evaluated include RF, ELM and ANN. The study emphasizes the importance of 

considering both the choice of modelling techniques and the incorporation of environmental 

variables for accurate SOC prediction. The results suggest that the choice of modelling 

technique can influence predictive performance, but all models performed reasonably well. The 

RF model stood out as the best performer, with the lowest RMSEmean, indicating its superior 

predictive accuracy. On the other hand, the ELM model showed the highest CCCmean, 

implying slightly better agreement between predicted and observed SOC values. Interestingly, 

the incorporation of residual kriging techniques into the ML models resulted in only a slight 

improvement (less than 1%) in prediction accuracy, suggesting that these techniques were 

already effective at capturing spatial patterns. The spatial distribution of SOC across the study 

area revealed a heterogeneous pattern, with higher SOC values found in low-elevation areas 
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characterized by woodlands and forests. These findings indicate the significance of land use 

and terrain attributes, such as VDCN and CNBL, in controlling SOC variation. Proximity to 

channels was associated with higher SOC levels, likely due to sediment deposition and organic 

material carried by water during flooding events. The type of soil, land use and land cover, and 

topographic features also played crucial roles in determining SOC content. Woodlands and 

permanent crops were linked to higher SOC values, while arable lands, especially rice fields, 

exhibited lower SOC levels. This suggests the importance of sustainable land management 

practices to enhance SOC levels in agricultural areas. This research provides valuable insights 

into the factors affecting SOC variation in lowland areas. The study underscores the importance 

of choosing appropriate modelling techniques, considering environmental variables, and 

integrating spatial patterns for accurate SOC prediction and mapping. These findings can 

inform land use planning and soil management practices, particularly in lowland agricultural 

landscapes, to promote sustainable and informed decision-making. This study contributes 

significantly to the field of digital soil mapping and soil carbon research and can serve as a 

foundation for further studies in similar contexts. 

The study presented in the Chapter 5 of the PhD thesis explores the crucial influence of 

spatial resolution on soil type classification in the context of DSM. The research investigates 

how different spatial resolutions of DEMs affect the accuracy and robustness of soil type 

classification models. The results demonstrate that higher spatial resolutions, such as 5 m and 

10 m, yield significantly improved accuracy in soil type classification compared to lower 

resolutions like 25 m. This finding aligns with previous research, highlighting the critical 

importance of fine-scale terrain information for accurate soil mapping in lowland areas. High-

resolution DEMs can capture subtle variations in topography and landforms, which are closely 

tied to soil attributes. Therefore, selecting the optimal spatial resolution is of paramount 

importance, as it directly impacts the trade-off between classification accuracy, data 

requirements, and processing time. These insights provide valuable guidance for soil mapping 

applications in lowland areas, where the spatial resolution of DEM data plays a pivotal role in 

ensuring the accuracy and reliability of soil classification models. In addition, the study delves 

into the intriguing aspect of model transferability, specifically evaluating how soil 

classification models constructed at specific spatial resolutions perform when applied to terrain 

attributes of varying resolutions. The results reveal that model transferability is inherently tied 

to the spatial resolution at which the models are developed. High-resolution models exhibit 

significant accuracy drops when transferred to datasets with coarser resolutions. This suggests 
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that the fine-grained topographic details captured by high-resolution models do not translate 

well to coarser datasets. Conversely, models developed at coarser resolutions can adapt and 

benefit from higher spatial resolution data, capturing more detailed patterns and making more 

accurate predictions. The study's implications are substantial, as they extend beyond the 

research itself. Researchers and practitioners in soil science and environmental management 

must consider the spatial characteristics of their study areas and the objectives of their projects 

when choosing spatial resolutions. This research highlights the importance of recalibration or 

adjustment when transferring models across resolutions, ultimately contributing to the broader 

advancement of DSM in diverse environmental contexts. 
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CHAPTER SEVEN 

7 CONCLUSION AND FUTURE RESEARCH 

7.1 Conclusion 

This PhD thesis represents a comprehensive exploration of Digital Soil Mapping 

(DSM) with a particular focus on its application in lowland areas. Four distinct studies have 

been conducted to assess and enhance soil mapping accuracy, addressing the significance of 

spatial resolution, machine learning models, and the transferability of models. These studies 

provide valuable insights into the field of soil science, offering guidance for sustainable land 

management, precision agriculture, and environmental impact assessment. 

The first study, a systematic review, demonstrates the increasing interest in DSM in 

lowland areas, underscoring their ecological significance for agriculture, urbanization, and 

environmental resilience. The surge in publications, reflects a growing appreciation for DSM's 

potential in these landscapes. Recent advancements in high-resolution DEMs and remote 

sensing data have significantly contributed to this trend. This systematic review emphasizes 

the importance of considering diverse environmental covariates and choosing appropriate DSM 

approaches tailored to specific landscapes. The results lay a strong foundation for future 

research in the field of DSM. 

In the second study, machine learning models were tested in an agricultural lowland 

area of Lombardy region, Italy, to predict and map various soil properties. This research 

provides essential insights into the application of both linear and nonlinear machine learning 

models for accurate soil mapping. The study highlights the importance of terrain attributes, 

particularly the vertical distance to the channel network and channel network base level, in 

predicting soil properties. Additionally, this study suggests that further improvements in model 

accuracy could be achieved by incorporating additional environmental variables that represent 

vegetation patterns or mineralogical composition. These findings hold the potential to enhance 

sustainable land use practices and contribute to climate and socioeconomic changes affecting 

water content, soil pollution dynamics, and food security. 

The third study focuses on the spatial distribution of Soil Organic Carbon (SOC) in an 

agricultural lowland area of Lombardy region, Italy, using machine learning techniques and 

residual kriging. The research demonstrates the feasibility of machine learning with residual 

kriging approaches for predicting SOC in complex soil carbon-environment relationships. The 

importance of terrain factors in explaining the spatial distribution of SOC is emphasized, 
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particularly vertical distance to the channel network and channel network base level. The 

study's findings have direct implications for refining soil management practices and improving 

soil health and carbon sequestration in agricultural lowland areas. 

The fourth study delves into the crucial aspect of model transferability in DSM, 

specifically concerning the influence of DEM spatial resolution. This research provides critical 

insights into the impact of spatial resolution on soil type classification and the challenges 

associated with transferring models across different resolutions. The findings highlight the need 

for deliberate consideration when selecting spatial resolution, aligning it with the study's scale 

and objectives. Researchers and practitioners in soil science, environmental management, and 

land-use planning must exercise caution when transferring models to varying resolutions. 

These findings contribute to optimizing soil mapping accuracy and efficiently utilizing 

available geospatial data. 

Finally, this thesis makes significant contributions to addressing climate change, 

enhancing ecosystem services, ensuring the sustainability of the food and agricultural nexus, 

and promoting soil health. By advancing digital soil mapping methodologies tailored for 

lowland areas, the research provides a nuanced understanding of soil properties, crucial for 

climate resilience and sustainable land use. The detailed spatial predictions, particularly in the 

context of soil organic carbon, facilitate informed decision-making for soil managers and 

farmers. The results emphasize the importance of considering terrain attributes, a key factor in 

DSM accuracy, providing actionable insights for sustainable agricultural practices. 

Furthermore, the study's exploration of model transferability and the impact of varying spatial 

resolutions offers guidance on optimizing DSM applications for diverse contexts, aligning with 

broader goals of environmental sustainability and resilient food production systems. Overall, 

this research contributes vital knowledge to mitigate climate-related challenges, enhance 

ecosystem functions, and promote the long-term health and productivity of agricultural soils. 

7.2 Future Research 

• Integrate Additional Data Sources: Future research in DSM in lowland area should 

focus on the integration of additional data sources, such as remote sensing imagery and 

mineralogical composition data. Combining these sources can further enhance the 

accuracy of soil mapping models. 

• Advanced Machine Learning Techniques: Investigate advanced artificial intelligence 

approaches for soil mapping in lowland areas. Innovations in deep learning and 

ensemble methods could offer substantial improvements in model accuracy. 
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• Enhanced Model Transferability Methods: Develop advanced methods for improving 

model transferability across varying resolutions. These methods should consider not 

only different geographic regions but also different resolutions within the same region. 

• Climate Change and Soil Health: Future research should delve into the impact of 

climate change on soil properties and quality, focusing on how changing environmental 

conditions affect soil attributes in lowland areas. Understanding these dynamics is vital 

for sustainable land management. 

This PhD thesis represents a significant contribution to the field of Digital Soil Mapping 

in an intensive agricultural lowland area, offering a roadmap for future research that can 

improve soil mapping accuracy, enhance soil health, and promote sustainable land management 

practices in lowland areas and beyond. 
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