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## Summary

The topic of the present Ph.D. thesis is Quantum Computation and Information processing, with a specific focus on the relatively new fields of Variational Quantum Algorithms and Quantum Machine Learning. These disciplines not only offer a unique perspective on studying quantum information processing tasks, but also have the potential to provide a useful computational quantum advantage even with the currently available first-generation small and noisy quantum computing devices.

Variational Quantum Algorithms involve a hybrid quantum-classical computational loop, where a quantum computer is used only for some specific ideally quantum-native subroutines, and a classical computer runs an optimisation procedure on variational parameters to minimise a cost function whose minimum corresponds to the solution to the problem to be solved. This framework shares the same foundational idea as state-of-the-art Deep Learning models, where complex parametric models are tuned via optimisation methods to solve various tasks. The intersection of quantum computing and machine learning has led to the development of quantum machine learning, an interdisciplinary area that explores the benefits of combining quantum computation and artificial intelligence.

This thesis provides a comprehensive analysis of the state of the art of the field, including numerous original contributions, from the study of quantum models for artificial neurons to the characterisation of entanglement created in quantum architectures for neural networks, up to discussing the effect of measurement noise on a more quantum information perspective.

The first chapters are devoted to a careful review of the basics of quantum computing and a thorough discussion of variational quantum algorithms. Then the discussion is moved to quantum machine learning, where an introduction to the elements of machine learning and statistical learning theory is followed by a review of the most common quantum counterparts of machine learning models.

Afterward, multiple novel contributions to the field are presented. A newly introduced model for a quantum perceptron is discussed, along with applications to pattern recognition and classification tasks. Such a model is then generalised to include strategies based on variational protocols to reduce the circuital footprint of the proposed architecture, and also analyse its performances where multiple optimisation strategies are considered. Subsequently, a quantum algorithm comprising a quantum autoencoder followed by a quantum classifier is presented to first compress and then label classical data coming from an industrial power plant, thus providing one of the first attempts to integrate quantum computing procedures in a real-case scenario of an industrial pipeline.

The analysis is then broadened to a more quantum information perspective, by first studying the entanglement features of quantum neural networks. Specifically, tensor networks are employed
to study the entanglement entropy in parameterized quantum circuits of up to fifty qubits and show that the entanglement generated in such architectures reaches that of typical random quantum states under various measures. Finally, the focus is shifted from quantum machine learning to that of quantum noise, and a noise deconvolution technique is presented to remove a wide class of noises when performing arbitrary measurements on qubit systems.

The thesis then ends with conclusions where loose ends are discussed, and final remarks are exposed. Overall, the thesis provides a well-balanced investigation of multiple scientific domains, including quantum physics and computer science, through theoretical exploration, computational simulations, and experimental verification on already available quantum computing devices.
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#### Abstract

Nature isn't classical, dammit, and if you want to make a simulation of Nature, you'd better make it quantum mechanical, and by golly it's a wonderful problem because it doesn't look so easy.


Richard Feynman, 1982 [102]

As far as I can tell from my still brief experience of research into Quantum Computation during these years of Ph.D., it is not possible to start a discussion on this topic without mentioning the (moral) father of such a discipline, the mighty Richard Feynman who, in 1982, roughly at the same time of other scientists of those years [237], firstly proposed the idea of building a quantummechanical computing device for simulating Nature. Thus, since I don't feel in the position to interrupt this grand tradition, please take a few moments to enjoy for the umpteenth time Feynman's quote on quantum computing, which you can find at the start of the page.

With a leap forward 40 years into the future, quantum computing is starting to become a solid reality, with the first small-scale prototypes of quantum computers being actively developed and tested, and with a universal fault-tolerant quantum computing device hopefully to appear within a few decades in the future, although the road to this goal is strewn with major technical, experimental, and theoretical challenges. The current generation of quantum computers has been dubbed NISQ, for Noisy Intermediate-Scale Quantum [236], which indicates devices consisting of small quantum processing units consisting of just tens to few hundreds of carriers of quantum information, the qubits, and that these qubits are imperfect, subject to noise that diminishes their quantum properties, hence their computational relevance.

With the impossibility of timely orchestrating those elements that make quantum computers unique and powerful objects, namely superposition, entanglement, and interference, many of the celebrated quantum algorithms that were proposed in the previous decades with provable computational speedups, Shor's being the most convincing example [220], currently remain well out of reach. However, the imperfect nature of current quantum devices prompted the creation of seemingly imperfect quantum algorithms that trade off provable guarantees of quantum speedups with reasonable intuitions of classical hardness and the careful human craftsmanship of algorithms with the heavy lifting provided by powerful classical optimisation techniques. However, as we shall see in a few paragraphs, this situation does not only concern quantum computing but rather the field of applied computer science as a whole.

These relatively new types of quantum procedures are called Variational Quantum Algorithms
and are specifically thought to be executable already on available computing devices, and thus take full advantage of the current generation of quantum computing. The variational paradigm prescribes the use of a hybrid quantum-classical computational loop in which a quantum computer is used in tandem with a classical computer, where the former is used only for some specific ideally quantum-native subroutines, and the latter instead to run an optimisation procedure on some variational parameters to minimise a cost function whose minimum (maximum) corresponds to the solution to the problem to be solved. This framework for NISQ-friendly quantum algorithms gained much momentum over the last few years, and it is considered one of the best candidates to achieve some form of useful computational quantum advantage, even though the debate on this expectation is far from being settled.

However, it is very important to recall that quantum computation and quantum information science first remain scientific disciplines that deserve thorough and enthusiastic scientific research on their own, and regardless of possible technological applications, with quantum computers to be considered, at least at this moment, mainly scientific tools. In this respect, borrowing the words from Simone Severini: "The paradigm with which quantum computers work is totally different from the one with which classical computers work. Therefore, it is too simplistic to make comparisons in terms of speed and efficiency. The most sensible analogy is not with a classical computer, but rather with a telescope: the quantum computer should be regarded as an instrument that allows one to look further" [147].

Even more than Quantum Computing and Quantum Technologies in general, over the past decade, Artificial Intelligence and Deep Learning have garnered increasing scientific and technological attention. These fields offer a variety of tools that can handle a diverse range of tasks, from achieving superhuman performance on board games [279] to controlling nuclear reactors [83], and even having astonishingly human-like conversational abilities [60]. State-of-the-art Deep Learning models operate by optimising large, complex, and often opaque parametric models to minimise a problem-dependent loss function. Although a complete theoretical understanding of these models' inner workings is still lacking and the subject of active research, their widespread success is undoubtedly motivated by their empirical success in practical applications.

In recent years, the fields of quantum computing and machine learning joined forces and stimulated the development of Variational Quantum Algorithms, which, as we mentioned above, rely on optimising complex parametric models (parametric quantum circuits instead of artificial neural networks) using optimisation methods like gradient descent to minimise a problem-specific cost function. This union was so fruitful that it was given the name Quantum Machine Learning, an interdisciplinary area that explores the interplay and benefits of combining quantum computation and artificial intelligence [88]. In fact, the overlap between these two fields predates Variational Quantum Algorithms, as linear algebra-based quantum subroutines have been proposed as accelerators in classical machine learning algorithms for some time already [31], and it is possible to find resources about quantum computation and neural networks even from decades ago [120, 182].

The topic of this thesis lies in the most recent incarnation of quantum machine learning, namely the use of variational quantum circuits as machine learning models. It aims to provide a comprehensive analysis of the state of the art of the field, as well as the discussion of numerous original contributions, from the study of quantum models for artificial neurons to the characterisation of entanglement created in common quantum models for neural networks, up to discussing the effect of measurement noise on a more quantum information perspective. As we shall see in the following chapters, this crossover proves very valuable and most importantly interesting both on a theoretical and practical level. Indeed, studies on these topics are stimulating as they require specialised knowledge from multiple disciplines from quantum physics and computer science, and permit a very well-balanced investigation between theoretical exploration, computational simulations, and also experimental verification on already available quantum computing devices.

The rest of the thesis is organised as follows. In Chapter 2 we start reviewing the basics and
introducing the notation of quantum computing, to then move towards a thorough discussion on variational quantum algorithms. Chapter 3 is instead dedicated exclusively to quantum machine learning, where an introduction to the elements of machine learning and statistical learning theory is followed by a review of the most common quantum counterparts of machine learning models.

In Chapter 4 we discuss a newly introduced model for a quantum perceptron, which is a quantum algorithm mimicking the behaviour of a classical artificial neuron, and show how it can be used to implement pattern recognition and classification tasks. This model is then generalised in Chapter 5, where various strategies based on variational protocols are described to reduce the circuital footprint of the quantum neuron model. Afterwards, in Chapter 6 we propose a quantum algorithm comprising a quantum autoencoder followed by a quantum classifier to first compress and then label classical data coming from an industrial power plant, thus providing one of the first attempts to integrate quantum computing procedures in a real-case scenario of an industrial pipeline.

In Chapter 7 we expand the perspective and analyse the entanglement features of quantum neural networks. Specifically, we use tensor network tools to study the entanglement entropy in parameterized quantum circuits of up to fifty qubits and show that the entanglement generated in such architectures reaches that of typical random quantum states under various measures. Finally, in Chapter 8 we step out from quantum computation and machine learning and rather focus on the topic of noise from a quantum information viewpoint and present a noise deconvolution technique to remove a wide class of noises when performing arbitrary measurements on qubit systems.

Finally, in Chapter 9 we try to draw some inspiring conclusions about this journey on variational algorithms, noisy quantum computers, and machine learning. In the appendices, some calculations or additional details regarding the related topics discussed in the main text are reported.

Without further ado, let us start!
2.1 Basics of Quantum Computation ..... 23
2.1.1 Single qubit systems and operations ..... 23
2.1.2 Multi qubits systems and two-qubits operations ..... 25
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2.1.5.1 Executing a quantum circuit on a real quantum device ..... 33
2.1.6 The NISQ era of quantum computation ..... 34
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In this chapter, we discuss Quantum Computing and Variational Quantum Algorithms. We start by introducing the necessary tools and definitions of quantum computation and then move on to discuss recent results on variational quantum algorithms, which are a class of algorithms specifically suited for currently available near-term quantum devices. Extended discussions of such topics can be found in $[29,58,59,192,301]$.

## 2. 1 Basics of Quantum Computation

Quantum Computation and Quantum Information are fields of research that study how physical quantum systems can be used to process information and perform computations. In analogy with the classical setting, the basic element of quantum information is called quantum bit or qubit ${ }^{1}$, an object describing the behaviour of a two-level quantum system, for example a particle having access to the ground state and first excited state of an energy potential. Independently of its actual physical realisation, the quantum state of a qubit is mathematically described as a vector living in a two-dimensional vector space over the complex numbers, namely $\mathbb{C}^{2}$.

### 2.1.1 Single qubit systems and operations

Let $\mathcal{H}=\mathbb{C}^{2}$ denote the Hilbert space of the qubit, that is the vector space $\mathbb{C}^{2}$ equipped with the standard inner product given by the Euclidean dot product for vectors with complex entries. Dirac's bra-ket notation of quantum mechanics prescribes the use of the so-called kets $|\cdot\rangle$ to indicate vectors (i.e. quantum states) in this space, namely $|\psi\rangle \in \mathcal{H}$, where $\psi$ indicates a state. Similarly, one uses bras $\langle\cdot|$ to indicate the conjugate transpose of a vector

$$
\langle\psi|=(|\psi\rangle)^{\dagger}, \quad|\psi\rangle \in \mathcal{H}
$$

where the dagger operation $A^{\dagger}=\left(A^{*}\right)^{T}$ is the composition of complex conjugation $A^{*}$ and transposition $A^{T}$. With this notation, the inner product between two states is denoted with the juxtaposition of a bra with a ket, as follows

$$
\langle\cdot \mid \cdot\rangle: \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{C}, \quad|\psi\rangle,|\phi\rangle \in \mathcal{H}, \quad\langle\phi \mid \psi\rangle \in \mathbb{C}
$$

Let $|0\rangle$ and $|1\rangle$ denote an orthonormal basis of $\mathcal{H}$, and call it the computational basis of the space. Then, any (pure) state can be expressed as a linear combination of the computational basis states with complex coefficients

$$
\begin{equation*}
|\psi\rangle=\alpha|0\rangle+\beta|1\rangle, \quad \alpha, \beta \in \mathbb{C} \tag{2.1}
\end{equation*}
$$

with a normalisation condition $\langle\psi \mid \psi\rangle=1$ which constraints the complex coefficients to satisfy $\alpha \alpha^{*}+\beta \beta^{*}=|\alpha|^{2}+|\beta|^{2}=1^{2}$. Also, states that differ only for a global phase factor, like $|\psi\rangle$ and $e^{i \delta}|\psi\rangle$, represent the same physical state because overall phases are not observable, in that measurements involving phase-shifted states will yield the same results. Thus, out of the initial four real parameters, a (pure) state of a qubit can be written in terms of just two parameters $(\theta, \varphi)$ as

$$
\begin{equation*}
|\psi\rangle=\cos \frac{\theta}{2}|0\rangle+e^{i \varphi} \sin \frac{\theta}{2}|1\rangle \tag{2.2}
\end{equation*}
$$

This equation is called Bloch sphere representation of the qubit, because it makes it evident that the state of a qubit can be visualised as a point on the unit sphere with coordinates $(\theta, \varphi)$, where the poles are the orthogonal basis states $|0\rangle$ and $|1\rangle$, see Fig. 2.1.

It is often useful to reason in terms of vector components instead of states. Representing the basis states $|0\rangle$ and $|1\rangle$ as column vectors, Eq. (2.1) can be rewritten as

$$
|\psi\rangle=\alpha|0\rangle+\beta|1\rangle=\alpha\left[\begin{array}{l}
1  \tag{2.3}\\
0
\end{array}\right]+\beta\left[\begin{array}{l}
0 \\
1
\end{array}\right]=\left[\begin{array}{l}
\alpha \\
\beta
\end{array}\right] \quad \text { with } \quad|0\rangle=\left[\begin{array}{l}
1 \\
0
\end{array}\right],|1\rangle=\left[\begin{array}{l}
0 \\
1
\end{array}\right]
$$

[^0]

Figure 2.1: Bloch sphere representation of a qubit. A pure state of a qubit can be represented as a point on a unit sphere whose poles are the orthogonal basis states $|0\rangle$ and $|1\rangle$. The angles $(\theta, \varphi)$ are defined in Eq. (2.2). The six points arising from the intersection of the unit sphere with the three orthogonal axes are the eigenstates of the Pauli matrices $X, Y$, and $Z$, defined in Eq. (2.4)

Single qubit operations Operations on qubits are linear transformations $U: \mathcal{H} \rightarrow \mathcal{H}$ mapping quantum states to quantum states, and these can be represented by unitary matrices that map unit complex vectors to other unit complex vectors preserving the norm. The unitary evolution of (closed) quantum systems implies that not only the norm of quantum states is preserved, but also the reversibility of quantum computation, since for any operation $U$ also the inverse one $U^{\dagger}$ with $U U^{\dagger}=\mathbb{I}$ is a valid quantum operation. This is different from classical computation, where operations on bits can be, in general, irreversible.

A set of operators of particular relevance for describing qubit systems are the Pauli matrices $\{X, Y, Z\}$, which in the computational basis $\{|0\rangle,|1\rangle\}$ have matrix representation ${ }^{3}$

$$
X=\left[\begin{array}{ll}
0 & 1  \tag{2.4}\\
1 & 0
\end{array}\right], \quad Y=\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right], \quad Z=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] .
$$

In hindsight, the computational basis is actually defined to consist of the eigenstates of the $Z$ operator, which acts on such basis as $Z|0\rangle=|0\rangle$ and $Z|1\rangle=-|1\rangle$. The $X$ operator is also called the "NOT" operation, again in accordance with the classical computation terminology, as its action is to flip the state of the qubit $X|0\rangle=|1\rangle$ and $X|1\rangle=|0\rangle$. Together with the identity $\mathbb{I}$, these matrices form a basis of the space of $2 \times 2$ complex matrices. Other useful properties are that the Pauli matrices are unitary $\left(A A^{\dagger}=\mathbb{I}\right)$, Hermitian $\left(A=A^{\dagger}\right)$, involutory $\left(A^{2}=\mathbb{I}\right)$, traceless $(\operatorname{Tr}[A]=0)$, and the following commutation relations hold $\left[\sigma_{i}, \sigma_{j}\right]=2 i \varepsilon_{i j k} \sigma_{k}$, where $\sigma_{i}, \sigma_{j} \in\{X, Y, Z\}, \varepsilon_{i j k}$ is the Levi-Civita tensor, and summation is implied over repeated indices. The Pauli matrices have eigenvalues $\lambda \in\{ \pm 1\}$, with corresponding eigenstates

These states are highlighted in the Bloch sphere of Fig. (2.1), and are located at the intersection of the unit sphere with the three orthogonal axes, which then represent the "directions" of the Pauli matrices.

[^1]In the quantum computing jargon, operations on qubits are called gates, in analogy with the terminology used in classical computation to indicate elemental logical operations on bits. A major role in variational quantum algorithms is played by Pauli rotations gates, which are parametrized operations defined via exponentiation of the Pauli as follows

$$
\begin{align*}
& R_{X}(\theta):=e^{-i X \theta / 2} \equiv \cos \frac{\theta}{2} \mathbb{I}-i \sin \frac{\theta}{2} X=\left[\begin{array}{cc}
\cos \frac{\theta}{2} & -i \sin \frac{\theta}{2} \\
-i \sin \frac{\theta}{2} & \cos \frac{\theta}{2}
\end{array}\right]  \tag{2.6}\\
& R_{Y}(\theta):=e^{-i Y \theta / 2} \equiv \cos \frac{\theta}{2} \mathbb{I}-i \sin \frac{\theta}{2} Y=\left[\begin{array}{cc}
\cos \frac{\theta}{2} & -\sin \frac{\theta}{2} \\
\sin \frac{\theta}{2} & \cos \frac{\theta}{2}
\end{array}\right]  \tag{2.7}\\
& R_{Z}(\theta):=e^{-i X \theta / 2} \equiv \cos \frac{\theta}{2} \mathbb{I}-i \sin \frac{\theta}{2} Z=\left[\begin{array}{cc}
e^{-i \theta / 2} & 0 \\
0 & e^{i \theta / 2}
\end{array}\right] \tag{2.8}
\end{align*}
$$

where the passage from the exponential to the trigonometric formula is easily obtained via the definition of the exponential function and the involutory property $\left(A^{2}=\mathbb{I}\right)$ of Pauli matrices

$$
\begin{equation*}
e^{-i \omega A}:=\sum_{k=0}^{\infty} \frac{(-i \omega A)^{k}}{k!}=\sum_{k \in \text { even }} \frac{\omega^{k}}{k!} \mathbb{I}-\sum_{k \in \text { odd }} \frac{\omega^{k}}{k!} A=\cos \omega \mathbb{I}-\sin \omega A . \tag{2.9}
\end{equation*}
$$

These gates are called rotation operations because they act on a qubit rotating it around the respective Pauli axis in the Bloch sphere representation by an amount indicated by the angle parameter. Also, these operations are ubiquitous in Variational Quantum Algorithms because they are the most straightforward way to introduce free parameters in a quantum computation, and are also usually easy to implement on real quantum hardware.

In addition to the aforementioned Pauli and Pauli rotation gates, another fundamental operation is the Hadamard gate, denoted by $H$, which is used to create superposition states as it maps the ground state $|0\rangle$ to the superposition state $|+\rangle=H|0\rangle$. In Table 2.1 we report the most common single qubit gates, along with their circuital representation when depicted as gates in a quantum circuit and their matrix representation in the computational basis. All other single-qubit gates can be expressed in terms of these operations. Indeed, the most general single-qubit operation, that is a general $2 \times 2$ unitary matrix, can be written (up to global phase) as

$$
U(\theta, \varphi, \lambda)=\left[\begin{array}{cc}
\cos \frac{\theta}{2} & -e^{i \lambda} \sin \frac{\theta}{2}  \tag{2.10}\\
e^{i \varphi} \sin \frac{\theta}{2} & e^{i(\varphi+\lambda)} \cos \frac{\theta}{2}
\end{array}\right],
$$

and there exists some angles such that it can be decomposed with a sequence of rotations $U(\theta, \varphi, \lambda)=e^{i \alpha} R_{Z}(\beta) R_{Y}(\gamma) R_{Z}(\boldsymbol{\delta})$ [220]. Note that other equivalent decompositions into elementary rotations are possible.

### 2.1.2 Multi qubits systems and two-qubits operations

Usually, more qubits together are used to implement a quantum information processing task or a computation. The Hilbert space for a system composed of multiple qubits is built considering the tensor product of the single-qubit Hilbert spaces. For example, a two-qubit system lives in the Hilbert space $\mathcal{H}=\mathcal{H}_{1} \otimes \mathcal{H}_{2}=\left(\mathbb{C}^{2}\right)^{\otimes 2}=\mathbb{C}^{4}$, and its state can be expressed as a linear combination of the four computational basis states

$$
\begin{equation*}
|\psi\rangle=\alpha|00\rangle+\beta|01\rangle+\gamma|10\rangle+\delta|11\rangle, \quad \alpha, \beta, \gamma, \delta \in \mathbb{C},|\alpha|^{2}+|\beta|^{2}+|\gamma|^{2}+|\delta|^{2}=1 \tag{2.11}
\end{equation*}
$$

where the basis states $\{|00\rangle,|01\rangle,|10\rangle,|11\rangle\}$ arise from considering tensor products of the single qubits basis states, namely

$$
|00\rangle:=|0\rangle \otimes|0\rangle=\left[\begin{array}{l}
1  \tag{2.12}\\
0
\end{array}\right] \otimes\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{l}
1 \cdot\left[\begin{array}{l}
1 \\
0
\end{array}\right] \\
0 \cdot\left[\begin{array}{l}
1 \\
0
\end{array}\right]
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right],|01\rangle=\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right],|10\rangle=\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right],|11\rangle=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right] .
$$

| Name | Symbol/Circuital rep. | Matrix representation |
| :---: | :---: | :---: |
| Pauli- $X$ | $x$ | $\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$ |
| Pauli- $Y$ | $Y$ | $\left[\begin{array}{cc}0 & -i \\ i & 0\end{array}\right]$ |
| Pauli-Z |  | $\left[\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right]$ |
| Pauli rotation- $X$ | $R_{X}(\theta)$ | $\left[\begin{array}{cc}\cos \frac{\theta}{2} & -i \sin \frac{\theta}{2} \\ -i \sin \frac{\theta}{2} & \cos \frac{\theta}{2}\end{array}\right]$ |
| Pauli rotation- $Y$ | $-R_{Y}(\theta)$ | $\left[\begin{array}{cc}\cos \frac{\theta}{2} & -\sin \frac{\theta}{2} \\ \sin \frac{\theta}{2} & \cos \frac{\theta}{2}\end{array}\right]$ |
| Pauli rotation-Z | $-R_{Z}(\theta)$ | $\left[\begin{array}{cc}e^{-i \theta / 2} & 0 \\ 0 & e^{i \theta / 2}\end{array}\right]$ |
| Phase gate | $P(\theta)$ | $\left[\begin{array}{cc}1 & 0 \\ 0 & e^{i \theta}\end{array}\right]$ |
| T gate |  | $\left[\begin{array}{cc}1 & 0 \\ 0 & e^{i \pi / 4}\end{array}\right]$ |
| Hadamard |  | $\frac{1}{\sqrt{2}}\left[\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right]$ |

Table 2.1: Summary of the most important single-qubit operations. Here are shown the name of the operations, the abbreviations, the circuital representations when implemented as a gates in a quantum circuit, and the matrix representations in the computational basis. Note that the phase gate $P$ and $R_{Z}$ are related by just a global phase, but it is useful to keep them separately.

In the same way, an $n$-qubit (pure) state is a vector in $\mathcal{H}=\left(\mathbb{C}^{2}\right)^{\otimes n}=\mathbb{C}^{2 n}$ and it can be expressed in full generality as a normalized superposition of the $2^{n}$ basis states

$$
\begin{equation*}
|\psi\rangle=\sum_{i=0}^{2 n-1} c_{i}|i\rangle, \quad c_{i} \in \mathbb{C}, \quad \sum_{i=0}^{2^{n}-1}\left|c_{i}\right|^{2}=1 \tag{2.13}
\end{equation*}
$$

where the state $|i\rangle$ is a shorthand to denote multi-qubit computational basis states, where $i$ is the decimal representation of the binary string (or bit-string) of zeros and ones composing the basis ${ }^{4}$.

Two-qubit operations As for single qubits, an operation on a $n$-qubit state can be represented by a unitary matrix in $\left(\mathbb{C}^{2}\right)^{n} \times\left(\mathbb{C}^{2}\right)^{n}$, and any such matrix is a valid multi-qubit quantum gate. However, instead of considering general unitaries, one usually constructs multi-qubit gates starting from single- and two-qubit ones, since these form a so-called universal set of gates. We elaborate more on this concept at the end of the section and now proceed to describe common two-level gates.

First, two independent single-qubit operations acting on two different qubits are cast in the form of a single two-qubit gate via the tensor product operation. For example, the action of two

[^2]Pauli- $Z$ gates in parallel on a system of two qubits is described by the operator

$$
Z \otimes Z=\left[\begin{array}{cc}
1 & 0  \tag{2.14}\\
0 & -1
\end{array}\right] \otimes\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]=\left[\begin{array}{cc}
1 \cdot\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] & 0 \cdot\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] \\
0 \cdot\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] & -1 \cdot\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
\end{array}\right]=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] .
$$

At the basis of every quantum computation are the two-qubit controlled operations that are used to create entangled states. These operations act on the state of a target qubit conditionally on the state of another qubit, called control. The prototypical gate in this class is the controlled-NOT operation (CNOT or CX ), which does nothing -i.e., acts with the identity- if the control qubit is in the state $|0\rangle$, and acts with the $X$ gate on the target if the control is in the $|1\rangle$ state instead. Its definition and matrix representation is

$$
\begin{align*}
\mathrm{CNOT}:=|0\rangle\langle 0| \otimes \mathbb{I}+|1\rangle\langle 1| \otimes X & =\left[\begin{array}{l}
1 \\
0
\end{array}\right] \overbrace{\left[\begin{array}{ll}
1 & 0
\end{array}\right]}^{\langle 0|} \otimes\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]+\left[\begin{array}{l}
0 \\
1
\end{array}\right] \overbrace{\left[\begin{array}{ll}
0 & 1
\end{array}\right] \otimes\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]}=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] \otimes\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]+\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] \otimes\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]  \tag{2.15}\\
& =\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right] \tag{2.16}
\end{align*}
$$

Similarly, the controlled-Z (CZ) operation does nothing if the control qubit is $|0\rangle$ and applies $Z$ to the target qubit otherwise, it is defined as $\mathrm{CZ}:=|0\rangle\langle 0| \otimes \mathbb{I}+|1\rangle\langle 1| \otimes Z$. It can be checked that the CZ has the same action if the control and target are exchanged, since its overall effect is to add a minus sign to $\mathrm{CZ}|11\rangle=-|11\rangle$, while leaving the remaining three states in the computational basis unchanged. Indeed, its graphical representation, shown in Fig. 2.2, is symmetrical and does not distinguish between a target and a control. In general, one can define a controlled version of any single qubit operation $U$, via $\mathrm{C} U:=|0\rangle\langle 0| \otimes \mathbb{I}+|1\rangle\langle 1| \otimes U$.

One last very important operation is the SWAP gate, whose action is to exchange the state of two qubits SWAP $|\psi\rangle \otimes|\phi\rangle=|\phi\rangle \otimes|\psi\rangle, \forall|\psi\rangle,|\phi\rangle \in \mathbb{C}^{2}$. It can be checked that this operation can be implemented using a sequence of three CNOTs with alternating target and control, as shown in Fig. 2.2. In Fig. 2.2 we summarise some common two qubits gates, showing their circuital form and matrix representation in the computational basis.

One and two-qubit gates are universal It can be proven that any $n$-qubit unitary can be written as a product of just two-qubit operations, and further that any such two-level unitary can be approximated efficiently with a composition of single-qubit gates and two-qubit controlled operations [20,220]. This means that a restricted set of operations, namely single qubit gates and a controlled operation like the CNOT, is sufficient to implement an arbitrary $n$-qubit computation, and for this reason, such a pool of operators is called a universal gate set.

Examples of universal gate sets are $\{H, T, \mathrm{CNOT}\}$ or $\left\{R_{x}, R_{y}, R_{z}, \mathrm{CNOT}\right\}$, but there exist several different ways of combining single-qubit operations and two-qubit interactions to achieve universality. A closely related concept is that of native or basis gates, which are the set of physical transformations that can actually be performed on quantum computing hardware, and depends on the specific technology used to build the hardware (superconducting, ion traps, neutral atoms, ...). We briefly touch upon this theme in Sec. 2.1 .5 when discussing the quantum circuit model.

| Name (abbr.) | Symbol/Circuital rep. | Matrix representation |
| :---: | :---: | :---: |
| Controlled-NOT (CNOT) |  | $\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0\end{array}\right]$ |
| Controlled-Z (CZ) |  | $\left[\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1\end{array}\right]$ |
| Controlled-phase ( $\mathrm{C} P$ ) |  | $\left[\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & e^{i \varphi}\end{array}\right]$ |
| Controlled- $U$ (CU) |  | $\left[\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & U_{00} & U_{01} \\ 0 & 0 & U_{10} & U_{11}\end{array}\right]$ |
| Swap (SWAP) |  | $\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$ |

Table 2.2: Summary of the most important two qubits operations. The name of the operation is shown, the symbol used to refer to the operation when implemented as a gate in a quantum circuit, and the matrix representation of the gate in the computational basis.

### 2.1.3 Density matrix formalism

So far we have described quantum states as vectors in a Hilbert space, yet there exists an equivalent, and often more appropriate, description of quantum states via operators, which go by the name of density matrices. This alternative formalism arises quite naturally in quantum mechanics when one wants to account for uncertainties in the knowledge of a quantum state.

Consider a set of quantum states $\left\{\left|\psi_{i}\right\rangle\right\}$ and a process that selects a state $\left|\psi_{i}\right\rangle$ from such a set with probability $p_{i} \in[0,1]$, so that all probabilities sum up to one $\sum_{i} p_{i}=1$. Given that each state is drawn probabilistically from the set, one can describe this statistical uncertainty by considering a weighted mixture of the states in the set. Formally, given an ensemble of states with corresponding probabilities $\left\{p_{i},\left|\psi_{i}\right\rangle\right\}_{i}$, the density matrix which describes the quantum state of the system is given by the convex combination

$$
\begin{equation*}
\rho=\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| \quad \sum_{i} p_{i}=1 \tag{2.18}
\end{equation*}
$$

Such a state is called mixed state, and is used to describe the statistical uncertainty one could have about the state of a quantum system. These are opposed to the pure states described so far, which are instead used to describe systems whose state is known exactly, with no statistical uncertainty associated with it.

By definition, let $\mathcal{H}$ be the Hilbert space associated with a quantum system, density matrices are linear squared operators on $\mathcal{H}$ that are positive semidefinite $\rho \geq 0$ with unit $\operatorname{trace} \operatorname{Tr}[\rho]=1$, and
are used to represent the quantum state of the system. The density matrix notation can also easily take into account pure states, represented by projectors $\rho=|\psi\rangle\langle\psi|$. Indeed, one defines the purity of a quantum state $\rho$ as $\operatorname{Tr}\left[\rho^{2}\right]$, which is highest when the state is pure

$$
\operatorname{Tr}\left[\rho^{2}\right]=\operatorname{Tr}\left[|\psi\rangle\left\langle\left.\psi\right|^{2}\right]=\operatorname{Tr}[|\psi\rangle\langle\psi|]=1,\right.
$$

and reaches the minimum value of $1 / d$ when the quantum system is in the so-called completely mixed state $\rho=\mathbb{I} / d$, where $d$ is the dimension of the Hilbert space of the system ${ }^{5}$ ( $d=2^{n}$ for a system of $n$ qubits).

As discussed in Chapter 8, density matrices are of fundamental importance when dealing with quantum channels, a generalisation of the unitary evolution for open quantum systems, and the backbone of the mathematical description of noise processes acting on quantum systems.

Bloch representation of a single qubit mixed state We argued earlier that the Pauli matrices together with the identity form a basis of the space of $2 \times 2$ complex matrices, and in fact the state of a qubit can be expanded in this basis as the linear combination

$$
\begin{equation*}
\rho=\frac{\mathbb{I}+r_{x} X+r_{y} Y+r_{z} Z}{2} . \tag{2.19}
\end{equation*}
$$

where the condition $\operatorname{Tr}[\rho]=1$ along with the fact that the Pauli matrices are traceless imposes that the identity appears with coefficient $1 / 2$, and $r_{x}, r_{y}, r_{z} \in \mathbb{R}$ because of the positivity of the density matrix and the hermiticity of the Pauli matrices. If the state is pure, then

$$
\begin{equation*}
1=\operatorname{Tr}\left[\rho^{2}\right]=\operatorname{Tr}\left[\left(\frac{\mathbb{I}+r_{x} X+r_{y} Y+r_{z} Z}{2}\right)^{2}\right]=\frac{1+r_{x}^{2}+r_{y}^{2}+r_{z}^{2}}{2} \Longrightarrow r_{x}^{2}+r_{y}^{2}+r_{z}^{2}=1 \tag{2.20}
\end{equation*}
$$

This is the equation of a sphere of radius one, and this is, indeed, another way to derive the Bloch sphere representation of a qubit of Fig. (2.1). On the contrary, if the state is not pure then the purity is less than one, which is equivalent to the condition

$$
\begin{equation*}
\operatorname{Tr}\left[\rho^{2}\right] \leq 1 \Longrightarrow r_{x}^{2}+r_{y}^{2}+r_{z}^{2}=\vec{r}^{2} \leq 1, \tag{2.21}
\end{equation*}
$$

where we have introduced the Bloch vector $\boldsymbol{r}:=\left(r_{x}, r_{y}, r_{z}\right)$, consisting of the coordinates of the quantum state along the Pauli axes. For example, the ground state $\rho=|0\rangle\langle 0|$ has Bloch vector $\boldsymbol{r}=(0,0,1)$, since it can be written in terms of the Pauli matrices as $\rho=(\mathbb{I}+Z) / 2=$ $|0\rangle\langle 0|$. One can check that a general quantum state of the form in Eq. (2.2) has Bloch vector $r=(\cos \varphi \sin \theta, \sin \varphi \sin \theta, \cos \theta)$.

Equations (2.20) and (2.21) then tell that pure states live on the surface of the Bloch sphere of Fig. 2.1, while mixed states correspond to points inside the sphere. The centre of the sphere is the completely mixed state $\rho=\mathbb{I} / 2$, with the corresponding Bloch vector $\boldsymbol{r}=(0,0,0)$.

Evolution While pure states evolve after the application of a unitary operation $U$ as $|\psi\rangle \xrightarrow{U} U|\psi\rangle$, the state obtained by acting with a unitary operation on a quantum system described by density matrix $\rho$ is instead $\rho \xrightarrow{U} U \rho U^{\dagger}$.

Reduced density matrices One is often interested in studying the state of just a subsystem (for example, a single qubit) of a larger quantum system consisting of multiple parts. Let $\rho_{A B}$ be the density matrix of a bipartite quantum system with Hilbert space $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$, where $A$ and $B$ denote the subsystem we are interested in. One defines the reduced density matrix of the system $A$

[^3]the density operator $\rho_{A}$ given by the partial trace over the uninteresting degrees of freedom of $B$, namely
\[

$$
\begin{equation*}
\rho_{A}:=\operatorname{Tr}_{B}\left[\rho_{A B}\right]=\sum_{i=1}^{d_{B}}\left(\mathbb{I}_{A} \otimes\left\langle\left.\psi_{i}\right|_{B}\right) \rho_{A B}\left(\mathbb{I}_{A} \otimes\left|\psi_{i}\right\rangle_{B}\right) \equiv \sum_{i=1}^{d_{B}}\left\langle\psi_{i}\right| \rho_{A B}\left|\psi_{i}\right\rangle_{B}\right. \tag{2.22}
\end{equation*}
$$

\]

where $\operatorname{Tr}_{B}[\cdot]$ indicates the partial trace operation as defined above, $d_{B}=\left|\mathcal{H}_{B}\right|$ is the dimension of the Hilbert space of $B,\left\{\left|\psi_{i}\right\rangle_{B}\right\}_{i}$ is an orthonormal basis in $\mathcal{H}_{B}$.

One can check that the reduced density operator defined above is a valid quantum state as it is positive semi-definite $\rho_{A} \geq 0$ and with trace equal to one $\operatorname{Tr}\left[\rho_{A}\right]=1$.

### 2.1.4 Measurements and expectation values

Measurements are processes that extract classical information from quantum states. These usually occur at the end of a quantum computation (but also during it, depending on the task) to read out the final outcome of the implemented data processing task. The measurement process in quantum mechanics is a very delicate topic at a fundamental level since it involves the problem of the quantum to classical transition, but here we take an operational formulation following the standard probabilistic interpretation of quantum mechanics stemming from Born's rule, used to determine probabilities of measurement outcomes.

The probability that a quantum system described by quantum state $|\psi\rangle=\sum_{i} c_{i}|i\rangle$ when measured in the computational basis reduces to state $|k\rangle$ is given by

$$
\begin{equation*}
p_{k}=|\langle k \mid \psi\rangle|^{2}=\left|c_{k}\right|^{2} \tag{2.23}
\end{equation*}
$$

In addition to measurements in the computational basis, a measure can be used to infer some physical properties of the quantum system under investigation. Since these properties can only take real values (as opposed to complex), the set of physical quantities to which an observer has access, which are referred to as observables, are represented mathematically by Hermitian operators $O=O^{\dagger}$, which have real eigenvalues. Examples of common observables are the Pauli matrices $X, Y$, and $Z$. The expectation value of an observable $O$ on a quantum system described by pure state $|\psi\rangle$ is

$$
\begin{equation*}
\langle O\rangle:=\langle\psi| O|\psi\rangle . \tag{2.24}
\end{equation*}
$$

More generally, in the density matrix formalism, expectation values instead read

$$
\begin{equation*}
\langle O\rangle:=\operatorname{Tr}[O \rho], \tag{2.25}
\end{equation*}
$$

where this formula clearly reduces to the first one for pure states $\operatorname{Tr}[O|\psi\rangle\langle\psi|]=\langle\psi| O|\psi\rangle$. Since observables are Hermitian operators, $O$ admits a spectral decomposition $O=\sum_{i} o_{i}\left|o_{i}\right\rangle\left\langle o_{i}\right|$, and so Eq. (2.25) can be also expressed explicitly as

$$
\begin{equation*}
\operatorname{Tr}[O \rho]=\operatorname{Tr}\left[\sum_{i} o_{i}\left|o_{i}\right\rangle\left\langle o_{i}\right| \rho\right]=\sum_{i} o_{i}\left\langle o_{i}\right| \rho\left|o_{i}\right\rangle=\sum_{i} o_{i} p_{i} \tag{2.26}
\end{equation*}
$$

where $p_{i}=\left\langle o_{i}\right| \rho\left|o_{i}\right\rangle$ is the probability of measuring the state $\rho$ in $\left|o_{i}\right\rangle$.
In real experiments, the estimation of the expectation value of an observable is a resourceful multi-step process that requires the ability to repeatedly prepare and measure the quantum state, and then combine the measurement outcomes via classical post-processing. In the quantum computing jargon, a single act of measure is called shot, and the overall number of measurement shots used in an experiment, often indicated with $M$, affects the statistical accuracy of the estimation, which scales as $\mathcal{O}(1 / \sqrt{M})$. In Algorithm 1 we summarise the steps needed to estimate the expectation value of an observable $O$ on a quantum state $\rho$, and we now proceed to explain them in detail.

```
Algorithm 1: Estimate expectation value of an observable
    Data: Quantum state \(\rho \in \mathbb{C}^{d} \times \mathbb{C}^{d}\); observable \(O\), number of shots \(M\).
    Result: \(\bar{O} \approx\langle O\rangle=\operatorname{Tr}[O \rho]\) with associated statistical error \(\mathcal{O}(1 / \sqrt{M})\).
    for \(m=1, \ldots, M\) do
        Prepare \(\rho\);
        Apply a change of basis operation \(U\) on \(\rho\), such that \(U^{\dagger} O U=\sum_{i=0}^{d-1} o_{i}|i\rangle\langle i|\) is diagonal
            in the computational basis;
        Do projective measurement on computational basis \(\{|i\rangle\}_{i=0}^{d-1}\), find state \(|k\rangle\);
        Store result \(r_{m}=o_{k}\);
    end
    Classically compute the sample mean \(\bar{O}:=\frac{1}{M} \sum_{m=1}^{M} r_{m}\).
```

First, it is required that the experimenter has access to many copies of the quantum state $\rho$, or can prepare it efficiently multiple times. The preparation of the quantum state is then followed by a change of basis that makes the observable $O$ diagonal in the computational basis, or equivalently, expresses $\rho$ in the eigenbasis of the observable. This is usually a required step, as common quantum computing hardware can only perform projective measurements on the computational basis, and so one has to reframe every estimation procedure on this basis. Since $O$ is Hermitian, there is a unitary $U$ that diagonalizes the observable as $O \rightarrow O^{\prime}=U^{\dagger} O U=\sum_{i} o_{i}|i\rangle\langle i|$. Then, by rotating the quantum state $\rho \rightarrow \rho^{\prime}=U^{\dagger} \rho U$ and measuring the diagonal -in the computational basis- observable $O^{\prime}$, one correctly obtains the desired expectation value

$$
\begin{equation*}
\sum_{i=0}^{d-1} o_{i}\langle i| U^{\dagger} \rho U|i\rangle=\operatorname{Tr}\left[\sum_{i=0}^{d-1} o_{i}|i\rangle\langle i| U^{\dagger} \rho U\right]=\operatorname{Tr}\left[U^{\dagger} O U U^{\dagger} \rho U\right]=\operatorname{Tr}[O \rho]=\langle O\rangle, \tag{2.27}
\end{equation*}
$$

where the first term on the left is the definition of $\operatorname{Tr}\left[O^{\prime} \rho^{\prime}\right]$ from Eq. (2.26), which, as required, only involves measurement along the computational basis $\{|i\rangle\}$.

As an example, consider the simple case of measuring the expectation value of the Pauli- $X$ operator on a single-qubit quantum state $\rho$. Using $Z=H X H$, it is easy to check that a rotation of the qubit with a Hadamard gate $\rho \rightarrow \rho^{\prime}=H \rho H$, followed by a measurement of the experimentally accessible Pauli- $Z$ operator, correctly yields the desired expectation value $\langle X\rangle$, in fact

$$
\langle Z\rangle_{\rho^{\prime}}=\operatorname{Tr}\left[Z \rho^{\prime}\right]=\operatorname{Tr}[Z H \rho H]=\operatorname{Tr}[H Z H \rho]=\operatorname{Tr}[X \rho]=\langle X\rangle_{\rho}
$$

We remark that the change of basis step is only a practical requirement to circumvent the hardware constraints that only allow for measurements on the computational basis, but adds nothing fundamental to the computation. In addition, note that the operator $U$ that diagonalizes the observable $O$ has to be calculated classically, before the measurement procedure begins.

After preparation of the state and subsequent change of basis, the system is finally measured in the computational basis. Suppose that upon measurement the state is found in state $|k\rangle$ corresponding to the eigenvalue $o_{k}$ : this number constitutes the result of the measurement. By repeating the entire preparation and measurement procedure $M$ times, one gathers a sample of measurement results $\left\{r_{1}, \ldots, r_{M}\right\}$, where each result $r_{m} \in\left\{o_{0}, o_{1}, \ldots, o_{d-1}\right\}$ is the eigenvalue obtained on the $m$-th measurement shot. The values $r_{m}$ are independent -because they come from independent measurement events- random variables whose statistical properties are defined by

$$
\begin{equation*}
\mathbb{E}\left[r_{m}\right]=\mathbb{E}[O]:=\langle O\rangle, \quad \operatorname{Var}\left[r_{m}\right]=\operatorname{Var}[O]:=\left\langle O^{2}\right\rangle-\langle O\rangle^{2}, \quad \forall m=1, \ldots, M \tag{2.28}
\end{equation*}
$$

where the expectation values and variances of the random variables $r_{m}$ are evaluated over the probability distribution of measurement outcomes given by Born's rule (2.23). The sample mean
$\bar{O}:=\sum_{m=1}^{M} r_{m} / M$ is an unbiased estimator of the true expectation value $\langle O\rangle$, with variance

$$
\begin{align*}
\mathbb{E}[\bar{O}] & =\frac{1}{M} \sum_{m=1}^{M} \mathbb{E}\left[r_{m}\right]=\langle O\rangle  \tag{2.29}\\
\operatorname{Var}[\bar{O}] & =\frac{1}{M^{2}} \sum_{m=1}^{M} \operatorname{Var}\left[r_{m}\right]=\frac{1}{M} \operatorname{Var}[O] \tag{2.30}
\end{align*}
$$

where we have used Eqs. (2.28), and the fact that the $r_{m}$ are independent random variables to move the variance inside the sum in the second equation.

Assuming that the variance of the observable is bounded and independent of the system size, as it happens for observables made of tensor product of Pauli matrices ${ }^{6}$, then

$$
\begin{equation*}
\operatorname{Var}[O]=\left\langle O^{2}\right\rangle-\langle O\rangle^{2}=\operatorname{Tr}\left[O^{2} \rho\right]-\operatorname{Tr}[O \rho]^{2} \in \mathcal{O}(1) \tag{2.32}
\end{equation*}
$$

and so the statistical error associated to the empirical mean $\bar{O}$ scales as $\operatorname{Std}[\bar{O}] \in \mathcal{O}(1 / \sqrt{M})$. Alternatively, suppose one wants to calculate the expectation value with precision $\varepsilon$ with a failure probability of at most $\delta$, then by Chebyshev's inequality

$$
\begin{equation*}
P(|\bar{O}-\langle O\rangle|>\varepsilon) \leq \frac{\operatorname{Var}[\bar{O}]}{\varepsilon^{2}}=\delta \Longrightarrow M \in \mathcal{O}\left(\frac{1}{\delta \varepsilon^{2}}\right) \tag{2.33}
\end{equation*}
$$

which states that the number of measurements $M$ to reach a target accuracy $\varepsilon$ scales quadratically with the desired precision. A similar scaling can also be obtained with other statistical inequalities, for example via Hoeffding's inequality [138].

We conclude by noticing that in practical scenarios one is often interested in measuring either simple observables made of tensor products of Pauli matrices, often referred to as Pauli strings

$$
\begin{equation*}
O=\sigma_{1} \otimes \sigma_{2} \otimes \cdots \otimes \sigma_{n} \tag{2.34}
\end{equation*}
$$

where $n$ is the number of qubits in the system, or in weighted sums of these Pauli strings

$$
\begin{equation*}
O=\sum_{k=1}^{P} \gamma_{k} O_{k}=\sum_{k=1}^{P} \gamma_{k} \sigma_{1}^{(k)} \otimes \sigma_{2}^{(k)} \otimes \cdots \otimes \sigma_{n}^{(k)} \tag{2.35}
\end{equation*}
$$

where the coefficients are real to ensure Hermiticity $\gamma_{k} \in \mathbb{R}$, and $\sigma_{i}^{(k)} \in\{\mathbb{I}, X, Y, Z\}$ are single-qubit Pauli matrices. In this last case, very prominent in quantum chemistry applications [106], the usual approach is to estimate each Pauli string separately $\left\langle O_{k}\right\rangle$, and then combine the results classically with the coefficients $\gamma_{k}$, via $\langle O\rangle=\sum_{k} \gamma_{k}\left\langle O_{k}\right\rangle$.

Clearly, measuring a single Pauli string is much simpler, and the estimation is associated with a lower variance compared with the case of more complex observables when a fixed budget of measurement shots is allowed. Various strategies have been proposed in the literature to optimize the measurement resources needed to estimate expectation values of the form in (2.35), most of them based on a clever grouping of commuting Pauli strings that can be measured at the same time [29], or for example using adaptive methods to reduce the statistical fluctuations associated with the estimation [106].
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### 2.1.5 The quantum circuit model

As discussed earlier, a generic quantum computation can be expressed in terms of single- and two-qubit operations, which makes it easy to represent it graphically via a sequence of a few circuital symbols, already introduced in Tables 2.1 and 2.2.

In quantum circuit diagrams, time evolves from left to right, single wires are used to indicate separate quantum systems (qubits in our case), and the single- and two-qubit gates are represented with the symbols shown in the corresponding summary tables. Unless otherwise stated, qubits are assumed to start in the ground state, that is all qubits are in the $|0\rangle$ state when the computation is started. At last, at the end of the circuit some or all the qubits may be measured, in which case an appropriate symbol is shown on the corresponding wire. Unless explicitly said otherwise, every measurement is assumed to be in the computational basis.

A simple example of a quantum circuit is the following, which creates and measures the three-qubit maximally entangled GHZ state $\left|\psi_{\mathrm{GHZ}}\right\rangle=(|000\rangle+|111\rangle) / \sqrt{2}$.


### 2.1.5.1 Executing a quantum circuit on a real quantum device

The quantum circuit model is a useful tool to describe the logical action of quantum computation through a pictorial representation. Furthermore, although quantum circuits are the standard format for submitting instructions to a real quantum computer for execution, they are by no means a faithful description of what actually happens on the device.

In fact, for a logical quantum circuit to be executed on a real device, some classical preprocessing steps are needed. First, it is necessary to identify a subset of the available physical qubits on the machine that matches the connectivity required by the two-qubits gates in the circuit to be run. Secondly, one has to express every gate in the original circuit in terms of the so-called native basis gates, which are the set of physical operations that can actually be implemented on the device. These strongly depend on the actual technology used to build the quantum computer, and in Table 2.3 we report the native gates available on some common quantum computing hardware. Following the discussion in Sec. 2.1.2, these single and two-qubit operations provide different universal sets of gates that can implement any quantum computation.

| Manufacturer | Technology | Native gates | Refs. |
| :---: | :---: | :---: | :---: |
| IBM | Superconducting | $\left\{\sqrt{X}, X, R_{Z}\right.$, CNOT $\}$ | $[145]$ |
| Google | Superconducting | $\{U(\theta, \varphi, \lambda)$, Sycamore gate $\}$ | $[11,114]$ |
| IonQ | Trapped-ions | $\left\{R_{X}, R_{Y}\right.$, Mølmer-Sørensen $\}$ | $[217,328]$ |

Table 2.3: Examples of single- and two-qubits gates available on some current quantum computing hardware. The $U(\theta, \phi, \lambda)$ operation is the general single-qubit rotation of (2.10), and the "Sycamore gate" is a two-qubit gate similar to a combination of a SWAP gate and a controlled phase rotation. The Mølmer-Sørensen gate [212] is a two-qubit gate of the form $X X(\phi)=e^{-i \phi X \otimes X / 2}$ common in ion-trap based architectures. The single-qubit rotation gates on available on IONQ devices are variations of $R_{X}$ and $R_{Y}$ rotations, for a precise definition see [217].

This process of rewriting the circuit into an appropriate form goes by the name of circuit compilation, or transpilation, and its result is to output a new quantum circuit which is (approximately) equivalent to the original one, but that can be readily executed on the machine. As discussed in the
next section, current quantum hardware is limited in both size and performance, and a quantum circuit may lend itself to better execution on specific backends, due to a more favourable mapping in terms of required qubit-qubit connection topology, and/or available gates.

In the next section, we provide a brief overview of the state of the art of current quantum computing technology, discussing both the technological aspects as well as their scientific relevance.

### 2.1.6 The NISQ era of quantum computation



Figure 2.2: Examples of currently available quantum computers based on two different technologies: trapped-ions (IonQ) [148] and superconducting circuits (IBM Quantum) [145]. In the panels next to the devices, examples of the usual connectivity between qubits found in the respective technologies are shown, specifically the Aria device with $n=21$ qubits with an all-to-all connectivity [10], and IBM's ibm_washington device with $n=127$ qubits with leveraging a grid-like connectivity [92].

Although enormous technological progress made it possible to build the first generations of quantum computers, these are still far from the realisation of universal fault-tolerant quantum computers, which are ideal quantum computers in which errors in the computation can be detected and corrected, through a procedure called Quantum Error Correction (QEC) [220].

Instead, the current era of quantum computation has been dubbed Noisy Intermediate-Scale Quantum [236], NISQ for short, which is used to denote near-term quantum devices which are imperfect and not error corrected, hence are strongly affected by noise, and can only leverage a limited number of qubits, and thus are also limited in scale. Several experimental platforms are being used to develop quantum computing solutions [6, 294], based, for example, on superconducting circuits [16, 145], trapped-ions [148, 241], neutral atoms [135, 245], photonic chips [240, 329] and others ${ }^{7}$. In Fig. 2.2 we report two examples of currently available quantum computers based on trapped ions and superconducting circuits, which are arguably the leading technologies for constructing quantum computers in the NISQ era. In the figure, both the physical Quantum Processing Units (QPUs), and a graphical representation of the layout of the qubits on such chips.

Although the pace at which these machines are developed suggests a quantum variant of the classical Moore's law to hold, NISQ devices still face serious constraints, which we briefly discuss in what follows. First of all, state of the art quantum computers are limited in size, consisting of about dozens to a few hundred qubits depending on the technology, with first generations of QPUs with more than a thousand qubits only planned to appear in the following years [146]. In order to reach a clear sign of quantum advantage and surpass the regime of classical simulability, it is necessary to be able to efficiently scale up these machines. For example, it is estimated that roughly 20 million physical qubits -as opposed to logical ${ }^{8}$ - are required to implement a non-trivial

[^5]application of Shor's algorithm, arguably the most convincing example of exponential speedup of quantum computation over classical one [108]. Quantum computers of this size and capabilities will probably require new breakthroughs both on the experimental and algorithmic side, and will only appear in the next decades.

In addition, as we already discussed previously in Sec. 2.1.5.1, the types of operation that can be implemented on a device are often quite limited. This is especially true for two-qubit gates, which can only be applied directly to qubits that are physically close on the machine, so that they can be made to interact. The connectivity between qubits on a device, as shown in Fig. 2.2, imposes a serious constraint on the class of algorithms that can be run on a specific machine. While the limited connectivity is a clear issue for superconducting-based quantum computers, other platforms, like trapped-ions, implement an all-to-all interaction that makes it possible to operate two-qubit gates on any pair of qubits on the device. However, operations (both single- and two-qubit gates) on these machines can be orders of magnitudes slower than on superconducting chips, with the time to implement a quantum gate ranging in the order of microseconds $t \sim 1-100 \mu$ s for the former [43] and nanoseconds $t \sim 1-100 \mathrm{~ns}$ for the latter [145].

The most compelling problem with near-term devices is noise that affects the qubits inside the computer, which strongly limits the computing capabilities of the hardware. Errors in quantum computers occur due to undesired interaction of the quantum systems with the external environment, as well as due to faulty execution of the operations inside the computer. The former type of noise is commonly measured by coherence times, which characterise the quality of the qubit by assessing the time it takes for it to lose its quantum properties due to unwanted interaction with the external environment. For example, common values of coherence times for current superconducting architectures are of about $T \sim 10-100 \mu \mathrm{~s}$ [145], while trapped-ions usually have longer times of about $T \sim 1-100$ s [148], corresponding to higher quality qubits. We will discuss more in detail how to describe noise in quantum systems in Chapter 8.

As for errors introduced by an imperfect realisation of the quantum gates -especially twoqubit gates-, these are measured in terms of gate error rates via a procedure called Randomised Benchmarking [133, 191]. Current error rates are of the order of $0.01 \%$ and $1 \%$ for single and two-qubit gates respectively for superconducting circuits, and roughly one order of magnitude less for ion traps.

It is then clear that multiple sources concur to the realisation of an effective device, namely the number of qubits, the connectivity map, and the error rates. For this reason, new figures of merit such as Quantum Volume (QV) have been introduced to provide a unifying measure to assess the capability of near-term quantum computing devices [29, 69]. Roughly speaking, the QV is a single real number that measures the largest square-shaped (i.e. number of qubits equal to the depth of the circuit) random quantum circuit that the quantum computer can execute successfully. It can be understood as the number of "effective" qubits available on the machine, and it is formally defined as [69]

$$
\begin{equation*}
\log _{2} Q V=\underset{n}{\arg \max \min (n, D(n))} \tag{2.36}
\end{equation*}
$$

where $n$ is the number of qubits and $D(n)$ is the depth of the quantum circuit, that is the minimum number of steps needed for quantum gates to be applied in parallel to implement a quantum circuit. At the time of writing, the highest Quantum Volumes reported for superconducting and trapped-ions architectures are, respectively, $Q V=512$, corresponding to running square circuits of size $\log _{2} Q V=9$, for IBM's superconducting chip Prague with a total of $n=27$ qubits [243], and $Q V=8192\left(\log _{2} Q V=13\right)$ for Quantinuum's trapped-ions based System Model H1 [242] which has a total of $n=20$ qubits.

Every technology has its own advantages and drawbacks, and it is not yet clear which one will provide the most effective solution towards scalable and fault-tolerant quantum computers. In the meantime, near-term devices not only constitute a necessary step towards the implementation of
large-scale universal quantum computers but also provide new tools to investigate the limits of quantum mechanics and provide a new paradigm for performing computation. Indeed, the topic of the next section is to discuss what NISQ devices can be used for, thus introducing variational quantum algorithms, which are a class of quantum algorithms specifically tailored for current quantum computing devices.

### 2.2 Variational Quantum Algorithms

Variational Quantum Algorithms (VQAs) are the leading proposal to exploit current quantum computing platforms, based on the hope that it is possible to achieve a meaningful quantum advantage already in the non error-corrected regime, before standard quantum algorithms, like Shor's factoring, can be realised at scale. Moreover, and regardless of any quantum advantage, the research on variational quantum algorithms is of interest on its own, both on a fundamental level because it conceives a new paradigm of hybrid computation where classical and quantum resources are used in tandem to achieve a task, and on a practical level because it fosters the development of new software and hardware solutions for quantum computing by providing compelling use cases.

NISQ devices are limited in size and inherently noisy, and the idea of variational quantum algorithms is to circumvent the problem simply by using them as little as possible, only for the bare minimum, while outsourcing all remaining tasks to a classical computer. This idea then identifies a class of hybrid quantum-classical algorithms in which quantum and classical computational resources are used in combination to solve a task.

The second ingredient of variational algorithms, to which they owe their name ${ }^{9}$, make them also very similar to the highly successful field of machine learning. In fact, variational quantum algorithms are optimisation-based procedures that tackle a problem by first encoding its solution as the minimum of an appropriately defined cost function $C(\boldsymbol{\theta})$ depending on some tunable parameters $\boldsymbol{\theta}$, and then iteratively vary these parameters, usually via gradient-based methods, to find the minimum of the function, hence the solution. The incredible results achieved by deep learning in recent years have shown how versatile and powerful learning-based procedures can be [83, 178, 210]. Variational quantum algorithms then introduce free adjustable parameters inside a quantum computation in order to cope with the serious constraints imposed by current NISQ hardware. In this way, however, the success and/or runtime guarantees of standard textbook quantum algorithms like Grover's and Shor's are lost, as the optimisation procedures in VQAs are usually highly non-convex, and so theoretical analysis of the performances can only go so far.

In all, VQAs essentially trade off guarantees of success with the feasibility of execution, in the hope of retaining a quantum advantage of some sort.

### 2.2.1 The basis of variational quantum algorithms

At the basis of any variational algorithm is the definition of a cost, or loss, function that measures how well the algorithm is performing, and an ansatz circuit, which is a guess quantum circuit with tunable parameters that should be able to represent a good solution to the problem.

Let $U(\boldsymbol{\theta})$ be the unitary of the parameterised quantum circuit (PQC) ansatz, and $\boldsymbol{\theta} \in \mathbb{R}^{p}$ the vector of the parameters. The goal of VQAs is to find an optimal set of parameters that minimises the cost function $C(\boldsymbol{\theta}): \mathbb{R}^{p} \rightarrow \mathbb{R}$, namely

$$
\begin{equation*}
\boldsymbol{\theta}_{\mathrm{opt}}=\underset{\boldsymbol{\theta}}{\arg \min } C(\boldsymbol{\theta}), \tag{2.37}
\end{equation*}
$$

[^6]where the cost is some function of the expectation values of a set of observables $\left\{O_{k}\right\}$ measured on the parameterized state generated by the variational circuit, that is
\[

$$
\begin{equation*}
C(\boldsymbol{\theta})=\sum_{k} f_{k}\left(\operatorname{Tr}\left[O_{k} \rho_{\boldsymbol{\theta}}\right]\right)=\sum_{k} f_{k}\left(\operatorname{Tr}\left[O_{k} U(\boldsymbol{\theta})|0\rangle\langle 0| U(\boldsymbol{\theta})^{\dagger}\right]\right) . \tag{2.38}
\end{equation*}
$$

\]

This definition highlights that the cost function depends explicitly on the parameters $\boldsymbol{\theta}$, and implicitly actually also on the set of observables $\left\{O_{k}\right\}_{k}$ and the specific shape of the circuit ansatz $U(\cdot)$, so that $C=C\left(\boldsymbol{\theta} ;\left\{O_{k}\right\}_{k} ; U\right)[58]$. While this definition is fully general, in practical scenarios one usually considers simpler costs given by the expectation value of a single observable ${ }^{10}$

$$
\begin{equation*}
C(\boldsymbol{\theta})=\langle O\rangle_{\boldsymbol{\theta}}=\operatorname{Tr}\left[O U(\boldsymbol{\theta})|0\rangle\langle 0| U(\boldsymbol{\theta})^{\dagger}\right] . \tag{2.39}
\end{equation*}
$$

Ideally, the loss function should fulfil certain desirable properties to be considered a good candidate for a cost in a variational quantum algorithm. Firstly, it should be classically hard to compute but efficiently calculable with a quantum device, for if it were not, this would negate any hope of quantum advantage. Secondly, the cost function should be trainable, that is there exists a procedure capable of finding the minimum of the cost with some guarantees of success. This latter condition is particularly relevant for variational algorithms, as the loss landscape of these procedures is often found to be very flat and thus difficult to navigate via standard optimization methods, a phenomenon which goes by the name of barren plateaus, see Sec. 2.2.4.2. Finally, two other useful requirements are that the global minimum of the loss function should only be attained when the true solution to the problem is found, and not otherwise; and that the cost function should always convey a measure of the suitability of the proposed solution, so that smaller values of the cost always correspond to better solutions. When the latter two conditions are met, the cost function is often referred to as faithful and operationally meaningful, respectively [58].

Hence, given a properly defined cost function, variational algorithms then proceed by combining quantum and classical resources in an iterative loop as follows:
(i) On the quantum computer: estimate the cost function $C(\boldsymbol{\theta})$ for the current values of the parameters $\boldsymbol{\theta}$ via repeated measurements;
(ii) On the classical computer: input the outcome in a classical optimisation algorithm that proposes a new value for the parameters $\boldsymbol{\theta}^{\prime}$, so that the cost is lower $C\left(\boldsymbol{\theta}^{\prime}\right)<C(\boldsymbol{\theta})$;
(iii) repeat steps (i)-(ii) until stop conditions are met (convergence, execution time, ...).

These steps are schematically represented in Fig. 2.3, which shows the usual way of picturing the hybrid quantum-classical loop of variational quantum algorithms.

Two questions remain to be answered. First, what is the explicit form of the parameterised quantum circuit $U(\boldsymbol{\theta})$ and how can one choose it? Secondly, what are the usual strategies for performing the optimisation loop? Let us now proceed by addressing these two topics.

### 2.2.2 Parameterised quantum ansätze

Just as in standard parametric models, also in variational quantum algorithms the functional form of the model has to be fixed a priori, and this is done by considering a specific parameterised quantum circuit $U(\boldsymbol{\theta})$. Such a choice is referred to as an ansatz circuit, and while there is no unique prescription for constructing a good one, some guiding principles can be used to identify good candidates.

It is clear that the choice of ansatz plays a key role in determining the effectiveness of the variational algorithm. For example, the model may be too simple to express the target solution, or it may be so complex that it makes optimisation difficult, thus favouring convergence to suboptimal solutions. Any such ansatz prevents a good result from the variational algorithm. We
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Figure 2.3: Schematic representation of variational quantum algorithms. First, on the left, a parameterised quantum circuit with parameters $\boldsymbol{\theta}$ is used to prepare a variational trial state $|\psi\rangle=$ $U(\boldsymbol{\theta})|0\rangle$ and a cost function $C(\boldsymbol{\theta})=\langle O\rangle_{\boldsymbol{\theta}}=\left\langle\psi_{\boldsymbol{\theta}}\right| O\left|\psi_{\boldsymbol{\theta}}\right\rangle$ is measured on a Quantum Processing Unit (QPU). Then, on the right, the result is passed to a classical processing unit (CPU), that runs an optimisation algorithm to find new values for the parameters $\boldsymbol{\theta}^{\prime}$ corresponding to a lower cost. The loop is repeated until convergence to a minimum of the cost is reached or stopping criteria are met.
hereby anticipate that these concepts of expressibility and trainability are indeed related, as will be discussed in detail in Sec. 2.2.4. In addition, the most important -and almost trivial- condition that an ansatz should satisfy is that it should be feasible in practice, in that there is a near-term quantum computing device capable of implementing it.

Generally, all ansätze share the common feature of being defined in terms of a repeated structure of similar blocks arranged in sequential layers. For example, many variational ansätze can be expressed as

$$
\begin{equation*}
U(\boldsymbol{\theta})=\prod_{\ell=1}^{L} W_{\ell} U_{\ell}\left(\boldsymbol{\theta}_{\ell}\right)=W_{L} U_{L}\left(\boldsymbol{\theta}_{L}\right) \cdots W_{1} U_{1}\left(\boldsymbol{\theta}_{1}\right) \tag{2.40}
\end{equation*}
$$

where $U_{\ell}\left(\boldsymbol{\theta}_{\ell}\right)$ are parameterised gates, usually single-qubit Pauli rotations, and $W_{\ell}$ on the other hand are fixed operations usually consisting of two-qubits entangling gates, such as CNOTs or CZ. The number of layers $L$ in the circuit is an important hyperparameter in the definition of the ansatz and decides the overall depth of the quantum circuit. The circuit shown in Fig. 2.3 is an example of such a layered structure.

In the following, we summarise the most common strategies used in the literature to propose ansätze.

Hardware Efficient Ansätze (HWE) This class of ansätze contains all those parameterised circuits that are specifically thought to be easily run on current quantum hardware [155], and are often used as a starting point for exploring a variational approach to solving a problem, especially when it is not straightforward to incorporate knowledge about the task to be solved in a circuital form. All the gates used in the ansatz are either taken from the native basis set of the device, or can be implemented with only a few of them. Most importantly, two-qubit operations act only on those pairs of qubits that are physically connected on the device, thus respecting the connectivity map available on the hardware.

Various properties of these circuits have been studied in the literature, regarding their expressibility [281], entanglement [18], performances on benchmark problems [144], as well as trainability
properties [57, 202].
Problem-inspired Ansätze Whenever the ansatz is built by leveraging the knowledge of the underlying physics of the problem to be solved, one says that the ansatz is problem-inspired. This is often the case for quantum chemistry applications, and the most prominent example in this class is the Unitary Coupled Cluster (UCC) ansatz, specifically thought for dealing with electronic structure calculations, also used in the seminal work by Peruzzo et al. [230] on variational quantum algorithms. Various generalisations of the UCC ansatz for several quantum chemistry problems have been introduced, and one can find detailed information in the reviews [8, 29, 58, 301]. Another example of a problem-inspired ansatz for quantum chemistry is the Hamiltonian Variational Ansatz inspired by the adiabatic state preparation theorem [317].

Regarding machine learning applications of variational quantum algorithms, and inspired by the classical machine learning literature on geometric deep learning [40], many recent proposals focus on constructing so-called equivariant quantum circuits, that are parameterised quantum circuits that encode the symmetries of the problem to be solved [173, 208, 219, 284].

By focusing specifically on a restricted class of relevant models, problem-inspired ansätze usually perform better and are easier to optimise with respect to problem-agnostic ones, even though this advantage may come at a cost of a more difficult implementation on real hardware.

QAOA-like Ansätze The Quantum Approximate Optimisation Algorithm (QAOA) [100] is a widely studied parameterised ansatz to deal with combinatorial optimisation problems on near-term devices. The variational ansatz is given by a layered alternating structure

$$
\begin{equation*}
U(\boldsymbol{\beta}, \boldsymbol{\gamma})=\prod_{\ell=1}^{L} e^{-i \beta_{\ell} H_{M}} e^{-i \gamma_{\ell} H_{P}} \tag{2.41}
\end{equation*}
$$

where $H_{M}$ is called mixer Hamiltonian, $H_{P}$ is the problem Hamiltonian whose ground state encodes the solution to the combinatorial problem at hand, $L$ is a hyperparameter that defines the accuracy of the procedure, and $(\boldsymbol{\gamma}, \boldsymbol{\beta})$ are two sets of parameters to be optimised.

This ansatz essentially implements a Trotterised adiabatic evolution of degree $L$, that slowly evolves an easy to prepare ground state of the mixer Hamiltonian $H_{M}$, to the target ground state of the problem Hamiltonian $H_{P}$. It has been shown that the alternating structure of QAOA implements a universal dynamics for quantum computation [186], and an extension of QAOA to deal with more general classes of Hamiltonians has been proposed with the name of Quantum Alternating Operator Ansatz [122].

Adaptive Ansätze The optimisation of the variational angles alone is often not enough to obtain a well performing algorithm. In this case, one can relax the condition of fixing the circuit ansatz upfront, and instead adaptively optimise its structure along with that of the variational parameters. Examples are the RotoSolve algorithm [222] that optimizes both the angle and the axis of single qubit rotation gates, ADAPT-VQE algorithms [118, 298] that procedurally grow an ansatz by adding gates to the circuit form a pool of operators, and other approaches that try to add but also remove gates to keep the circuit shallow [32]. The adaptive generation of superior ansätze comes at the cost of optimisation problems that are hard to solve in general, but that can be addressed using approximate heuristics like Evolutionary Algorithms [248].

### 2.2.3 Optimisation of variational quantum algorithms

Once a cost function and an ansatz have been defined, one can then proceed with the optimisation loop to find the optimal solution of Eq. (2.37). A simple yet effective strategy to solve optimisation problems of differentiable functions is gradient-descent methods, widely used and studied in the classical machine learning literature. These procedures are first-order methods that need access
to the first derivatives of the function, as opposed to zeroth- and second-order ones, that instead require only function evaluations or access to the Hessian, respectively.
$\operatorname{Be} \boldsymbol{\theta}^{(t)}$ the value of the variational parameter at a time step $t$, and $C(\boldsymbol{\theta}) \in \mathbb{R}$ the scalar cost function to be minimised. Gradient descent methods iteratively change the value of the parameters by moving against the direction of the gradient of the function evaluated at that point, namely

$$
\begin{equation*}
\boldsymbol{\theta}^{(t+1)}=\boldsymbol{\theta}^{(t)}-\left.\eta \nabla_{\boldsymbol{\theta}} C(\boldsymbol{\theta})\right|_{\boldsymbol{\theta}^{(t)}} \tag{2.42}
\end{equation*}
$$

where $0<\eta \ll 1$ is a hyperparameter called learning rate that is used to tune the step size of the algorithm. As long as the learning rate is small enough, this update rule will propose a new value for the parameters corresponding to a lower cost. This can be seen by Taylor expanding the cost at step $t+1$ around the parameters of the previous step $t$, as

$$
\begin{align*}
C\left(\boldsymbol{\theta}^{(t+1)}\right) & =C\left(\boldsymbol{\theta}^{(t)}-\eta \nabla_{\boldsymbol{\theta}} C\left(\boldsymbol{\theta}^{(t)}\right)\right)  \tag{2.43}\\
& \approx C\left(\boldsymbol{\theta}^{(t)}\right)+\nabla_{\boldsymbol{\theta}} C\left(\boldsymbol{\theta}^{(t)}\right)\left(-\eta \nabla_{\boldsymbol{\theta}} C\left(\boldsymbol{\theta}^{(t)}\right)\right)+\mathcal{O}\left(\eta^{2}\right)  \tag{2.44}\\
& =C\left(\boldsymbol{\theta}^{(t)}\right)-\eta\left\|\nabla_{\boldsymbol{\theta}} C\left(\boldsymbol{\theta}^{(t)}\right)\right\|_{2}^{2} \leq C\left(\boldsymbol{\theta}^{(t)}\right) \tag{2.45}
\end{align*}
$$

where $\|\cdot\|_{2}$ denotes the 2-norm (or Euclidean norm) of a vector, and the last inequality comes from the fact that both the learning rate and the gradient norm are positive quantities.

The basic gradient descent update rule in Eq. (2.42) can be easily improved and generalised, for example taking into account information about the second derivatives of the function (e.g. BFGS [244]), employing a stochastic approximation of the exact gradient (e.g. SPSA [287]), or adding momentum terms and adaptive learning rates (e.g. ADAM [165]). The research on numerical optimisation methods is very vast and active, providing useful tools for training variational quantum algorithms [290, 321].

### 2.2.3.1 Parameter shift-rule

Gradient-based methods require access to the first (partial) derivatives of the target function, which can be approximated numerically with the (central) finite-difference formula

$$
\begin{equation*}
\partial_{i} C(\boldsymbol{\theta}):=\frac{\partial C(\boldsymbol{\theta})}{\partial \theta_{i}} \approx \frac{C\left(\boldsymbol{\theta}+\varepsilon \boldsymbol{e}_{i}\right)-C\left(\boldsymbol{\theta}-\varepsilon \boldsymbol{e}_{i}\right)}{2 \varepsilon}, \quad 0<\varepsilon \ll 1 \tag{2.46}
\end{equation*}
$$

where $\boldsymbol{e}_{i}=(0, \ldots, 1, \ldots, 0)$ is a unit vector with entries zero everywhere except for a one in the $i$-th position, and the equality sign is recovered in the limit of vanishing displacement $\varepsilon \rightarrow 0$. It turns out that a similar but exact formula holds for derivatives of parameterised quantum circuits, a fact which is now commonly referred to as parameter-shift rule [57, 198, 209, 270, 322]. This rule is a direct consequence of the rotation-like nature of the parameterised gates used in variational circuits, and we hereby prove this formula following the derivation presented in ref. [198].

Common parameterised operations used in variational quantum circuits are rotation-like gates of the form

$$
\begin{equation*}
V_{j}\left(\theta_{j}\right)=e^{-i \theta_{j} P_{j} / 2} \tag{2.47}
\end{equation*}
$$

where $\theta_{j}$ is a variational angle, and $P_{j}$ is the Hermitian generator of the gate. When $P_{j}$ is involutory $\left(P_{j}^{2}=\mathbb{I}\right)$, then the exponential can be recast in trigonometric form as (see Eq. (2.9))

$$
\begin{equation*}
V_{j}\left(\theta_{j}\right)=\cos \frac{\theta_{j}}{2} \mathbb{I}-i \sin \frac{\theta_{j}}{2} P_{j} \tag{2.48}
\end{equation*}
$$

Note that many operations can be expressed in this way, including single-qubit rotations and more generally any rotation generated by tensor products of Pauli matrices.

Let $C(\boldsymbol{\theta})=\operatorname{Tr}\left[O U(\boldsymbol{\theta}) \rho U(\boldsymbol{\theta})^{\dagger}\right]$ be the cost function to be differentiated, and $V_{j}\left(\theta_{j}\right)$ be the parameterised gate depending on the variable $\theta_{j}$ with respect to which we want to calculate the derivative. Consider a bipartition of the circuit $U(\boldsymbol{\theta})$ containing all the gates that act before $\left(U_{B}\right)$ and after $\left(U_{A}\right)$ the operation of interest $V_{j}\left(\theta_{j}\right)$ takes place ${ }^{11}$

$$
\begin{equation*}
U(\boldsymbol{\theta})=U_{A} V_{j}\left(\theta_{j}\right) U_{B}, \tag{2.49}
\end{equation*}
$$

where the dependence on the remaining variational parameters in $U_{B}$ and $U_{A}$ is suppressed for ease of notation. The cost function can then be written as

$$
\begin{equation*}
C(\boldsymbol{\theta})=\operatorname{Tr}\left[O U_{A} V_{j}\left(\theta_{j}\right) U_{B} \rho U_{B}^{\dagger} V_{j}^{\dagger}\left(\theta_{j}\right) U_{A}^{\dagger}\right]=\operatorname{Tr}\left[O_{A} V_{j}\left(\theta_{j}\right) \rho_{B} V_{j}\left(\theta_{j}\right)^{\dagger}\right] \tag{2.50}
\end{equation*}
$$

where $O_{A}=U_{A}^{\dagger} O U_{A}$ and $\rho_{B}=U_{B} \rho U_{B}^{\dagger}$, and we isolated the dependence of the cost on the variable of interest $\theta_{j}$. Substituting the trigonometric formula (2.48) in the expression above one obtains

$$
\begin{align*}
C(\boldsymbol{\theta}) & =\operatorname{Tr}\left[O_{A}\left(\cos \frac{\theta_{j}}{2} \mathbb{I}-i \sin \frac{\theta_{j}}{2} P_{j}\right) \rho_{B}\left(\cos \frac{\theta_{j}}{2} \mathbb{I}+i \sin \frac{\theta_{j}}{2} P_{j}^{\dagger}\right)\right] \\
& =\operatorname{Tr}\left[\cos ^{2} \frac{\theta_{j}}{2} O_{A} \rho_{B}+i \sin \frac{\theta_{j}}{2} \cos \frac{\theta_{j}}{2}\left(O_{A} \rho_{B} P_{j}^{\dagger}-O_{A} P_{j} \rho_{B}\right)+\sin ^{2} \frac{\theta_{j}}{2} O_{A} P_{j} \rho_{B} P_{j}^{\dagger}\right] \\
& =\frac{1+\cos \theta_{j}}{2} \operatorname{Tr}\left[O_{A} \rho_{B}\right]+\frac{1-\cos \theta_{j}}{2} \operatorname{Tr}\left[O_{A} P_{j} \rho_{B} P_{j}^{\dagger}\right]+\frac{i}{2} \sin \theta_{j} \operatorname{Tr}\left[O_{A}\left(\rho_{B} P_{j}^{\dagger}-P_{j} \rho_{B}\right)\right] \\
& =C_{0}+C_{1} \cos \left(\theta_{j}\right)+C_{2} \sin \left(\theta_{j}\right) \tag{2.51}
\end{align*}
$$

where $C_{0}, C_{1}$, and $C_{2}$ are real numbers that do not depend on the parameter $\theta_{j}$, defined as

$$
\begin{gather*}
C_{0}=\frac{\operatorname{Tr}\left[O_{A}\left(\rho_{B}+P_{j} \rho_{B} P_{j}^{\dagger}\right)\right]}{2}, \quad C_{1}=\frac{\operatorname{Tr}\left[O_{A}\left(\rho_{B}-P_{j} \rho_{B} P_{j}^{\dagger}\right)\right]}{2},  \tag{2.52}\\
C_{2}=\frac{\operatorname{Tr}\left[O_{A}\left(\rho_{B}-P_{j} \rho_{B} P_{j}^{\dagger}\right)\right]}{2},
\end{gather*}
$$

Equation (2.51) is particularly interesting because it shows that the cost function is essentially a trigonometric polynomial with respect to each individual variational parameter. Then, using the following identities for the derivatives of sine and cosine functions

$$
\begin{align*}
\frac{d \cos x}{d x} & =\frac{\cos (x+s)-\cos (x-s)}{2 \sin s}  \tag{2.53}\\
\frac{d \sin x}{d x} & =\frac{\sin (x+s)-\sin (x-s)}{2 \sin s}
\end{align*} \quad \forall s \neq m \pi, m \in \mathbb{Z},
$$

the derivative of the cost in Eq. (2.51) with respect to $\theta_{j}$ can be written as

$$
\begin{align*}
\frac{\partial C(\boldsymbol{\theta})}{\partial \theta_{j}} & =C_{1} \frac{d \cos \theta_{j}}{d \theta_{j}}+C_{2} \frac{d \sin \theta_{j}}{d \theta_{j}} \\
& =\frac{C_{0}+C_{1} \cos \left(\theta_{j}+s\right)+C_{2} \sin \left(\theta_{j}+s\right)}{2 \sin s}-\frac{C_{0}+C_{1} \cos \left(\theta_{j}-s\right)+C_{2} \sin \left(\theta_{j}-s\right)}{2 \sin s} \\
& =\frac{1}{2 \sin s}\left[C\left(\boldsymbol{\theta}+s \boldsymbol{e}_{j}\right)-C\left(\boldsymbol{\theta}-s \boldsymbol{e}_{j}\right)\right], \tag{2.54}
\end{align*}
$$

where in the last line we recognised that both numerators are instances of the cost (2.51) with an appropriate redefinition of the variational parameter. By setting $s=\pi / 2$ in the expression above, one eventually arrives at the usual formulation of the parameter-shift rule [56, 209, 270]

$$
\begin{equation*}
\frac{\partial C(\boldsymbol{\theta})}{\partial \theta_{j}}=\frac{1}{2}\left[C\left(\boldsymbol{\theta}+\frac{\pi}{2} \boldsymbol{e}_{j}\right)-C\left(\boldsymbol{\theta}-\frac{\pi}{2} \boldsymbol{e}_{j}\right)\right], \tag{2.55}
\end{equation*}
$$

[^8]As argued earlier, the parameter-shift rule (2.55) is indeed very similar to the finite-difference formula (2.46), with the big difference that while the former is an exact relation between the derivative of a function and its value at specific points, the latter is only an approximation.

In general, a parameter-shift rule (2.55) can be derived when the parameterised operation is of the form (2.47) and the generator of the rotation has only two unique eigenvalues, which is related to the requirement that the generator is involutory $[68,270]$. Whenever these conditions are not met, one can use generalisations of the parameter-shift rules that overcome the issue for example by decomposing the parameterised gate as a product of rotation-like operations [68], or expanding the generator of the unitary evolution in the Pauli basis and evaluating the gradients of each component with a stochastic approach [19].

The parameter-shift rule is a useful tool because it gives a precise recipe on how to calculate gradients of variational circuits directly on real quantum hardware, simply by composing the result of two appropriately defined quantum circuits. For example, a single-step of the gradient descent algorithms in Eq. (2.42) requires measuring the outcome of $2 p$ different circuits, where $p$ is the number of parameters $\boldsymbol{\theta} \in \mathbb{R}^{p}$. While such linear scaling of resources is not bad per se, this procedure can still be daunting on near-term quantum devices with limited access, especially when the number of parameters is large and many iterations are required to reach a good solution. For example, suppose that the optimisation of a variational circuit with $p$ parameters requires $T$ applications of the gradient-descent update rule, and that each expectation value is estimated on quantum hardware with $M$ measurements shots, then the total number of circuit executions on the quantum hardware scales like $\mathcal{O}(p T M)$, which can be quite big already for modest instances ( $p \sim T \sim 10^{2}, M \sim 10^{3}$ ). As a comparison, gradients in classical machine learning algorithms can be calculated much more efficiently, within a single computational step, via automatic differentiation techniques and backpropagation. This is done by storing intermediate values of the computation while it takes place, and then combining these values at the end via the chain rule to calculate derivatives of composed functions. Unfortunately, since it is not possible to measure intermediate states in a quantum computation without disturbing the system, there is no straightforward way of applying backpropagation to variational quantum algorithms.

Finally, note that gradients of parameterised quantum circuits can also be calculated with an ancilla-based measurement scheme similar to a Hadamard test [270, 301].

### 2.2.3.2 Higher order derivatives

The parameter shift rule can be applied iteratively to calculate also higher-order derivatives of the cost function [56, 198]. For example, second mixed derivatives read

$$
\begin{align*}
\frac{\partial^{2} C(\boldsymbol{\theta})}{\partial \theta_{j} \partial \theta_{i}}= & \frac{1}{2}\left[\frac{\partial}{\partial \theta_{j}} C\left(\boldsymbol{\theta}+\frac{\pi}{2} \boldsymbol{e}_{i}\right)-\frac{\partial}{\partial \theta_{j}} C\left(\boldsymbol{\theta}-\frac{\pi}{2} \boldsymbol{e}_{i}\right)\right] \\
= & \frac{1}{4}\left[C\left(\boldsymbol{\theta}+\frac{\pi}{2} \boldsymbol{e}_{i}+\frac{\pi}{2} \boldsymbol{e}_{j}\right)-C\left(\boldsymbol{\theta}+\frac{\pi}{2} \boldsymbol{e}_{i}-\frac{\pi}{2} \boldsymbol{e}_{j}\right)\right. \\
& \left.-C\left(\boldsymbol{\theta}-\frac{\pi}{2} \boldsymbol{e}_{i}+\frac{\pi}{2} \boldsymbol{e}_{j}\right)+C\left(\boldsymbol{\theta}-\frac{\pi}{2} \boldsymbol{e}_{i}-\frac{\pi}{2} \boldsymbol{e}_{j}\right)\right], \tag{2.56}
\end{align*}
$$

which assume the rather simple form for diagonal elements $i=j$

$$
\begin{equation*}
\frac{\partial^{2} C(\boldsymbol{\theta})}{\partial \theta_{i}^{2}}=\frac{1}{2}\left[C\left(\boldsymbol{\theta}+\pi \boldsymbol{e}_{i}\right)-C(\boldsymbol{\theta})\right] \tag{2.57}
\end{equation*}
$$

since one can easily check that $C\left(\boldsymbol{\theta}+\pi \boldsymbol{e}_{i}\right)=C\left(\boldsymbol{\theta}-\pi \boldsymbol{e}_{i}\right)$, which is due to to the $2 \pi$-periodicity of parameterised gates (2.47).

In general, any derivative of a parameterised quantum circuit for which the parameter shift
holds, can be expressed as a linear combination of circuit executions

$$
\begin{equation*}
\frac{\partial^{\alpha_{1}+\ldots+\alpha_{M}} C(\boldsymbol{\theta})}{\partial \theta_{1}^{\alpha_{1}} \ldots \partial \theta_{M}^{\alpha_{M}}}=\frac{1}{2^{\alpha_{1}+\ldots+\alpha_{M}}} \sum_{m=1}^{2^{\alpha_{1}+\ldots+\alpha_{M}}} s_{m} C\left(\tilde{\boldsymbol{\theta}}_{m}\right) \tag{2.58}
\end{equation*}
$$

where $s_{m} \in\{ \pm 1\}$ are signs, and $\tilde{\boldsymbol{\theta}}_{m}$ are parameters obtained by accumulating shifts along different directions.

### 2.2.3.3 Discussion

The easy access to the derivatives of the cost function provided by the parameter-shift rule opens up the possibility of using a plethora of gradient-based optimisation methods, like vanilla gradient descent, BFGS or ADAM, but these are not the only viable route. In fact, also zeroth-order methods like Nelder-Mead [218] and COBYLA [235] have been widely used in the literature to optimise parameterised quantum circuits [29, 301], as well as more quantum-native approaches developed specifically for variational algorithms. Examples are the Rotosolve algorithm [222] that offers an analytic solution to the optimisation problem, or the Quantum Natural Gradient (QNG) method, that, inspired by its classical counterpart, proposes an update of the parameters that takes into account the metric of the space of the quantum states created by the parameterised quantum model, rather than the euclidean metric of parameter space [290].

With every approach having its own perks and disadvantages, no consensus has been reached at the moment regarding the best practices for optimising variational quantum algorithms, and the performances are usually studied on a case-by-case basis.

### 2.2.4 Barren plateaus and unitary designs

In the previous section, we discussed how to optimise variational circuits, but now we discuss why this procedure may turn out to be a particularly arduous task in practice. Indeed, various theoretical challenges hinder the optimisation of variational algorithms, a phenomenon dubbed in the literature as the barren plateau (BP) problem. At the current state of the art, by barren plateaus one usually refers to a number of different scenarios where it can be shown that variational quantum algorithms suffer from trainability issues related to vanishing gradients and very flat optimisation landscapes, hence their name.

The emergence of barren plateaus was first observed in [202], where the occurrence of vanishing gradients was related to the way parameterised quantum ansätze behave in the large qubit regime upon assignment of random parameters, as they resemble high-dimensional random unitary matrices. A large set of results in measure theory in high-dimensional spaces underline the phenomenon of concentration of measure, an example being Levy's lemma, according to which smooth functions on these spaces strongly concentrate around their mean values, and are essentially constant on the space [180]. Since the average value of gradients of parameterised circuits is often found to be zero, then by concentration of measure they are zero almost always, for most random choices of the parameters, hence any optimisation method will likely fail to find any interesting minimising direction. Formally, given a PQCs acting on a system of $n$ qubits, it can be theoretically argued and numerically confirmed that [57, 137, 201]

$$
\begin{align*}
& \mathbb{E}_{\boldsymbol{\theta}}\left[\frac{\partial C(\boldsymbol{\theta})}{\partial \theta_{k}}\right]=0  \tag{2.59}\\
& \operatorname{Var}_{\boldsymbol{\theta}}\left[\frac{\partial C(\boldsymbol{\theta})}{\partial \theta_{k}}\right] \in \mathcal{O}\left(b^{-n}\right), \quad b>0 \tag{2.60}
\end{align*}
$$

That is, upon random assignment of the variational parameters, the expectation value of the gradients of the cost function is zero, and their variance is exponentially vanishing with the number of qubits. Then, as the number of qubits grows large, the gradients become exponentially small
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Figure 2.4: Summary of the sources of Barren Plateaus (BP) in the optimisation landscape of variational quantum algorithms. Trainability issues arise in variational algorithms whenever the circuit is too deep and expressive, global observables are used in the cost function, too much entanglement is created inside the circuit, or too much noise is present in the circuit. In these cases, as the number of qubits grows large, the optimisation landscape becomes exponentially flat almost everywhere, hence the name barren plateau.
on average, and thus one would need an exponential number of measurement shots to reliably estimate their value on real hardware, for example via parameter-shift rules. Such impossibility of properly training parameterised circuits clearly hampers the applicability of any quantum variational procedure suffering from a barren plateau (concentration of measure) phenomenon.

Trainability issues in variational quantum algorithms have been studied extensively in the literature, and the emergence of barren plateaus in the optimisation landscape parameterised circuits has been found in various settings, that can be grouped into four major classes [300] ${ }^{12}$ :

1. Expressibility-induced BP [13, 202]: this is the case explained above, where the untrainability stems from the randomness induced by deep random ansätze initialised with random parameters. This causes an exponential flattening of the loss landscape and its gradients due to concentration of measure.
2. Cost function-induced BP [57]: the use of a global observable, that is, an observable acting nontrivially on all qubits in the circuit, in the cost function (2.39), is also linked to vanishing gradients. Intuitively, this can be understood as a consequence of measuring quantities in an exponentially big Hilbert space, which effectively results in a wash-out of information.
Most importantly, while expressibility-induced barren plateaus are obtained only for deepenough (or better, random-enough) ansätze, the use of a global observable will likely result in exponentially vanishing gradients irrespectively of the depth of the circuit, and a barren plateau will occur even at shallow depths $L \in \mathcal{O}(1)$, where $L$ is the number of layers in the

[^9]ansatz (2.40).
On the contrary, it was shown that a layered ansatz leveraging local operations on neighbouring qubits, when used with a local cost function, that is a loss defined in terms of expectation values of observables acting non-trivially only on a small subset -one or two- of qubits, can be trainable at least for shallow depths $L \in \mathcal{O}(\log n)$, where $n$ is the number of qubits.
For completeness, in Appendix A. 1 we report the toy model proposed in ref. [57] to show the occurrence of barren plateaus even for depth-one circuits when a global cost is used, and how the issue can be mitigated by leveraging an equivalent local version of the cost.
3. Entanglement-induced BP [221]: it was also shown the creation of large entanglement inside a circuit can be detrimental to variational algorithms. As for the expressibility-induced case, also entanglement-induced BP arise as a consequence of the behaviour of random quantum states and matrices. Essentially, whenever the ansatz is expressible enough to create highly-entangled states, then any reduced density operator on $m$ qubits will be very close to the maximally mixed state
\[

$$
\begin{equation*}
\rho=\operatorname{Tr}_{n-m}\left[\left|\psi_{\boldsymbol{\theta}}\right\rangle\left\langle\psi_{\boldsymbol{\theta}}\right|\right] \approx \frac{\mathbb{I}}{2^{m}}, \quad\left|\psi_{\boldsymbol{\theta}}\right\rangle=U(\boldsymbol{\theta})|\mathbf{0}\rangle\langle\mathbf{0}| U(\boldsymbol{\theta})^{\dagger} \text { highly entangled, } \tag{2.61}
\end{equation*}
$$

\]

and thus little information can be retrieved from measurements of observables on reduced systems. This source of barren plateaus motivates the study performed in Chapter 7, where the production of entanglement in common variational quantum circuits is studied. In particular, we anticipate that entanglement-induced BP and expressibility-induced BP both stem from the resemblance of the parameterised quantum circuit to random unitary matrices, and these two sources are indeed one and the same [258], as extensively discussed in Chapter 7.
4. Noise-induced BP [312]: noise that occurs in the quantum circuit can be on its own the cause of the emergence of flat loss landscapes and barren plateaus. Indeed, it was shown that local Pauli errors happening throughout the circuit perturb the quantum state by moving it close to the fixed point of the noise map ${ }^{13}$, that is the maximally mixed state. By this mechanism, parameterised circuits whose depth scales linearly with the number of qubits $L \in \mathcal{O}(n)$ will again suffer from barren plateaus.
It is interesting to notice that this class of barren plateaus is conceptually different from all the cases treated previously, since the former are generally probabilistic statements regarding the expectation value of the gradients and their variance, which is exponentially suppressed, when random initialisation of the parameters are considered. The latter instead is not a probabilistic statement on the variance of the gradient, but rather is the gradient itself that is vanishing, due to the loss landscape becoming essentially flat everywhere in parameter space. On the contrary, in the previous cases the loss landscape is flat almost everywhere, in fact there are exceptional optimal points (called in the literature narrow gorges) where the loss is very steep and optimisation is possible [11, 57].
In the following, we show how to derive Equations (2.60) for the case of expressibility-induced barren plateaus, as they are the most studied and common source of trainability issues in variational algorithms, and are also the most amenable to a concise exposition. The analysis of the problem requires knowledge of random unitary matrices, which we briefly introduce below. Then, after showing how to use these results to prove the emergence of barren plateaus, we discuss how this issue is related to the concept of expressibility of quantum circuits, which is a measure of how well a parameterised ansatz addresses the full unitary space.

[^10]
### 2.2.4. Haar measure and random unitary matrices

Expressibility-induced barren plateaus arise whenever a parameterised quantum circuit resembles a random unitary matrix when random parameters are assigned to the circuit. Equations (2.60) are then derived by characterising the statistics of random unitaries, and studying what happens when they are used inside a variational optimisation routine. In order to evaluate average values, namely integrals, of functions of random unitary matrices, one requires a probability measure that weights the elements of the unitary group and that is used inside the integrals. The most natural distribution one can think of is the uniform distribution, and the Haar measure is the mathematical tool that formally defines a uniform probability measure on compact groups [204].

Let $\mathcal{U}(d)$ be the group of $d \times d$ unitary matrices, the Haar measure $d \mu(U)$ on the group $\mathcal{U}(d)$ is the unique translationally invariant measure, i.e. for any integrable function $f(\cdot)$ and unitary matrix $V \in \mathcal{U}(d)$ it holds

$$
\begin{equation*}
\int d \mu(U) f(V U)=\int d \mu(U) f(U V)=\int d \mu(U) f(U), \quad \forall V \in \mathcal{U}(n) . \tag{2.62}
\end{equation*}
$$

The property of translational invariance, which is also referred to as right- and left-invariance, encodes the fact that the Haar measure represents the uniform measure of the group. Thus, we say that a unitary matrix is Haar distributed to indicate a unitary matrix that is sampled uniformly from the space of unitary matrices. In addition, the volume element is normalised, namely

$$
\begin{equation*}
\int d \mu(U)=1 . \tag{2.63}
\end{equation*}
$$

We will use the following simplified notation to indicate expectation values and integration over Haar-distributed random unitary matrices

$$
\begin{equation*}
\mathbb{E}_{U}[f(U)]:=\int d \mu(U) f(U) \tag{2.64}
\end{equation*}
$$

Explicit formulas exist for evaluating integrals over random unitary matrices [104, 238], and here we recall two useful identities regarding the expectation values for low degree polynomials of random unitary matrices [57, 137, 141, 202]

$$
\begin{align*}
\mathbb{E}_{U}\left[U A U^{\dagger}\right]= & \int d \mu(U) U A U^{\dagger}=\frac{\operatorname{Tr}[A] \mathbb{I}}{d}  \tag{2.65}\\
\mathbb{E}_{U}\left[A U B U^{\dagger} C U D U^{\dagger}\right]= & \int d \mu(U) A U B U^{\dagger} C U D U^{\dagger} \\
= & \frac{\operatorname{Tr}[B D] \operatorname{Tr}[C] A+\operatorname{Tr}[B] \operatorname{Tr}[D] A C}{d^{2}-1}  \tag{2.66}\\
& -\frac{\operatorname{Tr}[B D] A C+\operatorname{Tr}[B] \operatorname{Tr}[C] \operatorname{Tr}[D] A}{d\left(d^{2}-1\right)} \\
\mathbb{E}_{U}\left[\operatorname{Tr}\left[U A U^{\dagger} B\right] \operatorname{Tr}\left[U C U^{\dagger} D\right]\right]= & \int d \mu(U) \operatorname{Tr}\left[U A U^{\dagger} B\right] \operatorname{Tr}\left[U C U^{\dagger} D\right] \\
= & \frac{\operatorname{Tr}[A] \operatorname{Tr}[B] \operatorname{Tr}[C] \operatorname{Tr}[D]+\operatorname{Tr}[A C] \operatorname{Tr}[B D]}{d^{2}-1}  \tag{2.67}\\
& -\frac{\operatorname{Tr}[A C] \operatorname{Tr}[B] \operatorname{Tr}[D]+\operatorname{Tr}[A] \operatorname{Tr}[C] \operatorname{Tr}[B D]}{d\left(d^{2}-1\right)}
\end{align*}
$$

Here $A, B, C$ and $D$ are unitary matrices in $\mathcal{U}(d)$, where $d=2^{n}$ for matrices acting on a system of $n$ qubits.

Strictly related to uniform random matrices, is the concept of unitary designs, which are ensembles of unitaries that replicate properties of the Haar distribution up to a given moment.

Formally, let $\mathbb{U}=\left\{U_{1}, \ldots, U_{K}\right\}$ be an ensemble of unitary matrices $U_{i} \in \mathcal{U}(d)$, and $P_{t, t}\left(U_{i}\right)$ a polynomial of degree at most $t$ in the entries of $U_{i}$, and degree at most $t$ in the entries of $U_{i}^{\dagger}$. Then, the ensemble $\mathbb{U}$ is said to be a unitary $t$-design if [80]

$$
\begin{equation*}
\mathbb{E}_{\mathbb{U}}\left[P_{t, t}(U)\right]:=\frac{1}{K} \sum_{i=1}^{K} P_{t, t}\left(U_{i}\right)=\int d \mu(U) P_{t, t}(U), \tag{2.68}
\end{equation*}
$$

that is, averaging over the discrete set $\mathbb{U}=\left\{U_{1}, \ldots, U_{K}\right\}$ is equivalent to averaging over the full unitary group with respect to the Haar measure. Intuitively, unitary designs are sets of operators that are random enough to match moments of the Haar distribution up to a given degree.

In particular, looking back at Eqs. (2.65) and (2.66), one can obtain the same expectation values by averaging over a unitary 2 -design instead of considering the full unitary group. This is by definition of unitary 2-design, and noticing that both $U A U$ and $A U B U^{\dagger} C U D U^{\dagger}$ are polynomials $P_{2,2}(U)$ of degree of most $t=2$ in the entries of $U$ and $U^{\dagger}$.

Examples of unitary designs are the Pauli group, defined as the set of all possible tensor products of Pauli matrices, which is a unitary 1-design, and the Clifford group, defined as the set of operators that normalises the Pauli group, that can be shown to be a unitary 3-design (hence also a 1- and 2-design) [316]. The Pauli group $P_{n}$ on $n$ qubits is defined as all possible combinations of Pauli matrices with coefficients $\pm 1$ and $\pm i$

$$
\begin{equation*}
P_{n}:=\{ \pm 1, \pm i\} \times\left\{\sigma_{1} \otimes \sigma_{2} \otimes \ldots \otimes \sigma_{n} \mid \sigma_{i} \in\{\mathbb{I}, X, Y, Z\}\right\} \tag{2.69}
\end{equation*}
$$

while the Clifford group $\mathcal{C}_{n}$ consists of set of unitary operators that maps the Pauli group to the Pauli group under conjugation (and up to a phase), namely

$$
\begin{equation*}
\mathcal{C}_{n}:=\left\{U \in \mathcal{U}\left(2^{n}\right) \mid \forall \sigma \in P_{n} \Longrightarrow U \sigma U^{\dagger} \in P_{n}\right\} / \mathcal{U}(1) . \tag{2.70}
\end{equation*}
$$

### 2.2.4.2 Barren plateaus in the optimisation of PQCs

The theory of random unitary matrices, and specifically unitary 2-designs, is at the core of the barren plateau phenomenon, as it will be now clear.

Let $U(\boldsymbol{\theta}) \in \mathcal{U}\left(2^{n}\right)$ a parameterised quantum circuit with variational parameters $\boldsymbol{\theta} \in \mathbb{R}^{P}$ acting on a system of $n$ qubits, and $C(\boldsymbol{\theta})=\operatorname{Tr}\left[O U(\boldsymbol{\theta}) \rho U(\boldsymbol{\theta})^{\dagger}\right]$ a loss function to be minimised. As done previously for deriving the parameter-shit rule (2.49), given a parameter $\theta_{k} \in \boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{P}\right)$, consider a bipartition of the circuit happening at the position of the parameterised gate depending on the parameter $\theta_{i}$

$$
\begin{equation*}
U(\boldsymbol{\theta})=U_{A} V_{k}\left(\theta_{k}\right) U_{B}, \tag{2.71}
\end{equation*}
$$

where $V_{k}\left(\theta_{k}\right)=e^{-i \theta_{k} P_{k} / 2}$ is again a parameterised Pauli rotation, and for simplicity of notation we suppressed the dependence of $U_{R}$ and $U_{L}$, on the remaining variational parameters $U_{R, L}=$ $U_{R, L}\left(\theta_{1}, \ldots, \theta_{k-1}, \theta_{k+1}, \ldots, \theta_{P}\right)$. The derivative of the unitary $U(\boldsymbol{\theta})$ with respect to $\theta_{k}$ then amounts to

$$
\begin{equation*}
\partial_{k} U(\boldsymbol{\theta})=U_{A} \partial_{k}\left(e^{-i \theta_{k} P_{k} / 2}\right) U_{B}=-\frac{i}{2} U_{A} P_{k} U_{B}, \tag{2.72}
\end{equation*}
$$

and similarly for $U(\boldsymbol{\theta})^{\dagger}, \partial_{k} U(\boldsymbol{\theta})=i U_{L}^{\dagger} P_{k} U_{R}^{\dagger} / 2$. Then, the derivative of the cost with respect to parameter $\theta_{k}$ can be written as

$$
\begin{align*}
\partial_{k} C(\boldsymbol{\theta}) & =\operatorname{Tr}\left[O\left(\partial_{k} U(\boldsymbol{\theta})\right) \rho U(\boldsymbol{\theta})^{\dagger}\right]+\operatorname{Tr}\left[O U(\boldsymbol{\theta}) \rho\left(\partial_{k} U(\boldsymbol{\theta})^{\dagger}\right)\right]  \tag{2.73}\\
& =-\frac{i}{2} \operatorname{Tr}\left[O U_{A} P_{k} U_{B} \rho U_{B}^{\dagger} U_{A}^{\dagger}\right]+\frac{i}{2} \operatorname{Tr}\left[O U_{A} U_{B} \rho U_{B}^{\dagger} P_{k} U_{A}^{\dagger}\right]  \tag{2.74}\\
& =-\frac{i}{2} \operatorname{Tr}\left[U_{A}^{\dagger} O U_{A}\left[P_{k}, U_{B} \rho U_{B}^{\dagger}\right]\right]=-\frac{i}{2} \operatorname{Tr}\left[O_{A}\left[P_{k}, \rho_{B}\right]\right], \tag{2.75}
\end{align*}
$$

where again we have defined the evolved observable and state $O_{A}=U_{A}^{\dagger} O U_{A}$ and $\rho_{B}=U_{B} \rho U_{B}^{\dagger}$, respectively. Note that this is an alternative expression for the derivative of the cost function, as opposed to the one derived above when discussing the parameterised-shift role. One can check that all the calculations that follow can be applied identically if using the expression (2.55).

Suppose now that one of the parameterised circuits, either $U_{A}$ or $U_{B}$, is complex enough so that the unitaries generated by assigning random parameters to the circuit closely resemble random unitary matrices. More formally, given a set of parameter vectors $\left\{\boldsymbol{\theta}_{1}, \boldsymbol{\theta}_{2}, \ldots, \boldsymbol{\theta}_{K}\right\}$, suppose that corresponding set of unitaries $\mathbb{U}_{A, B}=\left\{U_{A, B}\left(\boldsymbol{\theta}_{1}\right), \ldots, U_{A, B}\left(\boldsymbol{\theta}_{K}\right)\right\}=\left\{U_{A, B}^{(1)}, \ldots, U_{A, B}^{(K)}\right\}$ form a 1 -design, as defined in (2.68). Then, the expected value of the derivative $\partial_{k} C(\boldsymbol{\theta})$ over a random assignment of the parameter vector can be evaluated as follows

$$
\begin{align*}
\mathbb{E}_{\mathbb{U}_{A}}\left[\partial_{k} C(\boldsymbol{\theta})\right] & =-\frac{i}{2} \mathbb{E}_{\mathbb{U}_{A}}\left[\operatorname{Tr}\left[O_{A}\left[P_{k}, \rho_{B}\right]\right]\right]=-\frac{i}{2} \operatorname{Tr}\left[\mathbb{E}_{\mathbb{U}_{A}}\left[U_{A}^{\dagger} O U_{A}\right]\left[P_{k}, \rho_{B}\right]\right]  \tag{2.76}\\
& =-\frac{i}{2} \operatorname{Tr}\left[\frac{\mathbb{1} \operatorname{Tr}[O]}{2^{n}}\left[P_{k}, \rho_{B}\right]\right]=-\frac{i \operatorname{Tr}[O]}{2^{n+1}} \operatorname{Tr}\left[P_{k} \rho_{B}-\rho_{B} P_{k}\right]=0, \tag{2.77}
\end{align*}
$$

where in the first line we exchanged the trace and the expectation value since they are both linear operations, and in the second line we first made use of the formula for first moments randomly distributed unitary matrices (2.65), and then used the fact that the trace of a commutator is zero, due to cyclicity of the trace. The same result is obtained if $U_{B}$ is a 1-design instead, in fact

$$
\begin{equation*}
\mathbb{E}_{\mathbb{U}_{B}}\left[\partial_{k} C(\boldsymbol{\theta})\right]=-\frac{i}{2} \operatorname{Tr}\left[O_{A}\left[P_{k}, \mathbb{E}_{\mathbb{U}_{B}}\left[U_{B} \rho U_{B}^{\dagger}\right]\right]\right]=-\frac{i}{2} \operatorname{Tr}\left[O_{A}\left[P_{k}, \frac{\mathbb{I} \operatorname{Tr}[\rho]}{2^{n}}\right]\right]=0 \tag{2.78}
\end{equation*}
$$

where the last equality follows from the vanishing commutator $\left[P_{k}, \mathbb{I}\right]=0$. Thus, one can summarise Eqs. (2.76) and (2.78) as follows.

Theorem 2.1 - Zero average gradient for random PQCs. Let $U(\boldsymbol{\theta})$ represent a parameterised quantum circuit with variational parameters $\boldsymbol{\theta} \in \mathbb{R}^{M}$ acting on a system of $n$ qubits, and let $C(\boldsymbol{\theta})=\operatorname{Tr}\left[O U(\boldsymbol{\theta}) \rho U(\boldsymbol{\theta})^{\dagger}\right]$ be a cost function depending on the variational parameters via gates of the form $V_{k}\left(\theta_{k}\right)=e^{-i \theta_{k} P_{k} / 2}$. For any parameter $\theta_{k}, k=1, \ldots, M$, consider the bipartition of the circuit $U(\boldsymbol{\theta})=U_{A}(\boldsymbol{\theta}) V_{k}\left(\theta_{k}\right) U_{B}(\boldsymbol{\theta})$, and let $\mathbb{U}_{A, B}=\left\{U_{A, B}\left(\boldsymbol{\theta}_{1}\right), \ldots, U_{A, B}\left(\boldsymbol{\theta}_{K}\right)\right\}$ denote the set of unitaries generated when some randomly generated parameters $\left\{\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{K}\right\}$ are assigned to the circuit sections $U_{A, B}$. Then, if at least one of $\mathbb{U}_{A}$ or $\mathbb{U}_{B}$ forms a 1-design, the expected value of any partial derivative of the cost function when random parameters are assigned to the quantum circuit is zero

$$
\begin{equation*}
\mathbb{E}_{\mathbb{U}_{A, B}}\left[\frac{\partial C(\boldsymbol{\theta})}{\partial \theta_{k}}\right]=0 \quad \forall k, \quad \text { if either } \mathbb{U}_{A}, \text { or } \mathbb{U}_{B} \text {, or both, are at least a 1-design. } \tag{2.79}
\end{equation*}
$$

Note that no particular assumptions are made on the actual probability distribution used to sample the parameters $\theta_{k}$, the only requirement is that the corresponding set of unitaries $\mathbb{U}_{A, B}$ form 1 -designs. In practical scenarios, it is common practice to initialise parameterised quantum circuits with random parameters uniformly distributed in $\theta_{k} \sim \operatorname{Unif}[0,2 \pi]$. In this case, one can also use the trigonometric nature of the cost function shown before (2.55) to show that derivatives are indeed biased towards zero

$$
\begin{align*}
\mathbb{E}_{\theta_{k} \sim \mathrm{Unif}[0,2 \pi]}\left[\partial_{k} C(\boldsymbol{\theta})\right]= & =\int_{0}^{2 \pi} d \theta_{k} \partial_{k}\left(C_{0}+C_{1} \cos \theta_{k}+C_{2} \sin \theta_{k}\right)  \tag{2.80}\\
& =\int_{0}^{2 \pi}\left(-C_{1} \sin \theta_{k}+C_{2} \cos \theta_{k}\right)=0 . \tag{2.81}
\end{align*}
$$

So far, we have reproduced the first result of the barren plateau phenomenon described in (2.60), and now we move on to estimating the variance of the cost function derivatives when random
parameters are assigned to the circuit. Since the variance is a function of second degree with respect to the circuit, the calculations are more involved, as they entail computing expectation values over 2 -designs. We are now interested in studying the following quantity

$$
\begin{align*}
\operatorname{Var}\left[\partial_{k} C(\boldsymbol{\theta})\right] & :=\mathbb{E}\left[\left(\partial_{k} C(\boldsymbol{\theta})\right)^{2}\right]-\mathbb{E}\left[\partial_{k} C(\boldsymbol{\theta})\right]^{2}=\mathbb{E}\left[\left(\partial_{k} C(\boldsymbol{\theta})\right)^{2}\right]  \tag{2.82}\\
& =-\frac{1}{4} \mathbb{E}\left[\operatorname{Tr}\left[U_{A}^{\dagger} O U_{A}\left[P_{k}, U_{B} \rho U_{B}^{\dagger}\right]\right]^{2}\right] \tag{2.83}
\end{align*}
$$

which can be computed using Eq. (2.66) and (2.67) for second degree polynomials of random unitary matrices, assuming that the ensembles $\mathbb{U}_{A, B}$ are now random enough to be also 2-designs. We report the full calculation in Appendix A.2, and hereby state only the final result.

Theorem 2.2 - Vanishing gradients for random PQCs. In the same conditions of Th. 2.1, but assuming that the ensembles of unitaries $\mathbb{U}_{A, B}$ are now random enough to be also 2-designs, then the following holds:

If $\mathbb{U}_{A}$ is at least a 2-design, then $\forall k$ :

$$
\begin{equation*}
\operatorname{Var}_{\mathbb{U}_{A}}\left[\partial_{k} C(\boldsymbol{\theta})\right]=-\frac{1}{4} \frac{1}{2^{2 n}-1}\left(\operatorname{Tr}\left[O^{2}\right]-\frac{\operatorname{Tr}[O]^{2}}{2^{n}}\right) \operatorname{Tr}\left[\left[P_{k}, U_{B} \rho U_{B}^{\dagger}\right]^{2}\right] \tag{2.84}
\end{equation*}
$$

If $\mathbb{U}_{B}$ is at least a 2-design, then $\forall k$ :

$$
\begin{equation*}
\operatorname{Var}_{\mathbb{U}_{B}}\left[\partial_{k} C(\boldsymbol{\theta})\right]=-\frac{1}{4} \frac{1}{2^{2 n}-1}\left(\operatorname{Tr}\left[\rho^{2}\right]-\frac{1}{2^{n}}\right) \operatorname{Tr}\left[\left[U_{A}^{\dagger} O U_{A}, P_{k}\right]^{2}\right] \tag{2.85}
\end{equation*}
$$

If $\mathbb{U}_{A, B}$ are both at least 2-designs, then $\forall k$ :

$$
\begin{align*}
\operatorname{Var}_{\mathbb{U}_{A, B}}\left[\partial_{k} C(\boldsymbol{\theta})\right]=-\frac{1}{4} & \frac{2}{2^{2 n}-1}\left(\operatorname{Tr}\left[\rho^{2}\right]-\frac{1}{2^{n}}\right)\left(\frac{\operatorname{Tr}\left[O^{2}\right] \operatorname{Tr}\left[P_{k}\right]^{2}+\operatorname{Tr}[O]^{2} \operatorname{Tr}\left[P_{k}^{2}\right]}{2^{2 n}-1}\right. \\
& \left.-\frac{\operatorname{Tr}\left[O^{2}\right] \operatorname{Tr}\left[P_{k}^{2}\right]+\operatorname{Tr}[O]^{2} \operatorname{Tr}\left[P_{k}\right]^{2}}{2^{n}\left(2^{2 n}-1\right)}-\frac{\operatorname{Tr}\left[O^{2}\right] \operatorname{Tr}\left[P_{k}^{2}\right]}{2^{n}}\right) \tag{2.86}
\end{align*}
$$

In practical instances when for example the parameterised gates are generated by Pauli rotations $P_{k}$, the measured observable $O$ is a Pauli string, and the input state is a pure state $\rho=|0\rangle\langle 0|$, then the variance vanish exponentially with the number of qubits

$$
\begin{equation*}
\operatorname{Var}\left[\partial_{k} C(\boldsymbol{\theta})\right] \in \mathcal{O}\left(2^{-n}\right) . \tag{2.87}
\end{equation*}
$$

As shown in the Appendix, despite the minus sign in the expressions above, one can check that the variances are correctly positive values.

By combining the results of Theorem 2.1 and Theorem 2.2 together with Chebyshev's inequality, one eventually arrives at

$$
\begin{equation*}
\operatorname{Pr}\left(\left|\partial_{k} C(\boldsymbol{\theta})\right|>\delta\right) \leq \frac{\operatorname{Var}\left[\partial_{k} C(\boldsymbol{\theta})\right]}{\delta} \in \mathcal{O}\left(2^{-n}\right) \tag{2.88}
\end{equation*}
$$

which states that the probability of having a non-negligible gradient in a random parameterised quantum circuit vanishes exponentially with the number of qubits. Thus, as it is not possible to determine any interesting minimising direction, it is not possible to train variational circuits efficiently in the large qubit regime $n \gg 1$, where one expects to find a quantum advantage of sort.

### 2.2.4.3 Discussion and mitigation of barren plateaus

The emergence of randomness-induced barren plateaus is tightly connected to the concentration on measure phenomenon in high-dimensional spaces, and indeed it was clearly shown that vanishing
gradients (i.e. barren plateaus) are the flip side of the exponential concentration of the cost function around the mean [13], which makes the loss landscape flat almost everywhere, except for so-called narrow gorges corresponding to the minimum of the function. If, by chance, one initialises the parameters of the quantum circuit inside or close to a narrow gorge, then optimisation is possible. Moreover, note that while barren plateaus are usually defined in terms of vanishing derivatives, gradient-free optimisation methods are not a solution to the problem [12].

Several mitigation strategies have been proposed to alleviate trainability issues related to barren plateaus, for example initialising the parameters in the quantum circuit such that the circuits initially acts as an identity [115], correlating parameters inside the quantum circuit [309], using heuristics to initialise parameters already close to an optimal solution [331], leveraging classical algorithms based on tensor-network pre-training [257] or recurrent neural networks [305] to propose good values for the parameters, optimise the parameters procedurally in a layer-wise fashion [283], opting for local-instead of global- cost functions [57], and eventually restricting the expressibility of the circuit ansatz by carefully choosing problem-inspired ansätze [173, 208, 284].

While all these strategies may seem unrelated to each other, most of them work by imposing some type of constraint on the parameterised quantum circuit, so that it is far from being a general random circuit and resembling a unitary design. Indeed, while trainability issues may arise as a consequence of many different factors (see Fig. 2.4), all of these sources can be tamed by appropriately controlling the expressibility of the circuit, which comes at the cost of either using very specific problem-inspired ansätze, or strongly limiting the depth of the quantum circuit to include only logarithmically many operations $L \in \mathcal{O}(\log n)$ [57, 66, 231]. The use of shallow circuits does not only avoid randomness-induced barren plateaus, but also noise-induced ones, as errors cannot accumulate and grow to the extent of causing a flattening of the loss landscape.

### 2.2.5 Expressibility of PQCs

Up until now we frequently used the term expressibility of parameterised quantum circuits to intuitively convey a measure of their ability to represent a general (random) unitary matrix. This statement can be made formal by defining the expressibility with the superoperator [137, 281]

$$
\begin{equation*}
A_{\mathbb{U}}^{(t)}(\cdot):=\int_{\text {Haar }} d \mu(V) V^{\otimes t}(\cdot)\left(V^{\dagger}\right)^{\otimes t}-\int_{\mathbb{U}} d U U^{\otimes t}(\cdot)\left(U^{\dagger}\right)^{\otimes t} \tag{2.89}
\end{equation*}
$$

where the first integral is evaluated over the Haar distribution on the unitary group $\mathcal{U}(d)$, and the second one is over the uniform distribution on the ensemble of unitaries $\mathbb{U}$ to be characterised. Small values of $A_{\mathbb{U}}^{(t)}(\cdot)$ means high expressivity. Indeed, if the ensemble $\mathbb{U}$ is a $t$-design, then $A_{\mathbb{U}}^{(t)}(X)=0$ will be zero for all operators $X$. The expressibility then measures the "power" of an ensemble of unitaries $\mathbb{U}$ in terms of its generality, that is measuring how faithful it is at reproducing the same statistical moments of the Haar distribution.

With this definition, it is possible to derive a formal connection between the expressibility and the barren plateau phenomenon described previously. In fact, authors in [137] provided a generalisation of the randomness-induced barren plateau phenomenon, by extending its validity to circuits forming approximate rather than exact 2-designs. In particular, it was shown that the variance of gradients of an arbitrary ansatz can be upper bounded by

$$
\begin{align*}
& \operatorname{Var}\left[\partial_{k} C(\boldsymbol{\theta})\right] \leq \operatorname{Var}_{2-\operatorname{des}}\left[\partial_{k} C(\boldsymbol{\theta})\right]+f\left(\varepsilon_{\mathbb{U}}^{O}, \varepsilon_{\mathbb{U}}^{\rho}\right) \\
& \varepsilon_{\mathbb{U}}^{O}:=\left\|A_{\mathbb{U}}^{(2)}\left(O^{\otimes 2}\right)\right\|_{2}, \quad \varepsilon_{\mathbb{U}}^{\rho}:=\left\|A_{\mathbb{U}}^{(2)}\left(\rho^{\otimes 2}\right)\right\|_{2} \tag{2.90}
\end{align*}
$$

where the first term on the right is the variance obtained if the circuit - or better, parts of it as shown in Th. 2.2 - was an exact 2-design, and the second term is a function that depends on the expressibility of the circuit, specifically through some observable $(O)$ and state ( $\rho$ ) dependent quantities. The notation $\|\cdot\|_{2}$ denotes the Frobenius norm for operators, defined as $\|A\|_{2}:=$
$\sqrt{\operatorname{Tr}\left[A^{\dagger} A\right]}$. We refer to [137] for the complete statement of the result, including the explicit form of the function $f(\cdot, \cdot)$.

For our discussion, it is sufficient to note that if the circuit is an exact 2-design, then the expressibility term $f\left(\varepsilon_{\mathbb{U}}^{O}, \varepsilon_{\mathbb{U}}^{\rho}\right)$ vanishes and the inequality becomes an equality, thus obtaining again the exponentially vanishing gradients of Theorem 2.2. On the contrary, if the circuit is not very expressible and $f\left(\varepsilon_{\mathbb{U}}^{O}, \varepsilon_{\mathbb{U}}^{\rho}\right) \notin \mathcal{O}\left(2^{-n}\right)$, then the upper bound allows for non-vanishing gradients. Thus, in conclusion, this result implies that while highly expressive ansätze have vanishing gradients and hence are harder to train, imperfectly expressive guarantee a viable solution to restore trainability. This is in line with recent proposals in the literature, already briefly mentioned in Sec. 2.2.2, that advocate for the use of problem-inspired constrained ansätze for variational quantum algorithms.

Finally, we note that while the definitions in Eq. 2.90 turn out useful for theoretical analysis, an alternative formulation in terms of so-called frame potentials can be used for numerical evaluations of the expressibility, as discussed in Chapter 7.

### 2.3 Conclusions

In this chapter, we gave an overview of the state of the art of quantum computing, specifically focused on the class of quantum algorithms that can be run on near-term devices.

We started by recalling the basic building blocks of quantum computation - qubits, gates, and measurement - and then proceeded by describing the current situation on the practical realisation of quantum computing machines. As opposed to ideal universal fault-tolerant quantum computers, current quantum devices are referred to as Noisy Intermediate-Scale Quantum (NISQ) computers, to remark that they are imperfect devices which are not error-corrected and are of limited size.

Meanwhile future experimental and theoretical advancements pave the way toward the construction of large-scale noise-resilient quantum computers, near-term devices give the opportunity to experiment with quantum information processing, and also invite researchers to explore a new paradigm for computation based on hybrid quantum-classical algorithms, namely Variational Quantum Algorithms (VQAs).

In the next chapter, we will introduce a sub-field of variational quantum algorithms called Quantum Machine Learning (QML), which has gained significant attention over the past years, and presents itself as one of the most interesting application for near-term devices.

## 3. Quantum Machine Learning

'Isn't it a shame that with the tremendous amount of work you have done you haven't been able to get any results?' Edison turned on me like a flash, and with a smile replied: 'Results! Why, man, I have gotten a lot of results! I know several thousand things that won't work.'

Thomas Edison, to one of its associate [91]
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### 3.4 Conclusions

In this chapter, we explore the field of Quantum Machine Learning (QML), one of the leading proposals to achieve a meaningful quantum advantage already with current near-term devices based on variational quantum algorithms. We start by giving a broad overview of the field in the Introduction 3.1, and then proceed by introducing the main elements of classical machine learning in Sec. 3.2. These concepts will be used to present quantum versions of learning models in Sec 3.3, which is dedicated to variational Quantum Machine Learning. In-depth analyses and reviews on various aspects of Quantum Computing and Machine Learning can be found in the following references [15, 25, 31, 52, 59, 63, 82, 87, 88, 192, 266].

### 3.1 Introduction

So far, we have discussed how the current generation of noisy quantum computers impelled the use of a new paradigm of computation which uses classical and quantum resources in tandem to perform a computation. At the core of variational quantum algorithms is the optimisation process, which tunes the trainable parameters of a parameterised quantum circuit in order to minimise an appropriately chosen cost function.

Needless to say, this approach of optimising - or training - a parametric model to solve a complicated problem also accurately describes the field of Machine Learning (ML), especially its latest version called Deep Learning (DL) [112, 178]. Indeed, state of the art Deep Learning prescribes the use of massive parametric models with billions of tunable parameters, a recipe which has shown incredible success over the past decade in a variety of tasks, ranging from controlling nuclear fusion reactors [83] to generating human-level original digital art [247].

The strong connection between Variational Quantum Algorithms and Deep Learning made it possible to borrow many of the concepts from the well-established field of classical machine learning and apply them to variational quantum algorithms, so much so that this field is also often referred to with the more captivating name of "Quantum Machine Learning" (QML) [4, 25, 59], even though a border between the two can be drawn, as discussed later. However, it is important to stress that the field of Quantum Machine Learning has been around since earlier than Variational Quantum Algorithms gained momentum over the last few years [88, 120, 182, 267, 268, 325].

Earlier works at the boundaries of machine learning and quantum physics include quantum algorithms with provable speedups devoted to solving linear algebra tasks relevant for some machine learning models [31, 188, 250]. The interest in these approaches however progressively declined over recent years, giving way to the rise of variational quantum algorithms as best representatives of quantum machine learning. This happened for a variety of reasons, including the lack of good-enough experimental hardware to run these linear algebra-based quantum subroutines - for example, based on the HHL procedure for matrix inversion [125]-, subtleties in the assumptions that hinders the applicability of these algorithms in real cases [1], and, arguably the most important, the discovery that many of these algorithms can be dequantised, in that there exists a class of quantum-inspired classical algorithms that has the same runtime complexity [297]. Nonetheless, while dequantisation proved the absence of exponential speedups of some quantum algorithms over their classical counterparts, important polynomial improvements may still be attained in practical scenarios [14, 67, 88].

### 3.1.1 The four-fold way of Quantum Machine Learning

The most general definition of Quantum Machine Learning is that a research field whose aim is to investigate the interplay between (classical) Machine Learning (ML) - and more generally, Artificial Intelligence (AI) - and Quantum Computing, with the hope that a fruitful exchange


Type of Problem
Figure 3.1: Quantum Machine Learning (QML) aims at studying the interplay between (classical) Machine Learning and Quantum Computation. Broadly speaking, the field can be schematically divided into four main areas, "Classical for Classical" (CC), "Classical for Quantum" (CQ), "Quantum for Classical" (QC) and "Quantum for Quantum" (QQ), depending on the type of algorithm used (hence the computing device, being classical or quantum), and the type of problem to be solved. See the main text for detailed explanation on such division. Such schematic representation of QML applications is customary in the literature, and can be found, for instance, in [206, 266].
between these two subjects can lead to mutual computational benefits and improved theoretical understandings.

The field is quite broad and it requires specialised knowledge from various domains of science, including mathematics, computer science, statistics, and of course quantum physics. However, usual investigations regarding Machine Learning and Quantum Computation can be factorised in four main areas, almost unrelated to each other, which are usually represented as shown in Fig. 3.1.

Indeed, depending on the type of problem to be solved, and the type of algorithm, hence the computing device, to solve it, the field of Quantum Machine Learning can be divided in:

1. Classical for Classical (CC) This area actually has actually no quantum part to it, and indicates those purely classical cases when a classical machine learning algorithm is used to solve a classical problem, that is task defined on objects and/or datasets which does not come from a quantum process. Examples are using Deep Neural Networks to classify images [113] or mastering board games [279];
2. Classical for Quantum (CQ) This area indicates those studies which aim to use classical machine learning procedures to deal with problems in the quantum physics domain [52, 55, 82]. Examples are using neural networks to represent quantum states [51], or using reinforcement learning techniques to compile quantum circuits for a quantum hardware [215];
3. Quantum for Classical (QC) This area instead refers to using quantum resources or algorithms, for example variational quantum algorithms, to analyse or process classical information, that is data that come from a classical source [25,293]. Examples are the use of quantum subroutines to speed up linear algebra tasks in classical machine learning algorithms [160, 188], the use of parameterised quantum circuits to implement reinforcement learning agents for classical problems [151, 282, 285], or lastly the use of quantum computers to solve
optimisation problems in finance [94, 136];
4. Quantum for Quantum (QQ) This last area is arguably the most compelling yet unexplored application of Quantum Machine Learning, regarding the use of quantum processors to learn or study properties of quantum systems. Indeed, while it is reasonable to assume that quantum computing devices should be particularly suited to learning properties of quantum systems, at the moment this area is the most challenging to investigate, not only for the unavailability of reliable quantum computers to run the algorithms, but especially for the lack of so-called quantum data, on which the algorithms should be applied [59]. Whilst a clear definition of quantum data is yet to be found, one generally refers to either: in a weaker sense, to classical information extracted from a quantum system, for example via a measurement process; or, in a stronger sense, to sets of quantum states or objects stored on a quantum memory or device, and that can be accessed or generated on demand. Examples of this area are the use of convolutional quantum neural networks to identify phase transitions or devise error correction schemes [66], and the use of variational algorithms to learn quantum circuits to prepare mixed states [99].
Thus, as clear from the - somewhat arbitrary - division above, the subdomains of Quantum Machine Learning can be very broad and diverse, both in terms of topics and goals. In fact, as described in the review [325], while some investigations are more applied and specifically devoted to quantum-enhanced version of machine learning, others aim at a more theoretical exchange of ideas between machine learning and quantum physics, for example via quantum-inspired algorithms for classical machine learning [291, 297], or devising quantum-generalised versions of machine learning models and tasks. Examples of this last case are generalisations of neural networks to the quantum domain [21, 163, 195, 267], or the use of formalism of quantum mechanics to describe natural language processing (NLP) tasks [65, 320]. Needless to say, the diversity of QML is also a consequence of the great diversity and very rapid development of classical Machine Learning and Artificial Intelligence.

In this work, we are mainly interested in the use of quantum resources, specifically variational quantum algorithms, to analyse classical or quantum data, thus corresponding to the " QC " and "QQ" cases described above and in Fig. 3.1. Despite the variety of approaches, the current leading proposal for quantum machine learning is based on variational quantum algorithms, which, thanks to the use of limited quantum circuits in tandem with classical computers, can be run on near-term quantum devices.

In the following section, we introduce some basic concepts and definitions of (classical) machine learning, which will then be used later to introduce their quantum variants or generalisations.

### 3.2 Classical Machine Learning

Machine Learning (ML) is a subdomain of the broad field of Artificial Intelligence (AI), and it is a research field which investigates how to devise algorithms capable of discovering hidden patterns in data automatically, providing no -or very little- expert knowledge about the data to be analysed. The "discovery" process is called learning or training, and usually consists of some form of optimisation procedure where a penalty (reward) function, called loss function, depending on the data and on the task to be solved, is minimised (maximised).

Machine learning is usually divided into three main paradigms, supervised, unsupervised and reinforcement learning, depending on how the algorithm interacts with the data to be analysed, and the corresponding task to be solved. These can be summarised as follows:

1. Supervised learning: the algorithm is asked to reproduce the mapping between a set of inputs and desired outputs, and then extrapolate the acquired knowledge also on other data that was not used during training. In this case, the dataset provided to the algorithms consists of a pair of numbers, the input to be processed, and the correct result that the machine should output. The name supervised conveys the fact that, while training, the algorithm has
a target output, chosen by a human, that it has to reproduce. Regression over a series of two-dimensional points is an example of this type of learning.
This is arguably the most common and pedagogical use case of machine learning, even though in recent years it has been overshadowed by other approaches, due to the difficulty of meeting the criteria of having very large sets of annotated datasets, that are data accompanied with the corresponding correct label. Indeed, with the advent of the big data era, the acquisition of input data is often automated and efficient, but the annotation of the dataset usually requires human intervention, which may cause a bottleneck.
2. Unsupervised learning: in this case the algorithm has only access to a set of inputs, with no additional information about desired outputs. The goal, in this case, is to find patterns in the inputs, and extract relevant information and understanding about the whole dataset fed to the machine. The term unsupervised refers to the fact that the algorithm requires no human supervision to function.
Traditional examples of unsupervised learning are clustering algorithms, which divide input data into groups sharing similar features, or Principal Component Analysis (PCA), used to compress a large-dimensional dataset into a lower-dimensional representation, depending on the direction of the highest variance of the inputs. These procedures are often used as a preprocessing step to simplify the dataset before this is used as input to other (machine learning) algorithms.
State of the art research however points out how this paradigm of learning, when accompanied by very large parametric models and computational power, can reach amazing performances. An obvious example is Large Language Models (LLMs), which are advanced deep learning algorithms that are capable of understanding written language [42, 60].
3. Reinforcement learning: in this case the machine has no dataset at all to work with. Rather, this is generated by the algorithm itself while running, specifically through so-called interaction with the environment. Indeed, in the reinforcement learning framework, the algorithm, also referred to as an agent, interacts with an environment by performing actions. The environment then responds to the agent by giving it a reward if the performed action was good, where "good" is appropriately defined by the task to be solved.
Prototypical examples of reinforcement learning are algorithms capable of playing games, such as Chess or Go. In cases like these, there is no single obvious solution, and the algorithm is trained by trial end error, repeatedly playing the game, and rewarding it when it wins until it has learned a good-enough strategy. Again, state of the art research showed that reinforcement learning powered by large deep learning models can achieve super-human performances [279].
While these three paradigms summarise most of the machine learning methods, state of the art research on the field also comprises new approaches, like semi-supervised learning [98], selfsupervised learning [85], continual learning [226] and transfer learning [318].

Before moving on, it is very important to stress that the most important feature of learning models is the so-called generalisation. As the name suggests, generalisation indicates the ability of a model (or a human, for that matter) to use the knowledge acquired over a restricted set of observations on a larger set of data, that was never seen earlier and without losing performances. This is indeed the most striking feature of machine learning models, which are empirically seen to generalise very well, and justify their recent enormous success. Generalisation performances are what ultimately distinguish machine learning (especially supervised learning) from standard fitting techniques.

In the following, we examine the basic definitions and tools of machine learning, particularly in the context of supervised learning, which is not only the most common and easiest way to introduce machine learning concepts, but is also the learning scenario used for the quantum machine learning models discussed in this work.

### 3.2.1 Basics of (supervised) Machine Learning

The goal of machine learning is to discover patterns from a set of limited observations of a given problem, and extrapolate such knowledge to other previously unseen instances of the problem. We now introduce the main components of machine learning borrowing the terminology from statistical learning theory, which is the branch of machine learning devoted to its theoretical understanding and mathematical formulation. A thorough discussion on statistical learning theory is beyond the scope of the present work, and we refer to $[211,274]$ for in-depth treatment of these topics.

### 3.2.1.1 Training dataset

The set of observations the learning algorithm has access to is called training set, and in the supervised learning scenario it consists of a series of pairs of input data, accompanied by a corresponding desired output. In full generality, let $\mathcal{X}$ denote the input space from which inputs are drawn, and $\mathcal{Y}$ the space of the outputs. Let $\mathcal{Z}=\mathcal{X} \times \mathcal{Y}$ be the data space given by pairs of inputs and outputs, then the training set is usually defined as a set of identically independently distributed iid random variables

$$
\begin{equation*}
S:=\left\{z_{i}=\left(\boldsymbol{x}_{i}, y_{i}\right) \mid z_{i} \sim \mathcal{D}\right\}_{i=1}^{m}, \quad S \in \mathcal{Z}^{m}, \tag{3.1}
\end{equation*}
$$

where $\boldsymbol{x}_{i} \in \mathcal{X}$ are inputs, $y_{i} \in \mathcal{Y}$ are outputs, $\mathcal{D}$ is a probability distribution over the data domain $\mathcal{Z}$ from which samples $z_{i} \in \mathcal{Z}$ are sampled, and $m$ is the number of samples in the training dataset.

In the vast majority of cases, inputs are vectors with real entries, $\boldsymbol{x} \in \mathcal{X} \subset \mathbb{R}^{d}$, and outputs are either real numbers $y \in \mathcal{Y} \subset \mathbb{R}$, or integers $y \in \mathcal{Y} \subset \mathbb{N}$. In the former case, the problem is referred to as regression problem, while the latter is an example of a classification problem, since the desired outputs are discrete, are called labels in this context. However, there is no restriction on the nature of the inputs and the outputs, and the data space $\mathcal{Z}=\mathcal{X} \times \mathcal{Y}$ varies depending on the problem to be solved and the learning model used. For the sake of generality, in the following we keep using arbitrary domains for the data.

### 3.2.1.2 Hypothesis class

A learning model $\mathcal{M}$ is defined as a family of functions which maps the input data space $\mathcal{X}$ to the output data space $\mathcal{Y}$, namely

$$
\begin{equation*}
\mathcal{M} \subset\{h: \mathcal{X} \mapsto \mathcal{Y}\} \tag{3.2}
\end{equation*}
$$

This set of functions is called hypothesis class, and represents the set of functions that the chosen model can implement. For example, this represents the set of all possible mappings that a given neural network (see Sec. 3.2.2.2) with a fixed architecture could implement.

More often than not, the hypothesis class consists of a parametric model whose tunable parameters can be tuned to change the type of function implemented by the model. For simplicity, suppose the tunable parameters are real numbers $\boldsymbol{w} \in \mathbb{R}^{p}$, then the hypothesis class can be rewritten also as

$$
\begin{equation*}
\mathcal{M}:=\left\{h_{\boldsymbol{w}}: \mathcal{X} \mapsto \mathcal{Y} \mid h_{\boldsymbol{w}}=h(\cdot ; \boldsymbol{w}), \boldsymbol{w} \in \mathbb{R}^{p}\right\}, \tag{3.3}
\end{equation*}
$$

where $h_{\boldsymbol{w}}=h(\cdot ; \boldsymbol{w})$ is the specific parameterised function depending on trainable parameters $\boldsymbol{w}$.

### 3.2.1.3 Empirical Risk Minimisation

Given the training set and a hypothesis class, we now need to introduce a measure of the performance of the model. As with variational quantum algorithms, such measure is defined in terms of an
objective function (or loss function, or cost function) which measures how well a model $h \in \mathcal{M}$ is performing over the dataset $S$, and depends heavily on the task to be solved. The introduction of the loss function as a way to measure the fitness of the model effectively renders the training process an optimisation procedure.

Let $\ell: \mathcal{Y} \times \mathcal{Y} \mapsto \mathbb{R}$ be a loss function, the performances of a model $h$ in an hypothesis class $\mathcal{M}$ are measured by the empirical risk over the training dataset $S$, defined as

$$
\begin{equation*}
L_{S}(h):=\frac{1}{m} \sum_{i=1}^{m} \ell\left(\hat{y}_{i}, y_{i}\right), \quad \text { with } \quad \hat{y}_{i}=h\left(\boldsymbol{x}_{i}\right), \tag{3.4}
\end{equation*}
$$

where $\hat{y}_{i}(\boldsymbol{w})$ is the prediction of the model when evaluated on input $\boldsymbol{x}_{i}$, and $y_{i}$ is the desired output corresponding to such input, as prescribed by the training set $S$ (3.1). Alternatively, if the hypothesis class is determined by a parametric model as in Eq. (3.3), the equivalent definitions hold

$$
\begin{equation*}
L_{S}(\boldsymbol{w}):=\frac{1}{m} \sum_{i=1}^{m} \ell\left(\hat{y}_{i}, y_{i}\right), \quad \text { with } \quad \hat{y}_{i}(\boldsymbol{w})=h_{\boldsymbol{w}}\left(\boldsymbol{x}_{i}\right)=h\left(\boldsymbol{x}_{i} ; \boldsymbol{w}\right) . \tag{3.5}
\end{equation*}
$$

The optimal model is then defined as the one that minimises (or maximises) the empirical risk

$$
\begin{equation*}
h_{\mathrm{opt}}=\underset{h \in \mathcal{M}}{\arg \min } L_{S}(h) \quad \text { or equivalently } \quad \boldsymbol{w}_{\mathrm{opt}}=\underset{\boldsymbol{w}}{\arg \min } L_{S}(\boldsymbol{w}), \tag{3.6}
\end{equation*}
$$

where the second equation above is equivalent to the definition of the optimal solution for variational quantum algorithms, as discussed in Eq (2.37).

The empirical risk (3.5) is also called training error, as it measures the fitness of the model on the available data contained in the training set. Such learning paradigm of defining the optimal model as the one having the lowest error on the training set is called Empirical Risk Minimisation (ERM) [274]. Empirical risk is opposed to the true risk, which is defined as the average value of the loss evaluated over the actual probability distribution $\mathcal{D}$ from which observations $z_{i}=\left(\boldsymbol{x}_{i}, y_{i}\right) \sim \mathcal{D}$ are sampled, that is

$$
\begin{equation*}
L_{\mathcal{D}}(h):=\mathbb{E}_{z \sim \mathcal{D}}[\ell(\hat{y} ; y)], \quad \text { with } \quad \hat{y}=h(\boldsymbol{x}), z=(\boldsymbol{x}, y) . \tag{3.7}
\end{equation*}
$$

It is important to note that true risk (3.7) represents the actual quantity of interest that characterises the real performance of a learning model when dealing with the task. Indeed, by definition, the true risk (or expected risk) measures the performances of the learner on the whole probability distribution defining the task, not just on a restricted set of samples. However, this distribution is not known to the learner and the expected loss cannot be calculated directly, even though bounds on it can be derived, as discussed later in Sec. 3.2.1.5.

Thus, it is reasonable to use Empirical Risk Minimisation to select the optimal model, because it is the one that minimises the error over the available information of the problem to be solved, namely the one contained in the training dataset.

### 3.2.1.4 Loss functions and Learning

Supervised machine learning tasks can be grouped into two main classes, namely Regression and Classification problems, which differ essentially for the type of output that the learners have to reproduce.

Regression problems are those problems where the output data space is the real line, $\mathcal{Y} \subset \mathbb{R}$, and the goal of the learner is thus to learn a function mapping the inputs $\boldsymbol{x}_{i} \in \mathcal{X}$ to their corresponding outputs in the training set $y_{i} \in \mathcal{Y}$. The go-to loss function used in this scenario is the Mean Squared Error (MSE), defined as

$$
\begin{equation*}
L_{S}(h)=\frac{1}{m} \sum_{i=1}^{m}\left(\hat{y}_{i}-y_{i}\right)^{2} \tag{3.8}
\end{equation*}
$$

where again $\hat{y}_{i}=h\left(\boldsymbol{x}_{i}\right)$ is the prediction of the model $h$ on input $\boldsymbol{x}_{i}$. A straightforward generalisation to the case of multidimensional outputs $\mathcal{Y} \subset \mathbb{R}^{d}$ is obtained by substituting the scalar squared difference with the Euclidean norm of the difference, namely $\ell\left(\hat{\boldsymbol{y}}_{i}, \boldsymbol{y}_{i}\right):=\left\|\hat{\boldsymbol{y}}_{i}-\boldsymbol{y}_{i}\right\|_{2}^{2}$.

Classification tasks instead are those for which the outputs, called labels in this context, are integers values $\mathcal{Y} \subset \mathbb{N}$. Thus, in this case, the goal of the learner is to split the inputs into separate classes, by assigning to each input in the dataset the correct label. For simplicity, let's consider the case of a binary classification task where the labels can only take two distinct values $\mathcal{Y}=\{0,1\}$. The prediction of the learning model is then a real number $\hat{y}_{i} \in[0,1]$ that encodes the probability that the input $\boldsymbol{x}_{i}$ belongs to the class 0 , or 1 . The standard loss function used in this case is the so-called Crossentropy, defined as

$$
\begin{equation*}
L_{S}(h)=\frac{1}{m} \sum_{i=1}^{m}-\left(\hat{y}_{i} \log y_{i}+\left(1-\hat{y}_{i}\right) \log \left(1-y_{i}\right)\right) . \tag{3.9}
\end{equation*}
$$

which measures the difference between the predicted probability and the ground truth. Generalisations to multiclass classification problems (that is those where the number of classes is greater than two) are straightforward.

The introduction of a loss function makes the training, that is the procedure by which an optimal model is selected out of the hypothesis class, an optimisation procedure, as clear from the ERM approach of Eq. (3.5). Specifically, whenever the hypothesis class is a parametric model, training consists in adjusting the trainable parameters to minimise the empirical loss $L_{S}(\boldsymbol{w})$. As with variational quantum algorithms, such minimisation is implemented via variants of gradient descent (2.42), which we report also here for simplicity

$$
\begin{equation*}
\boldsymbol{w}^{(t+1)}=\boldsymbol{w}^{(t)}-\left.\eta \nabla_{\boldsymbol{w}} L_{S}(\boldsymbol{w})\right|_{\boldsymbol{w}^{(t)}} . \tag{3.10}
\end{equation*}
$$

Gradient descent-like update roles are particularly suited to neural network architectures, since there is an efficient strategy, called backpropagation, to compute the partial derivatives of the empirical loss with respect to each parameter in the model. However, as shown later in the section regarding linear models 3.2.2.1, there are cases where performing gradient-descent in the parameters space is not needed, as the optimal parameters can be found using an analytical closed-form solution.

### 3.2.1.5 Generalisation

The success of machine learning models, especially state of the art Deep Learning ones, is rooted in their generalisation performances, that is their ability to effectively use the knowledge extracted from the limited set of observations in the training dataset, also to new observations, which were not used during the training procedure. Generalisation conveys the desirable requirement that the learner has truly understood something of the problem to be solved, whereas it didn't just learn by heart the patterns in the training set.

Test set As we argued earlier, the true measure of performance (and generalisation) of a learner is given by the expected loss $L_{\mathcal{D}}(h)$, which is however impossible to access because the probability distribution of the samples $\mathcal{D}$ is not known.

A practical solution to the estimation of generalisation performances of a model is to take the available corpus of observations $\left\{z_{i}\right\}_{i} \in \mathcal{Z}^{m+m^{\prime}}$, and split it into two separate datasets: the training set $S \in \mathcal{Z}^{m}$, and a test set $T \in \mathcal{Z}^{m^{\prime}}$. The former, defined before, is used during the training procedure to select the optimal model $h_{\mathrm{opt}}$ via minimisation of the empirical risk $L_{S}\left(h_{\mathrm{opt}}\right)$; while the latter is used only at the end of training, to measure the performance of the model on previously unseen observations, called test error $L_{T}\left(h_{\mathrm{opt}}\right)$, which is exactly a measure of the generalisation capabilities of the model. Generally, it is common practice to use about $80 \%$ of the available data to build the
training set, and the remaining $20 \%$ for the test set ${ }^{1}$.

Generalisation bounds It is desirable for a learner $h$ that its training error $L_{T}(h)$ and generalisation error $L_{\mathcal{D}}(h)$ are close, so that the performance shown on the training dataset are representative of those obtained also on new data drawn from the same distribution.

This is true when the number of samples $m$ in the training dataset is large, equivalent to saying that the model has access to a large amount of information about the problem to be solved. Given an hypothesis $h$, one can show that the probability that the true risk $L(h)(3.7)$ and the empirical risk $L_{S}(h)(3.5)$ are different goes to zero as the size $m$ of the training set $S \sim \mathcal{D}^{m}$ goes to infinity, namely

$$
\begin{equation*}
\lim _{m \rightarrow \infty} P\left(\left|L_{\mathcal{D}}(h)-L_{S}(h)\right| \geq \varepsilon\right)=\lim _{m \rightarrow \infty} P\left(\left|\mathbb{E}_{z \sim \mathcal{D}}[\ell(z)]-\frac{1}{m} \sum_{i=1}^{m} \ell\left(z_{i}\right)\right| \geq \varepsilon\right) \rightarrow 0 \tag{3.11}
\end{equation*}
$$

This result is an application of the law of large numbers, which states that the average loss $L_{S}(h)$ tends to its expected value $L_{\mathcal{D}}(h)(3.7)$ as the sample size goes to infinity. Note that, for ease of notation, we used the simplified expressions for the risk $\ell(z)=\ell(h(x), y)$ and $\ell\left(z_{i}\right)=\ell\left(h\left(x_{i}\right), y\right)$.

While interesting, the result in Equation (3.11) holds only asymptotically and gives no information about real case scenarios when the training set has a finite size. Luckily, one of the greatest achievements of statistical learning theory was to show that guarantees on the generalisation performances of a learning model can be obtained also in the finite size case [34, 274, 303, 304]. Indeed, making use of concentration inequalities [35], one can derive probabilistic statements about the generalisation performances of a hypothesis class $\mathcal{M}$, given a training dataset $S \in \mathcal{Z}^{m}$ consisting of iid samples $z_{i}$ drawn from a probability distribution $\mathcal{D}$. These statements are referred to as generalisation bounds, and roughly take the following form [53, 251, 274].

Definition 3.1 - A general Generalisation Bound. Let $\mathcal{M}$ be an hypothesis class and $\mathcal{D}$ a probability distribution, for all $\delta \in(0,1)$ with probability $1-\delta$ over randomly drawn samples $S \sim \mathcal{D}^{m}$, and for all $h \in \mathcal{M}$ it holds that

$$
\begin{equation*}
L_{\mathcal{D}}(h) \leq L_{S}(h)+f(\mathcal{M}, m, \delta), \tag{3.12}
\end{equation*}
$$

where $f(\mathcal{M}, m, \delta)$ is a function that depends on the sample size $m$, the probability of error $\delta$, and the hypothesis class $\mathcal{M}$, specifically through measures of its complexity (or capacity), which is a measure of the expressible power or richness of the hypothesis class. Examples of such complexity measures are the VC-dimension [304] or the Rademacher Complexity [274].

Generalisation bounds are statements about the predictive power of a learning model, expressing its generalisation performances in terms of two contributions: the empirical error obtained on the available data, and the flexibility of the hypothesis class. Roughly, if the complexity of the model can be controlled, and the empirical error is low, then one can be confident that the true error will be also small, and so some form of generalisation will take place. These bounds are interesting because, based on the available information on the performance of the learner, $L_{S}(h)$, it is possible to bound the true quantity of interest, namely the generalisation error $L_{\mathcal{D}}(h)$, even though this is not directly accessible. In a certain sense, generalisation bounds can be seen as a mathematical formulation of Occam's razors: out of many possible explanations (the models), the simplest one (low complexity of the model) should be preferred.

There exists a plethora of generalisation bounds in the statistical learning literature, each one stemming from different assumptions and complexity measures. The interested reader can find

[^11]detailed information in [211, 274], as well as in Appendix B, where we show a concrete example of a generalisation bound for linear models based on Rademacher Complexity. For our discussion, it is sufficient to know that such bounds exist, since, as shown in Sec 3.3.3, we will discuss a specific scenario in which it is possible to derive a generalisation bound also for some type of quantum machine learning models, specifically data-reuploading quantum neural networks.


Figure 3.2: Generalisation and overfitting in supervised machine learning. There is a trade-off between the minimisation of the training error and the complexity of the learning model: if the model is not complex enough, it won't be able to solve the problem (large training and test error), however, if the model is too expressible (complex) it will fit precisely the training data (low training error), at the cost of compromising its generalisation (high test error). The difference between the loss attained on the training and test set is called generalisation gap. On the right, is an explicit example of overfitting in fitting a sinusoidal function (dashed line) given only a few data samples (the training dataset, blue dots): while a good model is capable of reproducing the desired sinusoidal behaviour of the data, and an overfitting model has zero error on the training data but miss the sinusoidal behaviour. Such a representation of the generalisation properties of a model is common in the machine learning literature, and can be found for example in [113, 128].

Overfiting Practically, generalisation is not guaranteed to happen in machine learning models unless specific actions, like regularisation techniques, are used to enforce it. Whenever the learner shows remarkable performances on the training set but fails to do the same on the test set, the model is said to be overfitting the training data. In this scenario, the learning model has specialised to reproduce exactly the mapping in the training dataset but not on other samples, thus showing poor generalisation.

Such a scenario is graphically depicted in the left panel of Fig. 3.2. As the complexity of the hypothesis class increased the test error of the model usually follows an "U"-shaped curve, which is a clear sign that the mode model has started overfitting the training data. Indeed, a first increase in complexity is needed to give the model enough flexibility to deal with the problem, but there is a moment after which the model is so expressible -i.e. complex - that it can explain every feature in the training data (even noisy data) so well that its knowledge cannot be generalised any more to other samples, and the error on the test set thus start increasing. An example of a good and bad learner is shown in the right panels of Fig. 3.2, for the task of reproducing a sinusoidal signal: whereas a good model (red line) is able to reproduce with good accuracy the required input-output mapping of the training data (blue dots) without compromising generalisation, an overfitting model reproduce exactly the training data at the cost of introducing data-dependent artefacts that miss the salient features of the underlying true problem. The trade-off between being to accurately model the pattern in the training data without compromising the generalisation performances is known as
the bias-variance trade-off.
In order to combat overfitting one resorts to regularisation techniques, which are set of procedures that impose constraints on the model to limit its complexity, with the hope that these help preserve generalisation. Examples are early-stopping, which stops the gradient-descent minimisation of the training loss before this reaches zero, at which point the model would have presumably overfitted the data, or the use of penalty terms in the loss function to favour simpler models over more complex ones [128].

### 3.2.2 Machine learning models

We now give two examples of machine learning models, specifically linear models (and kernel methods) and neural networks, of which generalised quantum versions have been proposed in the literature.

### 3.2.2. Linear models and kernel methods

Linear models correspond to the parametric hypothesis class (3.3)

$$
\begin{equation*}
\mathcal{M}_{\boldsymbol{w}}=\left\{h_{\boldsymbol{w}}: \mathcal{X} \subset \mathbb{R}^{d} \mapsto \mathcal{Y} \subset \mathbb{R} \mid h_{\boldsymbol{w}}(\boldsymbol{x})=\boldsymbol{w} \cdot \boldsymbol{x}, \boldsymbol{w} \in \mathbb{R}^{d}\right\} \tag{3.13}
\end{equation*}
$$

where we added the subscript $\mathcal{M}_{\boldsymbol{w}}$ to make it explicit that the hypothesis class is implemented by a parametric model depending linearly on parameters $\boldsymbol{w} \in \mathbb{R}^{d}$. Linear models like the one in (3.13) can be used for regression tasks with the empirical risk given by the mean squared error

$$
\begin{equation*}
L_{S}(\boldsymbol{w})=\frac{1}{m} \sum_{i=1}^{m}\left(y_{i}-h_{\boldsymbol{w}}\left(\boldsymbol{x}_{i}\right)\right)^{2}=\frac{1}{m} \sum_{i=1}^{m}\left(y_{i}-\boldsymbol{w} \cdot \boldsymbol{x}_{i}\right)^{2} . \tag{3.14}
\end{equation*}
$$

By grouping inputs and outputs in the following matrix from

$$
\boldsymbol{X}:=\left[\begin{array}{c}
-\boldsymbol{x}_{1}-  \tag{3.15}\\
-\boldsymbol{x}_{2}- \\
\vdots \\
-\boldsymbol{x}_{m}-
\end{array}\right] \in \mathbb{R}^{m \times d}, \quad \boldsymbol{y}:=\left[\begin{array}{c}
-y_{1}- \\
-y_{2}- \\
\vdots \\
-y_{m}-
\end{array}\right] \in \mathbb{R}^{m},
$$

the empirical mean squared error can be rewritten more compactly as

$$
\begin{equation*}
L_{S}(\boldsymbol{w})=\frac{1}{m}(\boldsymbol{y}-\boldsymbol{X} \boldsymbol{w})^{2}=\frac{1}{m}\|\boldsymbol{y}-\boldsymbol{X} \boldsymbol{w}\|_{2}^{2} \tag{3.16}
\end{equation*}
$$

The optimal model is the one minimising the empirical loss

$$
\begin{equation*}
\boldsymbol{w}_{\mathrm{opt}}=\underset{\boldsymbol{w}}{\arg \min }\|\boldsymbol{y}-\boldsymbol{X} \boldsymbol{w}\|_{2}^{2} \tag{3.17}
\end{equation*}
$$

and has a closed form expression, known as least square estimator, which amounts to [82]

$$
\begin{equation*}
\boldsymbol{w}_{\mathrm{opt}}=\left(\boldsymbol{X}^{\top} \boldsymbol{X}\right)^{-1} \boldsymbol{X}^{\top} \boldsymbol{y} \tag{3.18}
\end{equation*}
$$

In this case, we assumed that the matrix $\boldsymbol{X}^{\top} \boldsymbol{X}$ is non-singular, hence admits an inverse. In general, the solution to the least square minimisation problem (3.16) is given by the MoorePenrose pseudoinverse, a generalisation of the inverse of a matrix, denoted as $\boldsymbol{w}_{\mathrm{opt}}=\boldsymbol{X}^{+} \boldsymbol{y}[22,23$, $112,129]^{2}$.

[^12]A more comprehensive treatment of linear regression is given by introducing a regularisation term in the loss (3.16) which penalises solutions with large norm, and also avoids subtleties related to the invertibility of the data matrices. This approach is known as ridge regression, and the optimal solution is defined as

$$
\begin{equation*}
\boldsymbol{w}_{\mathrm{opt}}=\underset{\boldsymbol{w}}{\arg \min }\left\{\frac{1}{m}\|\boldsymbol{y}-\boldsymbol{X} \boldsymbol{w}\|_{2}^{2}+\frac{\lambda}{m}\|\boldsymbol{w}\|_{2}^{2}\right\} . \tag{3.19}
\end{equation*}
$$

where $\lambda>0$ is a parameter that controls the trade-off between minimising the empirical risk and preferring lower-norm solutions. Similarly to the previous case, the optimal parameters can be written explicitly as

$$
\begin{equation*}
\boldsymbol{w}_{\mathrm{opt}}=\left(\boldsymbol{X}^{\top} \boldsymbol{X}+\lambda \mathbb{I}\right)^{-1} \boldsymbol{X}^{\top} \boldsymbol{y}, \tag{3.20}
\end{equation*}
$$

where the matrix $\left(\boldsymbol{X}^{\top} \boldsymbol{X}+\lambda \mathbb{I}\right)$ is non singular. Moreover, by making use of the matrix equality $\left(\boldsymbol{X}^{\top} \boldsymbol{X}+\lambda \mathbb{I}\right) \boldsymbol{X}^{\top}=\boldsymbol{X}^{\top}\left(\boldsymbol{X} \boldsymbol{X}^{\top}+\lambda \mathbb{I}\right)[23,82,233]$, the optimal model can be eventually written in a more convenient form

$$
\begin{align*}
h_{\mathrm{opt}}(\boldsymbol{x}) & =\boldsymbol{w}_{\mathrm{opt}} \cdot \boldsymbol{x}=\boldsymbol{x}^{\top} \boldsymbol{w}_{\mathrm{opt}} \\
& =\boldsymbol{x}^{\top} \boldsymbol{X}^{\top}\left(\boldsymbol{X} \boldsymbol{X}^{\top}+\lambda \mathbb{I}\right)^{-1} \boldsymbol{y} . \tag{3.21}
\end{align*}
$$

which is often referred to as the solution of the dual problem of linear ridge regression. Let's now analyse the terms in this expression. First, one can easily check that the elements of the matrix $\boldsymbol{X} \boldsymbol{X}^{\top} \in \mathbb{R}^{m \times m}$ are the inner products of the training input vectors, namely

$$
\begin{equation*}
K_{i j}:=\left[\boldsymbol{X} \boldsymbol{X}^{\top}\right]_{i j}=\boldsymbol{x}_{i} \cdot \boldsymbol{x}_{j} \tag{3.22}
\end{equation*}
$$

where $K=K_{i j}$ is usually called kernel, or Gram, matrix. Then, noticing that

$$
\begin{align*}
& \boldsymbol{x}^{\top} \boldsymbol{X}^{\top}=\left[\boldsymbol{x} \cdot \boldsymbol{x}_{1}, \boldsymbol{x} \cdot \boldsymbol{x}_{2}, \ldots, \boldsymbol{x} \cdot \boldsymbol{x}_{m}\right] \in \mathbb{R}^{m},  \tag{3.23}\\
& \hat{\boldsymbol{\alpha}}:=(K+\lambda \mathbb{I})^{-1} \boldsymbol{y} \in \mathbb{R}^{m} . \tag{3.24}
\end{align*}
$$

where $\hat{\boldsymbol{\alpha}}$ are often called dual variables of the optimal weights $\boldsymbol{w}_{\text {opt }}$ (3.20), one can finally rewrite the optimal predictor (3.21) as

$$
\begin{equation*}
h_{\mathrm{opt}}(\boldsymbol{x})=\left(\boldsymbol{x}^{\top} \boldsymbol{X}^{\top}\right) \cdot \hat{\boldsymbol{\alpha}}=\sum_{i=1}^{m} \hat{\alpha}_{i}\left(\boldsymbol{x} \cdot \boldsymbol{x}_{i}\right)=\boldsymbol{x} \cdot\left(\sum_{i=1}^{m} \hat{\alpha}_{i} \boldsymbol{x}_{i}\right) . \tag{3.25}
\end{equation*}
$$

This expression makes it evident that the optimal model depends on the data only through the inner products among data samples, and that it consists of a linear combination of the inner product between the new sample $\boldsymbol{x}$, with all the input data in the training set $S \in \mathcal{Z}^{m}$. In addition, as clear from the last equality in (3.25), the optimal weights can be expressed as a linear combination of such training samples.

Feature maps The derivation above follows identically even when we allow the input data $\boldsymbol{x}_{i} \in \mathcal{X} \subset \mathbb{R}^{d}$ to go through an arbitrary function $\boldsymbol{\phi}: \mathcal{X} \mapsto \mathcal{F} \subset \mathbb{R}^{s}$. Indeed, consider the arbitrary mapping

$$
\begin{equation*}
\boldsymbol{x} \mapsto \boldsymbol{\phi}(\boldsymbol{x})=\left(\phi_{1}(\boldsymbol{x}), \phi_{2}(\boldsymbol{x}), \ldots, \phi_{s}(\boldsymbol{x})\right), \tag{3.26}
\end{equation*}
$$

this is called feature map, and the inputs now belong to a new space called feature space, in this case $\mathcal{F} \subset \mathbb{R}^{s}$. The linear model now acts on such feature vectors as $h(\boldsymbol{x})=\boldsymbol{w} \cdot \boldsymbol{\phi}(\boldsymbol{x})$. The construction
of the optimal predictor derived before can be applied identically also in this case, simply by substituting the data matrix $\boldsymbol{X}$ with the feature matrix

$$
\boldsymbol{F}:=\left[\begin{array}{c}
-\boldsymbol{\phi}\left(\boldsymbol{x}_{1}\right)  \tag{3.27}\\
-\boldsymbol{\phi}\left(\boldsymbol{x}_{2}\right) \\
\vdots \\
-\boldsymbol{\phi}\left(\boldsymbol{x}_{m}\right)
\end{array}\right] \in \mathbb{R}^{m \times s},
$$

with the optimal predictor now being

$$
\begin{align*}
h_{\mathrm{opt}}(\boldsymbol{x}) & =\sum_{i=1}^{m} \hat{\alpha}_{i}\left(\boldsymbol{\phi}(\boldsymbol{x}) \cdot \boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right)\right), & & \hat{\boldsymbol{\alpha}}=\left(\boldsymbol{F} \boldsymbol{F}^{\top}+\lambda \mathbb{I}\right)^{-1} \boldsymbol{y}  \tag{3.28}\\
& =\sum_{i=1}^{m} \hat{\alpha}_{i} \kappa\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right), & & \hat{\boldsymbol{\alpha}}=\left(\left[\kappa\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)\right]_{i j}+\lambda \mathbb{I}\right)^{-1} \boldsymbol{y} . . \tag{3.29}
\end{align*}
$$

In the last line we defined the kernel function $\kappa: \mathcal{X} \times \mathcal{X} \mapsto \mathbb{R}$, which takes two inputs and outputs the scalar value $\kappa\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right):=\boldsymbol{\phi}(\boldsymbol{x}) \cdot \boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right)$, from which one can define again the associated kernel matrix $K \in \mathbb{R}^{m \times m}, K_{i j}:=\kappa\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)$, evaluated on the training points.

The idea of using a feature map is to enrich the expressibility of the parameterised model by introducing a nonlinear dependence on the input data. Specifically, while the regression or classification task may not be solvable (or have high error) in the original data space $\mathcal{X}$, it may be much easier to solve in an appropriately chosen feature space [82]. Additionally, as clear from the expression (3.29), it is important to remark that the optimal model only depends on the data samples directly but only on inner products. This turns out useful because there are cases where a closed form expression for $\kappa(\cdot, \cdot)$ exists, and it is thus not necessary to transform the data with feature $\operatorname{map} \boldsymbol{\phi}(\cdot)$ and then computing the inner product in the feature space $\mathcal{F}$. This simplification is known as kernel trick.

Kernel machines Equation (3.29) may suggest that instead of considering the hypothesis class of linear models (B.8), one could start directly from considering the parameterised class of predictors of the form

$$
\begin{equation*}
h(\boldsymbol{x})=\sum_{i=1}^{m} \alpha_{i} \kappa\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right) \tag{3.30}
\end{equation*}
$$

where $\kappa: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ is a general but fixed kernel function, the parameters $\boldsymbol{\alpha} \in \mathbb{R}^{m}$ are to be optimised, and the model thus consists of a linear combination of kernel evaluations of the new data $\boldsymbol{x}$ with those in the training set $\left\{\boldsymbol{x}_{i}\right\}_{i=1}^{m}$. Models like the one in Eq. (3.30) are called kernel methods, as they are based on the choice of an appropriate kernel function, which is a measure of similarity between data samples. Moreover, if the kernel function is symmetric and positive definite (known as Mercer's conditions), then there exist a feature map $\phi: \mathcal{X} \mapsto \mathcal{F}$ and a feature Hilbert space $\mathcal{F}$ such that the kernel function is equivalent to the inner product of vectors in such feature space [211, 274]

$$
\begin{equation*}
\kappa\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)=\left\langle\phi(\boldsymbol{x}) \mid \phi\left(\boldsymbol{x}^{\prime}\right)\right\rangle_{\mathcal{F}} \tag{3.31}
\end{equation*}
$$

where $\langle\cdot \mid \cdot\rangle_{\mathcal{F}}$ is the inner product on the Hilbert space $\mathcal{F}$, which is called the Reproducing Kernel Hilbert Space (RKHS) of the kernel function $\kappa: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$. Interestingly, it turns out that kernel predictors of the form (3.30) are very general and powerful, since they arise as a result of common machine learning optimisation problems. This is a consequence of the renowned Representer theorem of statistical learning, which shows that for supervised learning tasks that minimise an empirical risk in an RKHS, the optimal solutions can be expressed simply as a linear combination of kernel evaluations of with the training data [211, 260, 264].

While this seems obscure, this result is important because it guarantees that one can formulate the search of an optimal model in a possibly infinite-dimensional RKHS, simply as a search of kernel expansion coefficients $\left\{\alpha_{i}\right\}_{i=1}^{m}$ as in (3.30). For example, suppose one wants to minimise a linear model with a feature map

$$
\begin{equation*}
h(\boldsymbol{x})=\langle\boldsymbol{w} \mid \boldsymbol{\phi}(\boldsymbol{x})\rangle_{\mathcal{F}} \tag{3.32}
\end{equation*}
$$

where $\boldsymbol{\phi}: \mathcal{X} \rightarrow \mathcal{F}$, and the dimension of the feature space $\mathcal{F}$ is large, possibly even infinite. By virtue of the Representer theorem, one knows that the optimal predictor can be expressed as $h_{\text {opt }}(\boldsymbol{x})=\sum_{i=1}^{m} \alpha_{i} \kappa\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)$ where $\kappa\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)=\left\langle\boldsymbol{\phi}(\boldsymbol{x}) \mid \boldsymbol{\phi}\left(\boldsymbol{x}^{\prime}\right)\right\rangle_{\mathcal{F}}$ is the kernel induced by the feature map. Thus, one only has to search for the $m$ real parameters $\alpha_{i}$ instead of looking directly for $\boldsymbol{w}_{\text {opt }}$ in the large dimensional space $\mathcal{F}$. An example of infinite dimensional feature space is that corresponding to the so-called Radial Basis Function (RBF) kernel $\kappa\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)=\exp \left(-\left\|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right\|^{2} / 2 \sigma^{2}\right)$, which is induced by an infinite feature map $\boldsymbol{\phi}(\boldsymbol{x})=\left[\phi_{1}(\boldsymbol{x}), \phi_{2}(\boldsymbol{x}), \ldots\right]$ [82]. Instead, an example of finite but large feature space is that of quantum states, which will be the topic of the next sections.

A common application of a kernel method is Kernel Ridge Regression (KKR), where the kernel model (3.30) is trained with the regularised squared loss

$$
\begin{equation*}
L_{S}(h)=\sum_{i=1}^{m}\left(y_{i}-h\left(\boldsymbol{x}_{i}\right)\right)^{2}+\lambda\|h\|_{\mathcal{F}}^{2}=(\boldsymbol{y}-K \boldsymbol{\alpha})^{2}+\lambda \boldsymbol{\alpha}^{\top} K \boldsymbol{\alpha} \tag{3.33}
\end{equation*}
$$

where $K_{i j}=\kappa\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)$ is the kernel, or Gram, matrix evaluated on the training samples. Note that the first term is the usual squared loss (3.8), and the second term is a regularisation term similar to the one used in standard ridge regression (3.19), and depends on the norm of the kernel model in the corresponding RKHS $^{3}$. The empirical loss is convex with respect to the parameters, and the minimum can be found analytically, achieved with parameters $\hat{\boldsymbol{\alpha}}=(K+\lambda \mathbb{I})^{-1} \boldsymbol{y}$.

Another ubiquitous example of kernel methods for classification -rather than regressiontask is Support Vector Machines (SVM), which minimize the so-called hinge loss instead of the mean squared error [82, 211, 274]. To summarise, the general idea of kernel methods, is to define an appropriately chosen measure of similarity between samples (i.e. the kernel function $\kappa\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)$ ), and then search just for the expansion coefficients. The supervised learning task of finding the optimal parameters essentially translates to that of finding a proper kernel function for the task to be solved.

### 3.2.2.2 Neural Networks

A second very important example of a machine learning model are Neural Networks (NN). While they inherit their name from early mathematical models for biological neurons in the brain [255], modern neural networks have very little in common with how information is processed in the brain, but the name eventually stuck in the machine learning literature. Broadly speaking, by neural networks one refers to a broad class of parametric models where information is processed by single units, often referred to as neurons, and then transferred to other units in the network, which is composed of several of these neurons connected to each other according to a specific connectivity pattern. Depending on the specifics of the network, several different versions of neural networks

[^13]

Figure 3.3: Graphical representation of a feedforward Neural Network. Inputs are fed to the network in the Input layer and then processed by a series of hidden layers, up until the end of the network is reached, corresponding to the output layer. Each node in the network is called neuron and implements the transformation (3.35), while neurons aligned vertically constitute a layer, whose action is reported in Eq. (3.36). The overall action of the network is given by concatenating each layer, as reported in Eq. (3.38). In this specific case, the neural network accepts inputs $\boldsymbol{x} \in \mathbb{R}^{4}$, has 3 hidden layers of variable sizes ( 8,8 and 6 ), and outputs a 2 -dimensional vector $\mathrm{NN}(\boldsymbol{x}) \in \mathbb{R}^{2}$. The graph for the neural network was generated using [181], and similar representations are customary in standard literature on the subject, e.g. [112, 113, 128].
have been proposed, and in the following we introduce the most common example, feed-forward Neural Networks (ffNN), graphically represented in Fig. 3.3.

Feed-forward Neural Networks are called this way because information flows only in one direction in the network, where inputs are progressively processed by a series of layers of the network, until a final output is reached. A single unit in the neural network (drawn as a coloured node in Fig. 3.3) implements the mapping

$$
\begin{equation*}
\boldsymbol{x} \xrightarrow{\text { neuron }} \sigma(\boldsymbol{w} \cdot \boldsymbol{x}+b) \tag{3.35}
\end{equation*}
$$

where $\boldsymbol{w} \in \mathbb{R}^{p}$ and $b \in \mathbb{R}$ are parameters to be optimised, which in the neural network jargon are called weights and biases respectively, and $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ is a generic nonlinear function which is called activation function.

A set of neurons acting on the same input data form a layer of the neural network, and are represented by the vertically aligned nodes of Fig. 3.3. Let $\boldsymbol{x} \in \mathbb{R}^{d}$ and let the first layer be composed of $h$ neurons, then the overall action of the layer on the input can be written as

$$
\begin{equation*}
\boldsymbol{x} \xrightarrow{\text { layer }} \sigma(W \boldsymbol{x}+\boldsymbol{b}), \quad W \in \mathbb{R}^{h \times d}, \boldsymbol{b} \in \mathbb{R}^{b} \tag{3.36}
\end{equation*}
$$

where $W$ is a matrix whose rows are the weights of the neurons in the layer, and similarly for the bias vector $\boldsymbol{b}$, and with a slight abuse of notation we impose that the activation function $\sigma$ acts elementwise on the entries of a vector, namely $\sigma(\boldsymbol{v})=\left[\sigma\left(v_{1}\right), \sigma\left(v_{2}\right), \ldots\right]$.

In general, let $W^{(l)} \in \mathbb{R}^{h_{l} \times h_{l-1}}$ and $\boldsymbol{b}^{(l)}$ denote the weights and biases of the $l$-th layer of the neural network, an $L$-layers (excluding the input layer) feedforward neural network consists of the
following parameterised hypothesis class

$$
\begin{align*}
& \mathcal{M}_{\mathrm{NN}}=\left\{\mathrm{NN}(\boldsymbol{x})=\sigma\left(W^{L} \sigma\left(W^{(L-1)} \sigma\left(\ldots \sigma\left(W^{(1)} \boldsymbol{x}+\boldsymbol{b}^{(1)}\right) \ldots\right)+\boldsymbol{b}^{(L-1)}\right)+\boldsymbol{b}^{(L)}\right)\right. \\
&\left.\mid W^{(l)} \in \mathbb{R}^{h_{l} \times h_{l-1}}, \boldsymbol{b}^{(l)} \in \mathbb{R}^{h_{l}}, l=1, \ldots, L\right\}, \tag{3.37}
\end{align*}
$$

which consists of a nested application of the transformation (3.36) using different parameters, but using the same activation function $\sigma$, even though this last constraint is not necessary. By defining the activation vector at layer $l$ as $a^{(l)}(\boldsymbol{x})=\sigma\left(W^{(l)} a^{(l-1)}(\boldsymbol{x})+\boldsymbol{b}^{(l)}\right)$, one can write the action of the neural network more compactly as

$$
\begin{equation*}
\mathrm{NN}(\boldsymbol{x})=a^{(L)}(\boldsymbol{x})=\sigma\left(W^{(L)} a^{(L-1)}(\boldsymbol{x})+\boldsymbol{b}^{(L-1)}\right) \tag{3.38}
\end{equation*}
$$

with $a^{(0)}(\boldsymbol{x})=\boldsymbol{x}$ being the trivial input layer containing simply the input vector.
Noteworthy, in addition to the trainable parameters given by the weights and biases, a neural network is specified by other additional parameters specifying its architecture, like the number of layers $L$ (or depth of the network) and the activation function, that have a direct impact on the type of functions that the network can implement. As for the activation function, the key requirement is that it has to be nonlinear, as if this is not the case one can easily prove that the whole neural network collapse to a single-layer architecture implementing a simple affine transformation of the input $\boldsymbol{x} \mapsto W \boldsymbol{x}+\boldsymbol{b}$. Standard choices for the activation function are the sigmoid or the Rectified Linear Unit (ReLu)

$$
\sigma(x)=\frac{e^{x}}{e^{x}+1}, \quad \sigma(x)=\operatorname{ReLu}(x)=\left\{\begin{array}{ll}
x & \text { if } x>0  \tag{3.39}\\
0 & \text { if } x \leq 0
\end{array} .\right.
$$

A neural network can be trained in a supervised fashion by minimising the empirical mean squared loss over the training set $S=\left\{\left(\boldsymbol{x}_{i}, y_{i}\right)\right\}_{i=1}^{m}$ (3.1). Let $\boldsymbol{W}=\left\{W^{(l)}, \boldsymbol{b}^{(l)} \mid l=1, \ldots, L\right\}$ denote the set of all trainable parameters in the neural network, the optimal model is implicitly defined by

$$
\begin{equation*}
L_{S}(\mathrm{NN})=\frac{1}{m} \sum_{i=1}^{m}\left(y_{i}-\mathrm{NN}\left(\boldsymbol{x}_{i}\right)\right)^{2}, \quad \boldsymbol{W}_{\mathrm{opt}}=\underset{\boldsymbol{W}}{\arg \min } L_{S}(\mathrm{NN}) . \tag{3.40}
\end{equation*}
$$

In this case however, there is no way analytical solution to this optimisation problem because the loss function is highly non-convex with respect to the parameters, as opposed to the previous case in Sec. 3.2.2.1 where there was a linear dependence on the trainable parameters.

Instead, neural network models are trained with gradient descent (3.10) via backpropagation, which is a very efficient method for calculating gradients of composed functions as neural networks. Indeed, one can compute the derivative of any parameter inside the network by a repeated application of the chain rule: starting from the output of the network, one proceeds backwards by "peeling-off" layers and accumulating gradients, up until the desired weight has been reached [82, 112]. The backpropagation algorithm permits a very efficient computations of gradients in neural networks and paved the way towards the adoption of large-scale Deep Learning models, with state of the art ones now leveraging up to hundreds of billions of parameters [60]. At last, it is worth noticing that the backpropagation algorithm is a specific example of automatic differentiation (AD), which is a set of techniques aiming at calculating the gradients of a computation algorithmically.

### 3.3 Quantum Machine Learning

In the previous section, we introduced the main concepts and tools of machine learning, and also discussed two prototypical examples of learning models: kernel methods and neural networks. In this section, we first introduce the idea of Quantum Machine Learning models distinguishing them


Figure 3.4: Circuit representation of linear quantum models: an explicit model on the left, and a kernel method (also called implicit model) on the right. In the former, a data encoding unitary operation is followed by a trainable variational block before the measurement of an observable takes place. In quantum kernel methods, the quantum computer is used to calculate the kernel function (i.e. inner products), while the tunable parameters are instead purely classical.
from Variational Quantum Algorithms, and then provide examples of quantum versions of the two classical models explained previously.

At the core of variational quantum algorithms and machine learning is the optimisation procedure, by which the algorithms are progressively adjusted to reach good performances. On the other hand, a striking difference is that machine learning models are algorithms that learn from observations (the training set), and in fact the presence of data is the hallmark of any machine learning model. Thus, a reasonable definition of a quantum machine learning model could be
Definition 3.2 - (Informal) Quantum Machine Learning model. A Quantum Machine Learning model is an algorithm that uses also, but not exclusively, quantum computational resources to solve a problem defined in terms of data.

Far from being a rigorous statement, such definition is admittedly general and omits a proper definition of "data", still it suffices to describe many of the approaches described in Sec. 3.1.

Specifically, in this work we are focused on near-term quantum algorithms, namely variational algorithms, and thus, by the definition above, a near-term quantum machine learning model is a variational quantum algorithm where the cost function to be optimised is defined in terms of a set of observations or data. For example, a variational quantum algorithm for estimating the ground state energy of a molecule is not a quantum machine learning model, but a parameterised quantum circuit to implement a classification task of a set of observations is. In this sense, quantum machine learning models are a subset of variational quantum algorithms. However, while such characterisation can be useful to draw a boundary between QML and VQAs, these are often used interchangeably to indicate a quantum computation with tunable parameters that needs optimisation.

In the following, we introduce two quantum machine learning models that have been proposed in the literature: quantum classifiers and quantum kernel machines, which can be seen as quantum counterparts of classical linear models, and quantum neural networks which, as the name suggests, are inspired by classical neural networks.

### 3.3.1 Linear quantum models: quantum classifiers and kernel methods

The counterpart of linear models in the quantum domain are often called linear quantum models, because they effectively implement a linear separation in the Hilbert space of the quantum computer. Also in this case, such models are also strongly connected to quantum kernel methods, a connection which we explore in the following sections.

### 3.3.1.1 Explicit models

A quantum machine learning model deals with data, and thus it is necessary to find a way to load such information onto the quantum computer, so that it can be used as inputs for a quantum algorithm. The data to be analysed could be either classical, for example a set of input vectors $\boldsymbol{x}_{i} \in \mathcal{X} \subset \mathbb{R}^{d}$, or quantum, such as a set of quantum states $\left|\psi_{i}\right\rangle \in \mathcal{H}=\mathbb{C}^{2 n}$, where $\mathcal{H}$ is the Hilbert space of a quantum system made of $n$ qubits. In the following, we restrict our attention to the case of classical data, even though the discussion could be adapted to quantum data as well with minor modifications ${ }^{4}$.

Suppose we are given a set of classical data $\left\{\boldsymbol{x}_{i}\right\}_{i=1}^{m}$, the idea is to map these data to the quantum Hilbert space of the quantum computer, by a procedure which is often called feature embedding. Specifically, this is done by using a parameterised unitary operation $U(\boldsymbol{x})$ depending on the classical data to be loaded, so that the feature embedding consists of the map

$$
\begin{align*}
& \phi: \mathcal{X} \rightarrow \mathcal{F}, \quad \mathcal{X} \subset \mathbb{R}^{d}, \mathcal{F}=\mathcal{H}=\mathbb{C}^{2 n}, \\
& \boldsymbol{x} \mapsto|\phi(\boldsymbol{x})\rangle=U(\boldsymbol{x})|0\rangle^{\otimes n} \quad \text { or } \quad \boldsymbol{x} \mapsto \rho(\boldsymbol{x})=|\phi(\boldsymbol{x})\rangle\langle\phi(\boldsymbol{x})|, \tag{3.41}
\end{align*}
$$

where $\mathcal{F}$ is the feature space, as used in Sec. 3.2.2.1 when discussing linear models is feature spaces, in this case given by the qubits Hilbert space $\mathcal{F}=\mathcal{H}$, and $|\phi(\boldsymbol{x})\rangle$ and $\rho(\boldsymbol{x})$ are the input quantum state and density matrix, respectively.

The parameterised block $U(\cdot)$ that actually maps the data to a quantum state is general, and various ansätze can be used to accomplish this task. A natural example, which has the benefit of being easily implementable on actual quantum computers, are parameterised Pauli rotations that use one qubit per dimension of the input data $d=n$, defined as

$$
\begin{equation*}
U(\boldsymbol{x})=\bigotimes_{i=1}^{n} R_{P_{i}}\left(x_{i}\right), \quad \boldsymbol{x}=\left[x_{1}, x_{2}, \ldots, x_{n}\right], P_{i} \in\{X, Y, Z\}, \tag{3.42}
\end{equation*}
$$

where $R_{P}(x)$ are Pauli rotations (2.6) around one of the Pauli axis $P \in\{X, Y, Z\}$. This approach of encoding the data as a rotational angle in a parameterised Pauli gate goes by the name of angle embedding. In addition, more complicated ansatz can be used involving multiple parameterised operations as well as two-qubits entangling gates, as those discussed in Chapter 7. It is fundamental to remark that, whenever inputs are encoded in a circuit as angles of parameterised rotations, these have to be rescaled in an appropriate angular range, for example $\boldsymbol{x} \in \mathcal{X} \subset\left[0,2 \pi{ }^{d}\right.$, before feeding them to the circuit. If this is not the case then inputs differing by even multiples of $2 \pi$ would be mapped on the same quantum state, since $U(\boldsymbol{x}+2 \pi)=U(\boldsymbol{x})$.

After the encoding phase, a variational unitary $V(\boldsymbol{\theta})$ acts on the system, thus yielding the parameterised state $\left|\phi_{\boldsymbol{\theta}}(\boldsymbol{x})\right\rangle=V(\boldsymbol{\theta})|\boldsymbol{\phi}(\boldsymbol{x})\rangle=V(\boldsymbol{\theta}) U(\boldsymbol{x})|0\rangle^{\otimes n}$. An observable $O$ is measured at the end of the computation, and the final result is then

$$
\begin{align*}
f_{\boldsymbol{\theta}}(\boldsymbol{x})=\langle O\rangle_{\boldsymbol{\theta} ; \boldsymbol{x}} & \left.=\left\langle\phi_{\boldsymbol{\theta}}(\boldsymbol{x})\right)|O| \phi_{\boldsymbol{\theta}}(\boldsymbol{x})\right\rangle=\langle\phi(\boldsymbol{x})| \underbrace{V(\boldsymbol{\theta})^{\dagger} O V(\boldsymbol{\theta})}_{O_{\boldsymbol{\theta}}}|\phi(\boldsymbol{x})\rangle  \tag{3.43}\\
& =\operatorname{Tr}\left[O_{\boldsymbol{\theta}} \rho(\boldsymbol{x})\right]=\left\langle O_{\boldsymbol{\theta}}, \rho(\boldsymbol{x})\right\rangle_{H S}, \tag{3.44}
\end{align*}
$$

where in the last line we used the density matrix $\rho(\boldsymbol{x})=|\phi(\boldsymbol{x})\rangle\langle\phi(\boldsymbol{x})|$, and then expressed the expectation value in terms of the Hilbert-Schmidt inner product of operators $\langle A, B\rangle_{H S}:=\operatorname{Tr}\left[A^{\dagger} B\right]$. A graphical representation of the quantum circuit implementing this evolution is shown in Fig. 3.4.

[^14]The last expression in Eq. (3.44) clearly exhibits the linear nature of this model in the Hilbert space $\mathcal{H}$ of the quantum system ${ }^{5}$, in that the outcome of the circuit is a simple inner product between two Hermitian operators: the data-dependent state $\rho(\boldsymbol{x})$ and the trainable observable $O_{\boldsymbol{\theta}}$, which is the quantum analogue of the trainable weights $\boldsymbol{w}$ of a classical linear model (3.13). However, note that while the results of the circuit depend linearly on such parameterised observable (and also on the quantum state), the dependence on the parameters and the input data is clearly nonlinear, usually trigonometric, since Pauli rotations are used to parameterise the encoding block $U(\boldsymbol{x})$ and the variational ansatz $V(\boldsymbol{\theta})$.

As with a regular machine learning model, the output of the quantum circuit $\hat{y}_{i}=f_{\boldsymbol{\theta}}\left(\boldsymbol{x}_{\boldsymbol{i}}\right)=$ $\left\langle O_{\boldsymbol{\theta}}, \rho\left(\boldsymbol{x}_{i}\right)\right\rangle_{H S}$ can then be used in a loss function to drive the training procedure, as discussed previously in Sec. 3.2.1.4. Moreover, whenever the required conditions hold one can use the parameter shift role (2.55) to calculate the gradients of the circuit and use gradient descent to find the optimal value of the parameters.

The quantum machine learning model we have just described often goes by the name of explicit model [131, 152, 206, 264], because the optimal observable $O_{\boldsymbol{\theta}_{\text {opt }}}$ - actually, the optimal parameters $\boldsymbol{\theta}_{\text {opt }}$ - is searched directly in the Hilbert space via optimisation of the variational parameters, and the classification or regression problem is implemented by measuring it on a quantum computer. Explicit models are opposed to implicit models (or quantum kernel methods), which is the topic of the next section.

### 3.3.1.2 Quantum kernel (or implicit) models

We have discussed in Section 3.2.2.1 that linear models and kernel methods are strictly related, since kernel models can be seen as linear models in the so-called Reproducing Kernel Hilbert Space (RKHS) of the kernel function, and vice versa. These relations also hold for quantum kernel methods (often called implicit models [264]), which are parameterised predictors of the form [131, 206, 263]

$$
\begin{equation*}
f(\boldsymbol{x})=\sum_{i=1}^{m} \alpha_{i} \kappa\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)=\sum_{i=1}^{m} \alpha_{i} \operatorname{Tr}\left[\rho(\boldsymbol{x}) \rho\left(\boldsymbol{x}_{i}\right)\right] . \tag{3.45}
\end{equation*}
$$

As with their classical counterparts (3.30), quantum kernel models make predictions using a linear combination of kernel evaluations between the new sample $\boldsymbol{x}$ and those in the training set $\left\{\boldsymbol{x}_{i}\right\}_{i=1}^{m}$, where now the kernel function $\kappa\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)=\operatorname{Tr}\left[\rho(\boldsymbol{x}) \rho\left(\boldsymbol{x}^{\prime}\right)\right]=\left|\left\langle\phi(\boldsymbol{x}) \mid \phi\left(\boldsymbol{x}^{\prime}\right)\right\rangle\right|^{2}$ is given by the inner product in the feature quantum space. Models like these use the quantum computer only to compute the kernel, while the parameters $\left\{\alpha_{i}\right\}_{i=1}^{m}$ remain purely classical. A quantum circuit for evaluating the kernel function (i.e. inner product) for pure states is shown in the right panel of Fig. 3.4, but other strategies exist, for example leveraging the so-called SWAP test.

As we briefly mentioned when discussing classical kernel models, models of the form (3.45) are proven to be optimal by the Representer theorem, in the sense that any model in the RKHS that minimises an empirical risk can be expressed as a simple linear combination of kernel evaluations with the training set. Moreover, the complexity of the optimisation problem is sensibly reduced, since rather than optimising a parameterised observable $O_{\boldsymbol{\theta}} \in \mathbb{C}^{2 n \times 2 n}$ which can be a quite daunting task for $n \gg 1$, one only has to find the $m$ real parameters $\left\{\alpha_{i}\right\}_{i=1}^{m}$.

Finally, note that by linearity of the trace, the model (3.45) implicitly defines a linear model of the form (3.44) where the observable is given by a linear combination of the feature quantum states from the training set, namely

$$
\begin{equation*}
f(\boldsymbol{x})=\operatorname{Tr}\left[\rho(\boldsymbol{x})\left(\sum_{i=1}^{m} \alpha_{i} \rho\left(\boldsymbol{x}_{i}\right)\right)\right]=\operatorname{Tr}\left[\rho(x) O_{S}\right] . \tag{3.46}
\end{equation*}
$$

[^15]Using the inner products between quantum states as kernel, these quantum kernel machines can then be used within regular ridge regression (3.19) or for classification tasks in the form of quantum support vector machines [131, 264].

### 3.3.1.3 Explicit or Implicit?

We have seen two examples of quantum machine learning models, explicit and implicit models, both belonging to the class of linear quantum models since they can be expressed as the inner product of the input quantum states with an observable $f(\boldsymbol{x})=\operatorname{Tr}[O \rho(\boldsymbol{x})]=\langle O, \rho(\boldsymbol{x})\rangle_{H S}$. But what is the difference between the two, and are there any reasons to prefer one over the other? Two main distinctions can be made, regarding the optimisation and the classification performances of these models.

Let's first discuss the optimisation properties of these two models. Implicit models like (3.30) require $\mathcal{O}\left(m^{2}\right)$ queries to the quantum computer to estimate the kernel matrix of inner products between the $m$ samples in the training dataset ${ }^{6}$, and additional $\mathcal{O}\left(m^{3}\right)$ classical post-processing steps to compute the optimal weights via inversion of the Gram matrix (3.23) for ridge regression [152, 211, 260]. On the other hand, variational training of explicit models is cheaper, because it is expected to terminate after a number of iterations proportional to the number of training samples, and thus it requires $\mathcal{O}(p m)$ calls to the quantum computer, where $p$ is the number of parameters in the trainable observable $O_{\boldsymbol{\theta}}, \boldsymbol{\theta} \in \mathbb{R}^{p}$. Thus, the most efficient strategy depends on the scenario: if a moderate amount of parameters are sufficient to fit a large amount of training data, then variational training may be the solution. On the contrary, if the required number of parameters scales with the number of data, then the two methods are equivalent in terms of computational resources. Clearly, the number of parameters in the variational block $V(\boldsymbol{\theta})$ to parameterise a general observable $O_{\boldsymbol{\theta}}$, which is needed to explore the whole space of observables to look for the optimal one, scales exponentially with the number of qubits. In practical scenarios, however, one restricts the expressibility of the model by selecting a specific parameterised ansatz with a limited amount of parameters.

Regarding the classification performances, implicit models are guaranteed by the Representer theorem to achieve the lowest possible empirical risk on the training set, when compared to explicit models trained with the same feature encoding. On the other hand, as argued in ref. [152], the latter may be desirable in terms of generalisation error, because their limited expressivity could help avoid overfitting. Hence, the use of constrained observables in explicit models -instead of the optimal observable of implicit models, see eq. (3.46) - may be advantageous to learning performances.

At last, we remark that if one is concerned with quantum advantages or speedups in these types of machine learning models, these can only be achieved if the kernel function $\kappa\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)=$ $\operatorname{Tr}\left[\rho(\boldsymbol{x}) \rho\left(\boldsymbol{x}^{\prime}\right)\right]$ is hard to compute classically. Indeed, if this is not the case, then the quantum kernel model (3.45) can be simulated classically without the need for a quantum computer, and thus no advantages can be attained.

### 3.3.2 Data reuploading models and Quantum Neural Networks

A second class of quantum machine learning models are data reuploading quantum circuits, often referred to as Quantum Neural Networks (QNNs). Differently from linear quantum models, the output of a quantum neural network cannot be written as an inner product between a data-dependent quantum state and a trainable observable, because these circuits use a repeated structure where data encoding blocks are interleaved trainable unitaries, so that the action of these two elements cannot be separated anymore.

Notably, it was recently shown that models in this class can be mapped to linear quantum models using approximate strategies or leveraging post-selection and gate teleportation, even though

[^16]these constructions require additional conditions that cannot be easily met in practice [152]. Thus, while such a result suggests a unifying theoretical framework for describing quantum learning models, in practical instances (that are those that one would execute on an actual near-term quantum computer), linear models and data reuploading ones behave rather differently, as we shall see.

Data reuploading quantum circuits have appeared independently multiple times in the literature [109, 229, 269], with all of them underlining the tight connection between input redundancy inside a quantum circuit, and the capability of the latter of expressing more complicated -specifically, higher-frequency trigonometric- functions on the input data. In a sense, this need of loading the inputs multiple times in the circuits, hence the name data reuploading, can be seen as an analogue of feeding the same input to multiple neurons in the first layer of a classical neural network, as depicted in Fig. 3.3.

Indeed, provided that input data enters the circuit via rotation-like gates (see below for a more rigorous statement), it is possible to show that the outcome of any parameterised quantum circuit depending on data can be written as a truncated Fourier series, or as a Generalised Trigonometric Polynomial (GTP) [53, 109, 269, 322].

Theorem 3.1 - Data-dependent parameterised quantum circuits are truncated Fourier series ( $53,109,269$ ). Let $U_{\boldsymbol{\theta}}(\boldsymbol{x})$ be the unitary matrix of a parameterised quantum circuit depending on some input data $\boldsymbol{x} \in \mathcal{X} \subset[0,2 \pi]^{d}$ and trainable parameters $\boldsymbol{\theta}$. If data coordinates $x_{i} \in \boldsymbol{x}$ enter the quantum circuit via data encoding operations of the form $U\left(x_{i}\right)=\exp \left(-i x_{i} H\right)$ where $H$ is an Hermitian operator, then the following holds

$$
\begin{equation*}
f_{\boldsymbol{\theta}}(\boldsymbol{x})=\langle O\rangle_{x ; \boldsymbol{\theta}}=\langle\mathbf{0}| U_{\boldsymbol{\theta}}(\boldsymbol{x})^{\dagger} O U_{\boldsymbol{\theta}}(\boldsymbol{x})|\mathbf{0}\rangle=\sum_{\boldsymbol{\omega} \in \Omega} c_{\boldsymbol{\omega}} e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}}, \tag{3.47}
\end{equation*}
$$

where $\Omega=\left\{\boldsymbol{\omega} \in \mathbb{R}^{d}\right\}$ is the frequency spectrum associated with the quantum circuit and depends solely on the number of data encoding operations present in the circuit, as well as their generators, a piece of information denoted as data encoding strategy. The expansion coefficients $\left\{c_{\boldsymbol{\omega}} \in \mathbb{C}\right\}$ instead depend on the structure of the circuit (including the data encoding strategy), the trainable parameters $\boldsymbol{\theta}$, and finally also the observable $O$. For any frequency $\boldsymbol{\omega} \in \Omega$, also $-\boldsymbol{\omega} \in \Omega$. Also, the coefficients satisfy $c_{\boldsymbol{\omega}}=c_{-\boldsymbol{\omega}}^{*}$, which ensures that the Fourier expansion correctly evaluates to a real number.

As an example, parameterised quantum circuits that encode the input data via Pauli rotations of the form (3.42) belong to this class of model, hence admit a Fourier expansion.

The Fourier representation in Eq. (3.47) beautifully summarises the class of functions that parameterised quantum models depending on data via parameterised rotations can implement, namely trigonometric functions ${ }^{7,8}$. A clear example of such circuits are those that encode data via Pauli rotations of the form (3.42).

Interestingly, a Fourier expansion of the form (3.47) holds for any quantum circuit provided that inputs are loaded via an angle-embedding scheme, irrespectively of the choice of the gates in the circuit, their position, or their number, as shown in Fig. 3.5. Such formulation clearly demonstrates that the Fourier-like nature of the circuit is a consequence of the data encoding strategy, and also this implicitly determines the set of frequencies $\boldsymbol{\omega} \in \Omega$ that the quantum model has access to. Instead, the trainable parameters, along with the observable and the structure of the circuit, control

[^17]


Figure 3.5: A generic quantum circuit can be expressed as a truncated Fourier series (3.47) over the input data $\boldsymbol{x}$, provided that the coordinates of the input are loaded in the quantum circuit via gates of the form $U\left(x_{i}\right)=\exp \left(-i x_{i} H\right)$. This figure is a custom reproduction of Fig. 3 in [53].
which frequencies can actually be expressed by the circuit, by tuning the expansion coefficients $\left\{c_{\boldsymbol{\omega}}\right\}$.

### 3.3.2.1 Deriving the Fourier expansion

In the following, we derive the Fourier expansion (3.47) along the lines of the elegant treatment in ref. [53]. Different proofs and further discussions can be found also in refs. [109, 229, 269].

As for the previous quantum machine learning models, also in this case we distinguish between encoding gates $U(\boldsymbol{x})$, depending on the input data $\boldsymbol{x} \in \mathcal{X} \subset \mathbb{R}^{d}$, and trainable operations $\left\{V_{l}\left(\boldsymbol{\theta}_{l}\right)\right\}$, depending on trainable parameters $\left\{\boldsymbol{\theta}_{l}\right\}_{l}$. However, as we shall see, the explicit form of such trainable gates is not necessary to derive the desired Fourier-like expansion of the quantum circuit. In fact, any gate non depending on data, be it fixed or parameterised, is effectively absorbed into the definitions of the expansion coefficients, possibly in a very intricate way, without playing any major role in the mathematical derivation.

Let $\boldsymbol{x}=\left[x_{1}, x_{2} \ldots, x_{d}\right] \in \mathbb{R}^{d}$ be the usual input vector, we consider encoding unitary operations that encode the coordinates of the input via evolutions of the form

$$
\begin{equation*}
U_{j}^{(i)}(\boldsymbol{x})=\exp \left(-i x_{i} H_{j}^{(i)}\right)=\exp \left(-i \boldsymbol{e}_{i} \cdot \boldsymbol{x} H_{j}^{(i)}\right), \tag{3.48}
\end{equation*}
$$

where $H_{j}^{(i)}$ is the $j$-th Hermitian operator encoding the $i$-th coordinate $x_{i}$, and $\boldsymbol{e}_{i}$ is a unit vector having zeros everywhere except on the $i$-th component, so that $\boldsymbol{e}_{i} \cdot \boldsymbol{x}=x_{i}$. As the notation suggests, we allow for each data coordinate to be uploaded in the circuit multiple times throughout the circuit, even with different generators.

Let's consider the action of the data encoding block (3.48) on a generic quantum state with density matrix $\rho$. Let $U(\boldsymbol{x})=\exp (-i \boldsymbol{e} \cdot \boldsymbol{x} H)$ with $H=\sum_{k} \lambda_{k}\left|\lambda_{k}\right\rangle\left\langle\lambda_{k}\right|$ the spectral decomposition of the generator, by expanding state $\rho$ on the eigenbasis of $H$, one obtains

$$
\begin{align*}
\rho \rightarrow \rho(\boldsymbol{x}) & =U(\boldsymbol{x}) \rho U(\boldsymbol{x})^{\dagger}=U(\boldsymbol{x})\left(\sum_{k l} \rho_{k l}\left|\lambda_{k}\right\rangle\left\langle\lambda_{l}\right|\right) U(\boldsymbol{x})^{\dagger} \\
& =\sum_{k l} e^{-i\left(\lambda_{k}-\lambda_{l}\right) e \cdot \boldsymbol{x}} \rho_{k l}\left|\lambda_{k}\right\rangle\left\langle\lambda_{l}\right| . \tag{3.49}
\end{align*}
$$

This expression can be simplified by grouping together those indexes $(k, l)$ that give rise to the same frequency difference $\lambda_{k}-\lambda_{I}$. In order to do so, it is convenient to introduce the frequency spectrum associated with the generator, that is the set of all possible differences of its eigenvalues multiplied by the unit vector

$$
\begin{equation*}
\Omega(H)=\left\{\left(\lambda_{k}-\lambda_{l}\right) \boldsymbol{e} \mid \forall \lambda_{k}, \lambda_{l} \in \operatorname{eigvals}(H)\right\} \tag{3.50}
\end{equation*}
$$

Note that, by definition of the frequency spectrum, for any frequency $\boldsymbol{\omega} \in \Omega(H)$, also the negative frequency belongs to the spectrum $-\boldsymbol{\omega} \in \Omega(H)$. It is possible to group together those terms that correspond to the same frequency difference, that is defining

$$
\begin{equation*}
\rho_{\boldsymbol{\omega}}=\sum_{(k, l) \in I(\boldsymbol{\omega})} \rho_{k l}\left|\lambda_{k}\right\rangle\left\langle\lambda_{l}\right| \quad \text { with } \quad I(\boldsymbol{\omega}):=\left\{(i, j) \mid\left(\lambda_{i}-\lambda_{j}\right) \boldsymbol{e}=\boldsymbol{\omega}\right\} . \tag{3.51}
\end{equation*}
$$

With these definitions, the evolved quantum state can be finally rewritten as

$$
\begin{equation*}
\rho(\boldsymbol{x})=\sum_{\boldsymbol{\omega} \in \Omega(H)} e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}} \rho_{\boldsymbol{\omega}}, \tag{3.52}
\end{equation*}
$$

with the expectation value of an observable $O$ on this state thus being

$$
\begin{equation*}
\langle O\rangle=\operatorname{Tr}[O \rho(\boldsymbol{x})]=\sum_{\boldsymbol{\omega} \in \Omega(H)} e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}} \operatorname{Tr}\left[O \rho_{\boldsymbol{\omega}}\right]=\sum_{\boldsymbol{\omega} \in \Omega(H)} c_{\boldsymbol{\omega}} e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}} \tag{3.53}
\end{equation*}
$$

where we defined the coefficients $c_{\boldsymbol{\omega}}=\operatorname{Tr}\left[O \rho_{\boldsymbol{\omega}}\right]$. Since the original state $\rho$ is Hermitian, using the definitions (3.51) one can check that $\rho_{\boldsymbol{\omega}}=\rho_{-\boldsymbol{\omega}}^{\dagger}$, hence the coefficients satisfy $\boldsymbol{c}_{\boldsymbol{\omega}}=c_{-\boldsymbol{\omega}}^{*}$, as needed to ensure that $\langle O\rangle$ is real-valued as expected. We have thus recovered the Fourier representation of the circuit (3.47) for the case of a single encoding step on a generic quantum state. The same derivation can be applied straightforwardly when more encoding gates are applied, and also when other operations, like the trainable unitaries, act on the system.

Indeed, starting from the former case, one can see that the action of any non-data-encoding unitary only amounts to a change of basis which can be absorbed inside the operators $\rho_{\boldsymbol{\omega}}$. In fact, suppose a unitary $W$ acts on the quantum state $\rho(\boldsymbol{x})(3.52)$, this is consequently changed to

$$
\begin{align*}
\rho(\boldsymbol{x}) \rightarrow V \rho(\boldsymbol{x}) V^{\dagger} & =V\left(\sum_{\boldsymbol{\omega} \in \Omega(H)} e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}} \rho_{\boldsymbol{\omega}}\right) V^{\dagger}=\sum_{\boldsymbol{\omega} \in \Omega(H)} e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}} V \rho_{\boldsymbol{\omega}} V^{\dagger}  \tag{3.54}\\
& =\sum_{\boldsymbol{\omega} \in \Omega(H)} e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}} \tilde{\rho}_{\boldsymbol{\omega}}, \tag{3.55}
\end{align*}
$$

where the action of the unitary can be just absorbed in the operators $\left\{\rho_{\omega}\right\} \rightarrow\left\{V \rho_{\omega} V^{\dagger}\right\}$, hence the in coefficients $\left\{c_{\boldsymbol{\omega}}\right\}$, without changing the frequency spectrum of the circuit $\Omega$ or its Fourier representation. Thus, we can concentrate on the action of the data encoding gates only.

Indeed, let $U_{2}(\boldsymbol{x})=\exp \left(-i \boldsymbol{e}_{2} \cdot \boldsymbol{x} H_{2}\right)$ be another encoding operation (for clarity, in what follows we add the subscript " 1 " to indicate the previous encoding operation), the state $\rho(\boldsymbol{x})$ is evolved according to

$$
\begin{align*}
\rho(\boldsymbol{x}) \rightarrow \rho^{\prime}(\boldsymbol{x}) & =U_{2}(\boldsymbol{x}) \rho(\boldsymbol{x}) U_{2}(\boldsymbol{x})^{\dagger}=\sum_{\boldsymbol{\omega}_{1} \in \Omega\left(H_{1}\right)} e^{-i \boldsymbol{\omega}_{1} \cdot \boldsymbol{x}} U_{2}(\boldsymbol{x}) \rho_{\boldsymbol{\omega}_{1}} U_{2}(\boldsymbol{x})^{\dagger}  \tag{3.56}\\
& =\sum_{\boldsymbol{\omega}_{1} \in \Omega\left(H_{1}\right)} e^{-i \boldsymbol{\omega}_{1} \cdot \boldsymbol{x}} \sum_{\boldsymbol{\omega}_{2} \in \Omega\left(H_{2}\right)} e^{-i \boldsymbol{\omega}_{2} \cdot \boldsymbol{x}} \rho_{\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2}} \tag{3.57}
\end{align*}
$$

where in the second line we expressed the operators $\left\{\rho_{\omega_{1}}\right\}$ in the eigenbasis of the generator $H_{2}$, and then re-indexed the sum in terms of the corresponding frequency spectrum $\Omega\left(H_{2}\right)$, namely

$$
\begin{align*}
U_{2}(\boldsymbol{x}) \rho_{\boldsymbol{\omega}_{1}} U_{2}(\boldsymbol{x})^{\dagger} & =U_{2}(\boldsymbol{x})\left(\sum_{k l}\left[\rho_{\boldsymbol{\omega}_{1}}\right]_{k l}\left|\lambda_{k}^{(2)}\right\rangle\left\langle\lambda_{l}^{(2)}\right|\right) U_{2}(\boldsymbol{x})^{\dagger}  \tag{3.58}\\
& =\sum_{k l} e^{-i\left(\lambda_{k}^{(2)}-\lambda_{l}^{(2)}\right) \boldsymbol{e}_{2} \cdot \boldsymbol{x}}\left[\rho_{\boldsymbol{\omega}_{1}}\right]_{k l}=\sum_{\boldsymbol{\omega}_{2} \in \Omega\left(H_{2}\right)} e^{-i \boldsymbol{\omega}_{2} \cdot \boldsymbol{x}} \rho_{\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2}} \tag{3.59}
\end{align*}
$$

where the frequency spectrum $\Omega\left(H_{2}\right)$ is defined as before (3.50), and the sum was re-indexed accordingly.

One more ingredient is needed to simplify the expression (3.57), namely how to compose the frequency spectrums $\Omega\left(H_{1}\right)$ and $\Omega\left(H_{2}\right)$ arising from the two different encoding operations. This can be done by the so-called Minkowski sum between the two sets of frequencies, defined as

$$
\begin{equation*}
\Omega=\Omega\left(H_{1}\right)+\Omega\left(H_{2}\right):=\left\{\boldsymbol{\omega}_{1}+\boldsymbol{\omega}_{2} \mid \forall \boldsymbol{\omega}_{1} \in \Omega\left(H_{1}\right), \forall \boldsymbol{\omega}_{2} \in \Omega\left(H_{2}\right)\right\} . \tag{3.60}
\end{equation*}
$$

With this, the quantum state can thus be written as

$$
\begin{equation*}
\rho^{\prime}(\boldsymbol{x})=\sum_{\boldsymbol{\omega}_{1} \in \Omega\left(H_{1}\right)} \sum_{\boldsymbol{\omega}_{2} \in \Omega\left(H_{2}\right)} e^{-i\left(\boldsymbol{\omega}_{1}+\boldsymbol{\omega}_{2}\right) \cdot \boldsymbol{x}} \rho_{\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2}}=\sum_{\boldsymbol{\omega} \in \Omega} e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}} \rho_{\boldsymbol{\omega}} \tag{3.61}
\end{equation*}
$$

where, as before, the operators $\left\{\rho_{\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2}}\right\}$ corresponding to the same frequency $\boldsymbol{\omega}=\boldsymbol{\omega}_{1}+\boldsymbol{\omega}_{2}$ were summed together, and the sum was then re-indexed according to the frequencies in the joint spectrum $\Omega$. From this, one can calculate the expectation value of the observable $\langle O\rangle=\operatorname{Tr}\left[O \rho^{\prime}(\boldsymbol{x})\right]$, thus obtaining again Eq. (3.53).

The same derivation can be applied multiple times for all data encoding gates in the circuit, which have the net effect of adding more frequencies in the accessible spectrum $\Omega$. All other operations instead just impact the coefficients in the series. Thus, we showed that any quantum circuit that encodes input data via evolutions of the form (3.48) can be expressed as a truncated Fourier series (3.47) of the inputs, as desired.

### 3.3.2.2 A single-qubit data reuploading circuit

Although the Fourier expansion (3.61) is a powerful and concise statement about the output of a quantum circuit, an inexperienced user might find it difficult to use it on real instances, mainly because of the rather opaque composition rule (3.60) by which the total frequency spectrum $\Omega$ is defined. To make things clearer, let's then consider a simple example of a single-qubit datareuploading circuit for a univariate input data $x \in \mathbb{R}$, namely

$$
\begin{equation*}
f_{\boldsymbol{\theta}}(x)=\langle 0| U_{\boldsymbol{\theta}}(x)^{\dagger} O U_{\boldsymbol{\theta}}(x)|0\rangle, \quad U_{\boldsymbol{\theta}}(x)=V_{L}\left(\boldsymbol{\theta}_{L}\right) U_{L}(x) \cdots V_{1}\left(\boldsymbol{\theta}_{1}\right) U_{1}(x) V_{0}\left(\boldsymbol{\theta}_{0}\right), \tag{3.62}
\end{equation*}
$$

where the encoding gates are $U_{l}(x)=\exp \left(-i x P_{l}\right), P_{l} \in\{X / 2, Y / 2, Z / 2\}$ are Pauli rotations. The eigenvalues of every Pauli matrix are eigvals $\left(P_{l}\right)=\left\{ \pm^{1} / 2\right\}$, so by the definition (3.50), the frequency spectrum associated to any such matrix is

$$
\begin{equation*}
\Omega\left(P_{l}\right)=\left\{\lambda_{k}-\lambda_{l} \mid \forall \lambda_{k}, \lambda_{l} \in\{ \pm 1 / 2\}\right\}=\{-1,0,1\}, \quad P_{l} \in\{X, Y, Z\} \times \frac{1}{2} . \tag{3.63}
\end{equation*}
$$

When $L$ encoding gates $U_{l}(x)$ are used load the data, the total spectrum (3.60) will be

$$
\begin{align*}
\Omega & =\Omega\left(P_{1}\right)+\ldots+\Omega\left(P_{L}\right)=\left\{\omega_{1}+\cdots+\omega_{L} \mid \omega_{1} \in \Omega\left(P_{1}\right), \ldots, \omega_{L} \in \Omega\left(P_{L}\right)\right\} \\
& =\left\{\omega_{1}+\cdots+\omega_{L} \mid \omega_{i} \in\{-1,0,1\}\right\}  \tag{3.64}\\
& =\{-L,-(L-1), \ldots,-1,0,1, \ldots, L-1, L\},
\end{align*}
$$

The size of the spectrum $|\Omega|=2 L+1$ directly depends on the number of times the input $x$ appears in the circuit, as each Pauli encoding gate effectively increases the accessible frequency spectrum by adding higher order integer frequencies.

Noteworthy, an integer-valued spectrum is a general feature of Pauli encodings, which is due to their generators having eigenvalues $\pm^{1 / 2}$. Indeed, this also holds for the more complicated case of multivariate inputs and multiple qubits: whenever Pauli rotations are used to encode the data $\boldsymbol{x} \in \mathbb{R}^{d}$ in the quantum circuit, the generated spectrum is integer-valued $\boldsymbol{\omega} \in \Omega \subset \mathbb{Z}^{d}$.
$\square=$ Data encoding $U(\boldsymbol{x}) \quad \square=$ Trainable ansatz $V_{l}\left(\boldsymbol{\theta}_{l}\right)$


Figure 3.6: Data reuploading quantum circuit in the form of Quantum Neural Network (3.66), consisting of multiple layers of encoding gates $U(\boldsymbol{x})$ and trainable unitaries $V(\boldsymbol{\theta})$. Leveraging on the Fourier analysis developed so far (3.47), we know that the data encoding blocks define which frequencies $\left\{\omega_{i}\right\}$ are accessible by the quantum neural network, while the variational unitaries control the coefficients $\left\{c_{i}\right\}$ of the Fourier expansion. This figure is a custom reproduction of Fig. 1 in [269].

Finally, given the spectrum (3.64), the action of a data reuploading single-qubit quantum circuit using Pauli encodings can then be expressed as

$$
\begin{equation*}
f_{\boldsymbol{\theta}}(x)=\sum_{n=-L}^{L} c_{n}(\boldsymbol{\theta}) e^{-i n x}, \tag{3.65}
\end{equation*}
$$

which is a truncated Fourier series of degree $L$ of the input data $x$.
With a little imagination, one can convince himself that an equivalent result can be obtained also for higher-dimensional inputs on bigger circuits with multiple qubits. Essentially, whenever a data coordinate $x_{i}$ is encoded in the circuit, more frequencies of that coordinate appear in the Fourier expansion of the circuit (3.47).

In conclusion, one can design the frequency spectrum accessible by the circuit by changing the data encoding strategy, namely the number of encoding gates per coordinate and their generators. The size of the accessible spectrum, hence the complexity of the Fourier expansion, depends uniquely on the data encoding strategy, and by considering different eigenvalues of the encoding generators one can create rather different frequency spectrum [232, 276].

### 3.3.2.3 Quantum Neural Networks

We have just seen that uploading the data multiple times inside a circuit is of paramount importance to enrich the class of functions that a quantum machine learning model can express.

Building on such intuition, a class of quantum models that appeared prominently in the literature are so-called Quantum Neural Networks (QNNs). Although this term is also often used to indicate
any variational quantum circuit using a machine learning jargon, it seems reasonable to indicate with quantum neural networks specifically those parameterised circuits which depend on data (see definition 3.2) and that use a repeated structure of encoding and variational layers to add input redundancy, thus increasing the expressivity of the model. More formally, QNNs usually take the following form

$$
\begin{equation*}
U_{\boldsymbol{\theta}}(\boldsymbol{x})=\prod_{l=1}^{L} U(\boldsymbol{x}) V_{l}\left(\boldsymbol{\theta}_{l}\right) \tag{3.66}
\end{equation*}
$$

which is a repeated structure of data encoding blocks $U(\boldsymbol{x})$ and trainable operations $V_{l}(\boldsymbol{\theta})$, and $L$ is the number of layers in the quantum neural networks. A graphical representation of this circuit is shown in Fig. 3.6.

Such circuital architectures made of repeated layers of similar operations make them similar to how feed-forward neural networks 3.3 are built, and thus "justifies" the name quantum neural networks. Needless to say, classical and quantum neural networks are completely different objects, with different properties and corresponding hypothesis classes, and such juxtaposition only holds on at a conceptual level.

### 3.3.3 Generalization of QML models

We have just shown that the action of a parameterised quantum model can be written concisely in closed form as a truncated Fourier series. Such a formulation is very helpful because it exposes the class of functions that the quantum model can implement, and we can thus use the formalism of statistical learning not only to define the hypothesis class implemented by data-reuploading circuits, but also derive statements about their generalisation performances. Indeed, in this section we give an example of how concepts from classical statistical learning can be applied to characterise quantum learning models, thus hinting at the fruitful exchange that there can be between these two fields and consequently highlighting the multidisciplinary nature of subjects like quantum machine learning.

Let $\rho_{\boldsymbol{\theta}}(\boldsymbol{x})=U_{\boldsymbol{\theta}}(\boldsymbol{x})|\mathbf{0}\rangle\langle\mathbf{0}| U_{\boldsymbol{\theta}}(\boldsymbol{x})^{\dagger}$ be the quantum state generated by a data-reuploading quantum circuit satisfying the assumptions of Th. 3.1, and $O$ the observable estimated on such state. The hypothesis class implemented by such quantum neural network is

$$
\begin{equation*}
\mathcal{M}_{\mathrm{QNN}}=\left\{\boldsymbol{x} \mapsto f(\boldsymbol{x})=\operatorname{Tr}\left[O \rho_{\boldsymbol{\theta}}(\boldsymbol{x})\right]=\sum_{\boldsymbol{\omega} \in \Omega} c_{\boldsymbol{\omega}} e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}} \mid\left\{c_{\boldsymbol{\omega}}\right\} \boldsymbol{\omega} \text { such that }|f(\boldsymbol{x})| \leq\|O\|_{\infty}\right\} \tag{3.67}
\end{equation*}
$$

where the constraint on the coefficients is a consequence of the output of the circuit being the expectation value of an observable, which is upper bounded by its largest eigenvalue

$$
\begin{equation*}
|\langle O\rangle|=|\operatorname{Tr}[O \rho]| \leq\|\rho\|_{1}\|O\|_{\infty}=\|O\|_{\infty} \tag{3.68}
\end{equation*}
$$

where we used Hödler's inequality to upper bound the expectation value in term of the Shatten p-norms $\|\cdot\|_{p}$ of the operators ${ }^{9}[30,315]$, and $\|\rho\|_{1}=1$ because it is a density matrix, and $\|O\|_{\infty}:=$ $\left.\max \left\{\left|o_{i}\right|\left|O=\sum_{i} o_{i}\right| o_{i}\right\rangle\left\langle o_{i}\right|\right\}$ is the maximum absolute eigenvalue of the observable.

[^18]As shown and discussed in Appendix B.1, the hypothesis class $\mathcal{M}_{\mathrm{QNN}}$ can be further simplified, so much so that it can be interpreted as a classical linear model (3.26) using a specific Fourier-like feature map. Indeed, a data-reuploading QNN can be equivalently rewritten as

$$
\begin{equation*}
\mathcal{M}_{\mathrm{QNN}}=\left\{\boldsymbol{x} \mapsto f(\boldsymbol{x})=\boldsymbol{w}_{\boldsymbol{\theta}} \cdot \boldsymbol{\phi}(\boldsymbol{x}) \mid \boldsymbol{w}_{\boldsymbol{\theta}}, \boldsymbol{\phi}(\boldsymbol{x}) \in \mathbb{R}^{|\Omega|},\left\|\boldsymbol{w}_{\boldsymbol{\theta}}\right\|_{2} \leq 2\|O\|_{\infty}\right\} \tag{3.70}
\end{equation*}
$$

where $\boldsymbol{w}_{\boldsymbol{\theta}} \in \mathbb{R}^{|\Omega|}$ are parameters that depend in a highly non-trivial way on the trainable parameters $\boldsymbol{x}$, and $\boldsymbol{\phi}: \mathcal{X} \rightarrow \mathbb{R}^{\Omega}$ is a feature map that takes an input $\boldsymbol{x}$ and maps it to a larger vector whose entries are Fourier features of the input, see Eq. (B.32). Essentially, this formulation tells us that data-reuploading quantum circuits can be seen as "linear" models in the Fourier features.

Interestingly, now that the hypothesis class is in the form of a classical "linear" model, one can use the results from classical statistical learning to characterise the generalisation performances of a data-reuploading quantum neural network. Indeed, as proved in Appendix. B. 1 by adapting results for classical linear models, one can derive generalisation bounds of the form (3.12) also for data-reuploading circuits. In fact, using the concepts and notation introduced earlier in Sec. 3.2.1.5, one can prove the following theorem.

Theorem 3.2-Generalisation Bound for Quantum Neural Networks (see also Theorem 6
in Ref. (53)). Be $\mathcal{Z}=\mathcal{X} \times \mathcal{Y} \subset[0,2 \pi]^{d} \times \mathbb{R}$ a data space of inputs and outputs. Consider a data reuploading quantum circuit whose encoding scheme generates an integer-valued spectrum $\Omega$, whose model class is $\mathcal{M}_{\mathrm{QNN}}:=\left\{\boldsymbol{x} \mapsto \operatorname{Tr}[\rho(\boldsymbol{x} ; \boldsymbol{\theta}) O]=\sum_{\boldsymbol{\omega} \in \Omega} c_{\boldsymbol{\omega}} e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}}\right\}$. Be $\ell: \mathbb{R} \times \mathbb{R} \rightarrow[0, c]$ an $L$-Lipschitz loss function and define $\mathcal{G}_{\mathrm{QNN}}:=\left\{z=(x, y) \mapsto \ell(h f(x), y) \mid f \in \mathcal{M}_{\mathrm{QNN}}\right\}$. For any $\delta>0$ and probability measure $\mathcal{D}$ over $\mathcal{Z}$, with probability at least $1-\delta$ over the drawn of a training set $S \in \mathcal{Z}^{m}$ of size $m$, for all $g \in \mathcal{G}_{\mathrm{QNN}}$ :

$$
\begin{equation*}
L_{\mathcal{D}}(g)-L_{S}(g)<4\|O\|_{\infty} L \sqrt{\frac{|\Omega|}{m}}+3 c \sqrt{\frac{\log 2 / \delta}{2 m}} \tag{3.71}
\end{equation*}
$$

A complete derivation of Theorem 3.2 can be found in Appendix B.1, where we first show how to use Rademacher complexity to prove a generalisation bound for classical linear models, and then show how this result directly translates to data-reuploading quantum neural networks [193]. Various encoding-dependent generalisation bounds, like the one reported in Theorem 3.2, were first proved in ref. [53], where the authors use different measures of complexity (Rademacher Complexity and Covering Numbers) to discuss generalisation performances of data-reuploading circuits. We remark that, even though our derivation is based on the Rademacher complexity to measure the complexity of the model, the derivation reported in Appendix B. 1 follows an arguably simpler and more straightforward strategy, based on the realisation that quantum neural networks can be seen as linear models in a Fourier space (3.67).

The gist of the generalisation bound (3.71) is to show that the generalisation error, namely the difference between the expected (test) error and the empirical (training) error scales as

$$
\begin{equation*}
\text { Generalisation Error of } \mathrm{QNN} \leq \mathcal{O}\left(\sqrt{\frac{|\Omega|}{m}}\right) \tag{3.72}
\end{equation*}
$$

that is, if the Fourier spectrum $\Omega$ of the circuit is too large (which corresponds to a high complexity of the model) then there are poor guarantees that the model will generalise. However, as expected, an increased training set size $m$ helps in overcoming the issue.

The generalisation bound (3.71) is specific to data-reuploading quantum circuits that admit a Fourier representation, where a strong accent is posed on the accessible spectrum defined by the data encoding strategy. However, many other results have appeared in the quantum machine literature aiming at characterising the complexity and generalisation performances of quantum models. Examples are works dedicated to the study of the complexity and performances of linear (implicit
or explicit) variational models [86, 121, 141, 170], based on a quantum information-theoretic approach linking the generalisation performances of a quantum model to the mutual information between the data-embedded quantum states and the classical data space [19], or generalisation bounds based on the Fisher information [4]. An extended discussion of such results is far beyond the scope of the present work, but we refer to [53] for a concise summary of recent results on the generalisation of quantum machine learning models.

### 3.3.4 The power of quantum machine learning

Part, if not all, of the reasons for the great success of classical machine learning, is that these methods perform incredibly well in practice and across a wide variety of domains, even reaching super-human performances in some cases. Although the theory behind learning models is rich, interesting and far from being completely understood, it is the practical benefits that drive the adoption of these learning models for data-intensive tasks.

One would then expect (near-term) quantum machine learning to hold these promises and even surpass its "ordinary" classical counterpart in terms of performance. However, despite much recent effort in exploring this topic, the question regarding the power of quantum machine learning model is still far from being settled, with no clear signs of quantum advantage. However, some investigations point out directions where a quantum advantage of some sort could be attained.

In terms of model complexity, quantum neural networks were shown to be richer than classical neural networks of comparable size [4], thus hinting at a possible way to ensure an advantage. However, not only theoretical analysis on the capacity of learning models does not directly translate to practical benefits, but generalisation bounds of the form (3.12) suggest care when using complex models, as these can incur in generalisation performances. Moreover, we have seen that data reuploading circuits essentially are to truncated Fourier series in disguise, and thus admit a simple and fully classical interpretation. Consequently, authors in ref. [261] underline how quantum advantages with these models can only be achieved at training rather than prediction time, since a surrogate classical model mimicking the prediction of the quantum circuit can be constructed efficiently via a discrete Fourier transform ${ }^{10}$.

Regarding quantum kernel methods, authors in ref. [141] show that there may be cases where these methods have lower prediction error than their classical counterparts, at least on some engineered datasets, as discussed also in [185]. Specifically, based on the available training data, the authors introduce a geometric test between the kernel functions implemented by the quantum and classical models to check whether there is room for a quantum advantage. If such geometric difference is small, then classical methods will perform similarly or even better. If, on the other hand, the geometric difference is large, then one can construct classification tasks (training data and labels) on which quantum models have better prediction errors.

As for quantum data, that is allowing for the possibility of storing and processing quantum information coming for example from experiments, quantum-native learning models can be shown to perform better than classical ones [59, 140, 141, 143], even though classical algorithms learning on data can still perform well, better than classical non-learning procedures, when given access to quantum datasets $[141,142]$. At last, regarding quantum machine learning applications for classical data on future fault-tolerant quantum computers, there are hopes that QML could provide polynomial speedups for algebra-based subroutines [59].

Researchers should not be discouraged by the lack of clear advantages, both because the study

[^19]of quantum machine learning is inherently interesting from a theoretical point of view [265], and because the field is still in its early stages and there is much work to be done to fully understand and harness the power of quantum algorithms for machine learning. As was the case for classical machine learning, it took many decades and several "winter periods" to transform the first proposals of learning algorithms in the 1950 [255] into today's surprisingly powerful artificial intelligence models. With the strong hope for a shorter incubation period, in the coming years it will be interesting to see how the field develops and if quantum machine learning can live up to its potential.

### 3.4 Conclusions

In this chapter, we have gone through a long journey about classical and quantum learning models. We have started with a general definition of quantum machine learning, the topic of the chapter and this entire thesis work, and we argued that different declinations of this field exist, thus explaining the four-fold way of QML 3.1. Moreover, we underlined our focus here is on near-term applications of quantum machine learning based on variational quantum algorithms, especially for analysing classical data.

We then moved to laying the basics of classical machine learning, introducing the main concepts and tools and discussing two common models, namely linear models and kernel methods, and neural networks. With these tools, we proceeded to the main part of this chapter where we discussed examples of quantum machine learning models, showing how they relate to their classical counterparts. Moreover, we showed how results from classical statistical learning theory can be applied also to quantum models, which is a very helpful tool to characterise their performances. At last, we concluded with a birds-eye view of state-of-the-art QML, talking over how and where quantum computers could bring advantages for learning tasks.

In the following chapters, we will present explicit examples of variational algorithms implementing machine learning models, starting from models of quantum neurons and also showing how these can be applied to analyse data from real use cases. Then, we will discuss the entanglement properties of common parameterized quantum neural networks clinging on the relation between randomness and simulability of the circuit, and finally mention a technique that is not directly related to quantum machine learning, but can be used to mitigate the noise happening in quantum measurement procedures.
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In this chapter ${ }^{1}$ we discuss a newly introduced model for a quantum perceptron, that is a quantum algorithm mimicking the behaviour of a classical neuron, the building block of artificial neural networks, see Sec. 3.2.2.2. Specifically, we show how the design for the implementation of a previously introduced quantum artificial neuron [293], which fully exploits the use of superposition states to encode binary valued input data, can be further generalised to accept continuous- instead of discrete-valued input vectors, without increasing the number of qubits. This further step is crucial to allow for a direct application of gradient descent-based learning procedures, which would not be compatible with binary-valued data encoding.

### 4.1 Introduction

Quantum computers hold the promise to greatly enhance the computational power of not-so-distant in future computing machines $[16,236]$. In particular, improving machine learning techniques by means of quantum computers is the essence of the thriving field of Quantum Machine Learning, as discussed in Sec 3.1. Several models for the quantum computing version of artificial neurons have been proposed $[50,163,168,268,293,302,319]$, together with novel quantum machine learning techniques implementing classification tasks [131, 262, 264], quantum autoencoders [171, 253], quantum convolutional networks [66, 134] and quantum Boltzmann machines [7, 330] to

[^20]give a non-exhaustive list. In this context, quantum signal processing leverages the capabilities of quantum computers to represent and elaborate exponentially large arrays of numbers, and it could be used for enhanced pattern recognition tasks, going beyond the capabilities of classical computing machines [159]. In these regards, the development of artificial Neural Networks dedicated for quantum computers [267] is of fundamental importance, due to the preponderance of this type of classical algorithms in image processing [252].

In the commonly accepted terminology of graph theory, (feed-forward) neural networks are directed acyclic graphs (DAG), that is a collection of nodes where information flows only in one direction, without any loop, as shown previously in Fig. 3.3. Each node is called artificial neuron, since it represent a very simplistic mathematical model for a natural neuron, and consists of an object that takes some input data, processes them using some internal parameters (weights), and eventually gives an output value. In their simplest form, these are called McCulloch-Pitts neurons [203] and only deal with binary values, while in the most common and most useful form, named Perceptrons [255], they accept real, continuously-valued inputs and weights.

Continuous inputs are not possible in conventional digital computers, and these are usually represented using bitstrings: for instance, a grey scale image pixel is rendered with integer numbers ranging from 0 to 255 using 8-bit binary strings. Some approaches propose to use a similar representation in quantum computers by assigning several qubits per value [175, 177, 183]. However, these approaches are particularly wasteful, especially in light of the fact that quantum mechanical wavefunctions can be inherently represented as continuously valued vectors.

Recent work has introduced a model for a quantum circuit that mimics a McCulloch-Pitts neuron [293], and in this chapter we generalise this model to the case of a quantum circuit that also accepts continuous-value input vectors. We thus present a model for a continuous quantum neuron which, as we shall see, can be used for pattern recognition in grey-scale images without the need to increase the number of qubits to be employed. This represents a further memory advantage with respect to classical computation, where an increase in the number of encoding bits is required to deal with continuous numbers. We employ a phase-based encoding, and show that it is particularly resilient to noise.

Differently from classical perceptron models, artificial quantum neurons as described, e.g., in Ref. [293] can be used to classify linearly non separable sets. In the continuously valued case, we thus harness the behaviour of our quantum perceptron model to show its ability to correctly classify several notable cases of linearly non separable sets. Furthermore, we test this quantum artificial neuron for digit recognition on the MNIST dataset [101], with remarkably good results. We further stress that the present generalisation of the binary-valued artificial neuron model is a crucial step towards the use of gradient descent-based optimisation techniques (see Eq. (3.10)) that cannot be applied to the oversimplified integer-valued McCulloch-Pitts neuron model.

### 4.2 Continuously valued quantum neuron model

Let us consider a perceptron model with real-valued input and weight vectors, respectively indicated with $\boldsymbol{i}=\left(i_{0}, \ldots, i_{d-1}\right)$ and $\boldsymbol{w}=\left(w_{0}, \ldots, w_{d-1}\right)$, with $i_{k}, w_{k} \in \mathbb{R}$. A schematic representation of a classical perceptron model is depicted in Fig. 4.1, whereas its mathematical formulation was already introduced previously in Eq. (3.35), and also discussed in detail for the case of binary McCulloch-Pitts neurons in Sec. 5.2 in the next chapter.

Similarly, we define a model of a quantum neuron capable of accepting continuously valued input and weight vectors, by extending a previous proposal for the quantum computing model of an artificial neuron only accepting binary valued input data [293], of which we give an extended review in the next Chapter 5. In order to encode data on a quantum state, we make use of a phase encoding. Given an input $\boldsymbol{\theta}=\left(\theta_{0}, \ldots, \theta_{d-1}\right)$ with $\theta_{i} \in[0, \pi]$, consisting of the classical data to be


Figure 4.1: Scheme of a classical perceptron model. The artificial neuron evaluates a weighted sum between the input vector, $\boldsymbol{i}$, and the weight vector, $\boldsymbol{w}$, followed by an activation function which determines the actual output of the neuron, see Eq. (3.35).
analyzed, we consider the vector:

$$
\begin{equation*}
\boldsymbol{i}=\left(e^{i \theta_{0}}, e^{i \theta_{1}}, \ldots, e^{i \theta_{d-1}}\right), \tag{4.1}
\end{equation*}
$$

which we will be referring to as the input vector in the following. For data not lying in the interval $[0, \pi]$ but more generally in $[a, b]$, a normalisation scheme can be used to transform the data in the appropriate range, for example $\theta_{i} \rightarrow \pi\left(\theta_{i}-a\right) /(b-a)$. Explicit examples will be given later. With the input vector in Eq. (4.1), we define the corresponding input quantum state of $n=\log _{2} d$ qubits

$$
\begin{equation*}
\left|\psi_{i}\right\rangle=\frac{1}{2^{n / 2}} \sum_{k=0}^{2^{n}-1} i_{k}|k\rangle, \tag{4.2}
\end{equation*}
$$

where the states $|k\rangle$ denote the computational basis states of $n$ qubits ordered by increasing binary representation, namely $|00 \ldots 0\rangle,|00 \ldots 1\rangle, \ldots,|11 \ldots 1\rangle$. Since we are dealing with an artificial neuron, we have to encode another vector, namely that of the weights $\boldsymbol{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{d-1}\right)$ with $\varphi_{i} \in[0, \pi]$, and the corresponding vector

$$
\begin{equation*}
\boldsymbol{w}=\left(e^{i \varphi_{0}}, e^{i \varphi_{1}}, \ldots, e^{i \varphi_{d-1}}\right) \tag{4.3}
\end{equation*}
$$

which in turn defines the weight quantum state

$$
\begin{equation*}
\left|\psi_{w}\right\rangle=\frac{1}{2^{n / 2}} \sum_{k=0}^{2^{n}-1} w_{k}|k\rangle . \tag{4.4}
\end{equation*}
$$

Note that (4.2) and (4.4) have the same structure, in that they consist of an equally weighted superposition of all the computational basis states, although with varying phases. By means of such encoding scheme, we can fully exploit the exponentially large dimension of the $n$ qubits Hilbert space, i.e., by only using $n$ qubits it is possible to encode and analyse data of dimension $d=2^{n}$. Due to global phase invariance, the number of actual independent phases is $2^{n}-1$, but this does not spoil the overall efficiency of the algorithm, as we will see. We also note that states of the form
$\frac{1}{2^{n / 2}} \sum_{i} e^{i \alpha_{i}}|i\rangle$, as those in (4.2) and (4.4), are known as locally maximally entanglable (LME) states, as introduced in [169].

Having defined the input and weight quantum states, their similarity is estimated by considering the inner product

$$
\begin{equation*}
\left\langle\psi_{w} \mid \psi_{i}\right\rangle=\frac{1}{2^{n}} \sum_{k, j=0}^{2^{n}-1} i_{k} w_{j}^{*}\langle j \mid k\rangle=\frac{1}{2^{n}} \boldsymbol{i} \cdot \boldsymbol{w}^{*}=\frac{1}{2^{n}}\left(e^{i\left(\theta_{0}-\varphi_{0}\right)}+\cdots+e^{i\left(\theta_{2^{n}-1}-\varphi_{2^{n}-1}\right)}\right), \tag{4.5}
\end{equation*}
$$

which corresponds to evaluating the scalar product between the input vector in Eq. (4.1) and the complex conjugate of the weight vector $\boldsymbol{w}^{*}$ in Eq. (4.3), thus implementing a similar processing of the classical perceptron algorithm. Since probabilities in quantum mechanics are represented by the squared modulus of wavefunction amplitudes, we consider $\left|\left\langle\psi_{w} \mid \psi_{i}\right\rangle\right|^{2}$, which can be calculated explicitly as (see App. C.1):

$$
\begin{equation*}
\left|\left\langle\psi_{w} \mid \psi_{i}\right\rangle\right|^{2}=\frac{1}{2^{n}}+\frac{1}{2^{2 n-1}} \sum_{i<j}^{2^{n}-1} \cos \left(\left(\theta_{j}-\varphi_{j}\right)-\left(\theta_{i}-\varphi_{i}\right)\right) \tag{4.6}
\end{equation*}
$$

One can easily check that $\left|\left\langle\psi_{w} \mid \psi_{i}\right\rangle\right|^{2}=1$ for $\theta_{i}=\varphi_{i} \forall i$, since the two states would coincide in such case. The trigonometric formula in Equation (4.6) represents the activation function implemented by the proposed quantum neuron. Even if it does not remind any of the activation functions conventionally used in classical machine learning techniques, such as the Sigmoid or ReLu functions shown in (3.39), its nonlinearity suffices to accomplish classification tasks, as we will discuss in the following sections.

### 4.2.1 Some properties: colour invariance and noise resilience

From Eq. (4.6), we define the activation function of the quantum artificial neuron as

$$
\begin{equation*}
f(\boldsymbol{\theta}, \boldsymbol{\varphi})=\left|\left\langle\psi_{w} \mid \psi_{i}\right\rangle\right|^{2} \tag{4.7}
\end{equation*}
$$

Keeping the weight vector $\boldsymbol{\varphi}$ fixed, suppose two different input vectors are passed to the quantum neuron, namely $\boldsymbol{\theta}$ and $\boldsymbol{\theta}^{\prime}=\boldsymbol{\theta}+\boldsymbol{\Delta}$, with $\boldsymbol{\Delta}=(\Delta, \ldots, \Delta)$. One can easily check that whatever the value of $\Delta$, both input vectors will give rise to the same activation function, that is $f(\boldsymbol{\theta}, \boldsymbol{\varphi})=$ $f\left(\boldsymbol{\theta}^{\prime}, \boldsymbol{\varphi}\right)$. Hence, two input vectors only differing by a constant, albeit real valued, quantity will be equally classified by such model of quantum perceptron. Hence, in the context of image classification, we can state that the present algorithm has a built-in colour translational invariance. This should not come as a surprise, since the activation function actually depends of the differences between phases. In fact, the artificial neuron tends to recognise as similar any dataset that displays the same overall differences, instead of perfectly coincident states.

Next, we assume that the input and weight vectors do coincide, but only up to some noise corrupting the input vector, such that $\boldsymbol{\theta}=\boldsymbol{\varphi}+\boldsymbol{\Delta}$, where $\boldsymbol{\Delta}=\left(\Delta_{0}, \Delta_{1}, \ldots, \Delta_{2^{n}-1}\right)$ represents the small variations, now assumed to be different on each coordinate. Substituting the above values in Eq. (4.7), we obtain

$$
\begin{equation*}
f(\boldsymbol{\theta}, \boldsymbol{\varphi})=f(\boldsymbol{\Delta})=\frac{1}{2^{n}}+\frac{1}{2^{2 n-1}} \sum_{i<j}^{2^{n}-1} \cos \left(\Delta_{j}-\Delta_{i}\right) \tag{4.8}
\end{equation*}
$$

For simplicity of calculation, assume the noise factors are distributed according to a uniform distribution in the interval $\Delta_{i} \sim \operatorname{Unif}[-a / 2, a / 2], a \in \mathbb{R}$. Then, the activation function averaged over the probability distribution of $\Delta_{i}$ can be calculated as (see App. C.2)

$$
\begin{equation*}
\mathbb{E}_{\Delta}[f(\Delta)]=\frac{1}{2^{n}}+\frac{2^{n}-1}{2^{n-1}}\left(\frac{1-\cos (a)}{a^{2}}\right) \tag{4.9}
\end{equation*}
$$

Input data lie in the interval $[0, \pi]$, thus a reasonable noise is of the order of a some small fraction of $\pi$, which implies $a<1$. Specifically, in the case of small noise, Eq. (4.9) reduces to

$$
\begin{equation*}
\mathbb{E}_{\boldsymbol{\Delta}}[f(\boldsymbol{\Delta})]=1-\frac{2^{n}-1}{2^{n}} \frac{a^{2}}{12}+\mathcal{O}\left(a^{4}\right) \quad \text { for } a \ll 1 . \tag{4.10}
\end{equation*}
$$

Thus, the output of the quantum neuron is only slightly perturbed by the presence of noise corrupting an input vector which would otherwise have a perfect activation. As shown in Appendix C.2, a similar result can be derived for any input vectors, not only those having perfect activation, and also for Gaussian -instead of uniform - noise. In this respect, one can find a more recent and comprehensive analysis on the effect of Gaussian noise on the parameters of variational quantum algorithms in Ref. [285].

Having outlined the main steps defining the quantum perceptron model for continuously valued input vectors, we now proceed to build a quantum circuit that allows implementing it on a qubitbased quantum computing hardware.

### 4.2.2 Quantum circuit model of a continuously valued perceptron

A quantum circuit implementing the quantum neuron model described above is schematically represented in Fig. 4.2. It consists of thee main parts: the first section of the circuit, denoted as $U_{i}$, transforms the initial quantum state $|\mathbf{0}\rangle=|0\rangle^{\otimes n}$ to the input quantum state $\left|\psi_{i}\right\rangle$ defined in Eq. (4.2); then the operation $U_{w}$ performs the inner product of Eq. (4.5) between the input and weight quantum state; and finally a multi-controlled CNOT gate targeting an ancillary qubit is used to extract the final result of the computation, namely Eq. (4.6). We now proceed by explaining in detail how each of these transformations can be implemented in practice.


Figure 4.2: Quantum circuit model of a perceptron with continuously valued input and weight vectors.

Data encoding The $U_{i}$ operation creates the quantum input state $U_{i}|\mathbf{0}\rangle=\left|\psi_{i}\right\rangle$ (4.2), and it can be implemented by means of a brute-force approach. First of all, we apply a layer of Hadamard gates, $H^{\otimes n}$, which creates the balanced superposition state $H^{\otimes n}|\mathbf{0}\rangle=|+\rangle^{\otimes n}$, with $|+\rangle=(|0\rangle+|1\rangle) / \sqrt{2}$. The quantum state $|+\rangle^{\otimes n}$ consists of the equally weighted superposition of all the states in the $n$-qubits computational basis, hence we can target each of them and add the appropriate phase to it in order to obtain the desired result (4.2). Such transformation is implemented by the diagonal (in the computational basis) unitary matrix

$$
U(\boldsymbol{\theta}):=\left[\begin{array}{cccc}
e^{i \theta_{0}} & 0 & \cdots & 0  \tag{4.11}\\
0 & e^{i \theta_{1}} & \cdots & \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & e^{i \theta_{2} n_{-1}}
\end{array}\right],
$$

whose action is to phase shift each state of the computational basis as $|i\rangle \rightarrow e^{i \theta_{i}}|i\rangle$, with phases $\theta_{i} \in \mathbb{R}$, that are (in general) independent from each other. One can decompose such overall unitary in smaller pieces

$$
\begin{equation*}
U(\boldsymbol{\theta})=\prod_{i=0}^{2^{n}-1} \tilde{U}_{i}\left(\theta_{i}\right) \tag{4.12}
\end{equation*}
$$

where each $U_{i}\left(\theta_{i}\right)$ acts as $\tilde{U}_{i}\left(\theta_{i}\right)|i\rangle=e^{i \theta_{i}}|i\rangle$, while leaving all the other states in the computational basis unchanged. These unitaries can be constructed with an appropriate combination of Pauli- $X$ gates and a multi-controlled phase shift gates, $C^{n-1} P(\theta)$, where the phase shift $P(\theta)=\operatorname{diag}\left(1, e^{i \theta}\right)$, was already introduced earlier in Tab. 2.1 while discussing single-qubit gates.

For example, suppose having $n=3$ qubits, and consider the state $|101\rangle$ to be phase shifted to $e^{i \theta_{3}}|101\rangle$. Such transformation can be achieved with the following quantum circuit

whose action is indeed $\tilde{U}_{3}\left(\theta_{3}\right)|101\rangle=e^{i \theta_{3}}|101\rangle$, while leaving all other states of the computational basis untouched. Iterating a similar gate sequence for each state of the computational basis $\{|i\rangle\}$, one eventually obtains the desired overall unitary operation $U(\boldsymbol{\theta})(4.11)$.

Summarising, we have shown how to build the data encoding quantum circuit $U_{i}$ that creates the quantum state $\left|\psi_{i}\right\rangle$ (4.2) by means of the operation $U_{i}|\mathbf{0}\rangle:=U(\boldsymbol{\theta}) H^{\otimes n}|\mathbf{0}\rangle=\left|\psi_{i}\right\rangle$, where the parameters $\boldsymbol{\theta}$ are the input classical data to be analysed (4.2).

Inner product The unitary $U_{w}$ can then be constructed in a similar fashion. First, one has to notice that the inner product $\left\langle\psi_{w} \mid \psi_{i}\right\rangle$ resides in the overlap between the quantum state $\left|\varphi_{i, w}\right\rangle:=$ $\left(U(\boldsymbol{\varphi}) H^{\otimes n}\right)^{\dagger}\left|\psi_{i}\right\rangle$ and the ground state $|\mathbf{0}\rangle$. In fact, by definition of $U(\boldsymbol{\phi})$ in Eq. (4.11), it holds that $U(\boldsymbol{\varphi}) H^{\otimes n}|\mathbf{0}\rangle=\left|\psi_{w}\right\rangle$ and thus the scalar product is given as

$$
\begin{equation*}
\langle\mathbf{0}| \overbrace{\left(U(\boldsymbol{\varphi}) H^{\otimes n}\right)^{\dagger}\left|\psi_{i}\right\rangle}^{\left.\left|\varphi_{i}\right\rangle\right\rangle}=\underbrace{\langle\boldsymbol{0}| H^{\otimes n} U(\boldsymbol{\varphi})^{\dagger}}_{\left\langle\boldsymbol{\psi}_{w}\right|}\left|\psi_{i}\right\rangle=\left\langle\boldsymbol{\psi}_{w} \mid \psi_{i}\right\rangle . \tag{4.13}
\end{equation*}
$$

Then, in order to extract the result, a final layer of Pauli- $X$ gates are applied to all encoding qubits, such that the desired coefficient now multiplies the state $|\mathbf{1}\rangle$ instead of $|\mathbf{0}\rangle$, namely

$$
\begin{equation*}
X^{\otimes n}\left|\varphi_{i, w}\right\rangle=\left|\widetilde{\varphi}_{i, w}\right\rangle=\sum_{k=0}^{2^{n}-2} c_{k}|k\rangle+c_{2^{n}-1}|11 \ldots 1\rangle \quad \text { with } \quad c_{2^{n}-1}=\left\langle\psi_{w} \mid \psi_{i}\right\rangle . \tag{4.14}
\end{equation*}
$$

Thus, by combining (4.13) and (4.14), one finds that the transformation $U_{w}$ of Fig. 4.2 actually consists in the quantum operations $U_{w}:=X^{\otimes n} H^{\otimes n} U(\boldsymbol{\varphi})^{\dagger}$.

Measurement-induced activation function By means of a multi-controlled $\mathrm{C}^{n}$ NOT, one can load the coefficient of interest $c_{2^{n}-1}$ on an ancillary qubit as follows

$$
\begin{equation*}
\mathrm{C}^{n} \mathrm{NOT}\left|\widetilde{\varphi}_{i, w}\right\rangle \otimes|0\rangle_{\text {ancilla }}=\sum_{k=0}^{2^{n}-1} c_{k}|k\rangle \otimes|0\rangle_{\text {ancilla }}+c_{2^{n}-1}|11 \ldots 1\rangle \otimes|1\rangle_{\text {ancilla }} . \tag{4.15}
\end{equation*}
$$

In fact, a final measurement of the ancilla qubit will yield result $|1\rangle$, interpreted as a firing neuron, with probability $p_{\text {out }}=\left|c_{2^{n}-1}\right|^{2}=\left|\left\langle\psi_{w} \mid \psi_{i}\right\rangle\right|^{2}=\left|\boldsymbol{i} \cdot \boldsymbol{w}^{*}\right|^{2} /\left(2^{2 n}\right)$, which is the quantum neuron activation function we introduced in Eq. (4.6).

We now make a few remarks before proceeding with the application of the proposed neuron model to practical learning tasks. First of all, we note that the input vector $\boldsymbol{i} \in \mathbb{C}^{d}(4.2)$ contains $d=2^{n}$ elements, while only $n+1$ qubits are required to implement the quantum neuron circuit in Fig. 4.3. Moreover, the additional ancillary qubit can be easily removed by performing a joint measurement on all $n$ qubits in the state $\left|\varphi_{i, w}\right\rangle$ of Eq. (4.13), and now considering the probability of measuring $|\mathbf{0}\rangle$ instead. However, since machine learning techniques yield their full potential when used with connected structures of multiple single neurons, and having in mind the idea of implementing a quantum version of a feedforward neural network, it is essential to have a model for which information can be easily transferred from a neuron to another. This can be accomplished by using an ancilla qubit per artificial neuron, as discussed in [295].

Regarding the time complexity, the number of operations required by this quantum circuit scales linearly with the dimension of the input vectors, but exponentially with the number of qubits. Indeed, the quantum circuit introduced above requires $\mathcal{O}(d) \equiv \mathcal{O}\left(2^{n}\right)$ operations to implement all the phase shifts necessary to build the LME states of Eq. (4.2). Depending of the relation between the input data, $\theta_{i} \in \boldsymbol{\theta} \in \mathbb{R}^{d}$, other preparation schemes involving less operations could be devised [169], and we refer to Appendix C. 3 for a more in-depth discussion of this topic.

Finally, it is worth noticing that due to the global phase invariance of quantum states and probabilities, the activation function in Eq. (4.6) can be recast as

$$
\begin{equation*}
\left|\left\langle\psi_{w} \mid \psi_{i}\right\rangle\right|^{2}=\frac{1}{2^{2 n}}\left|\sum_{i=0}^{2^{n}-1} e^{i\left(\theta_{i}-\varphi_{i}\right)}\right|^{2}=\frac{1}{2^{2 n}}\left|1+\sum_{i=1}^{2^{n}-1} e^{i\left(\tilde{\theta}_{i}-\tilde{\varphi}_{i}\right)}\right|^{2}, \tag{4.16}
\end{equation*}
$$

with $\tilde{\theta}_{i}=\theta_{i}-\theta_{0}, \tilde{\varphi}_{i}=\varphi_{i}-\varphi_{0}, \forall i \geq 1$. By exploiting this redefinition of the parameters, it is possible to implement the same activation function but employing fewer gates, and it is equivalent to leaving the state $|\mathbf{0}\rangle$ unchanged without associating any phase to it. Depending on the actual quantum hardware and data, further simplifications to the circuit could be obtained at compiling time. In Fig. 4.3, the scheme of a quantum circuit implementing the artificial neuron model is shown for the specific case involving $n=2$ qubits.


Figure 4.3: Circuital implementation of the continuous quantum neuron with $n=2$ qubits. The parameters are redefined as $\tilde{\theta}_{i}=\theta_{i}-\theta_{0}, \tilde{\varphi}_{i}=\varphi_{i}-\varphi_{0}$, as detailed in Eq. (4.16).

### 4.3 Results

The quantum neuron model introduced above is particularly suited to perform classification tasks involving gray-scale images. A gray-scale image consists of a grid of pixels whose intensities are usually represented by integer numbers in the range $[0,255]^{2}$, as shown below in Fig. 4.4.
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Figure 4.4: A grey-scale image with corresponding pixel intensities. This image can be encoded in the array $(255,170,85,0)$, ordered from top-left to bottom-right. Highest value of intensity (255) corresponds to a white pixel, while black pixels are associated to minimum (0) intensity.

Since we make use of a phase encoding, all inputs (and weights) of the artificial neuron should be normalised in an appropriate angular range, such as $[0,2 \pi]$. However, in this work we further restrict this domain for two important reasons. First, the values in $[0, \pi]$ and $[\pi, 2 \pi]$ are equivalent due to the periodicity in phase and the squared modulus in Eq. (4.6). Secondly, for the same reason, states with phase $\varphi=0$ or $\varphi=\pi$ yield the same activation function, which in turn means that images with inverted colours (obtained by exchanging white with black) would be recognised as equivalent by this perceptron model. Hence, to distinguish a given image from its negative, we further restrict the input and weight elements to lie in the range $[0, \pi / 2]$. Thus, an image such as the one reported in Fig. 4.4 is subject to the normalisation $(255,170,85,0) \rightarrow \boldsymbol{\theta}=\frac{\pi / 2}{255}(255,170,85,0)$, before using it as an input vector to be encoded into the quantum neuron model.

We implemented and tested the quantum perceptron model both on simulators using Qiskit [5] and also on superconducting real quantum hardware provided by IBM [145], and we now presents the results in what follows.

### 4.3.1 Testing the quantum neuron for image recognition tasks

To better appreciate the potentialities of the continuously valued quantum neuron, we analyse its performance in recognising similar images. Specifically, we fix the weight vector to $\boldsymbol{\varphi}_{\text {target }}=$ $(\pi / 2,0,0, \pi / 2)$ corresponding to the checkerboard pattern represented in the left panel of Fig. 4.5, and then generate a few random images to be used as inputs to the quantum neuron.

For each input, the circuit is executed with $n_{\text {shots }}=8192$ measurement shots to gather enough statistics to recover an accurate estimation of the activation function (4.15). With $m=30$ random generated images, the results of the classification are depicted in Fig. 4.5, which includes the analytic results, the results of numerical simulations obtained with the Qiskit QASM Simulator that simulates stochastic measurement outcomes, and finally the results obtained by executing the quantum circuits on the ibmqx2-yorktown real device (accessed in March 2020).

The images producing the largest activation are the ones corresponding to input vectors similar to the checkerboard-like weight vector, thus confirms the desired behaviour of the quantum neuron in recognising similar images. On the contrary, the images with lowest activation are similar to the negative of the target weight vector, as desired. Due to noise in the actual quantum processing device (see Sec. 2.1.6), the statistics of the outcomes from real experiments differ from either the simulated one and the analytic result. Nevertheless, the same overall behaviour can be easily recognised, thus showing that the quantum neuron model can be successfully implemented also on current quantum processors with reliable results, at least for such image recognition task.

### 4.4 Training the quantum neuron

As we extensively discussed in the previous chapters, in the machine learning jargon the process of finding the appropriate value for the weights to implement a given task is called training (or learning), and it is generally based upon an optimization procedure in which a cost function is minimised by some gradient descent technique (3.10). Ideally, the minimum of the cost function corresponds to the targeted solution.


Figure 4.5: Results of the image recognition task performed by a quantum artificial neuron, obtained by running the corresponding quantum circuit with either the Qiskit QASM Simulator backend, and with the ibmqx2-yorktown real quantum processor, and we also report the corresponding analytical values. The target weight vector $\boldsymbol{\varphi}_{\text {target }}$ is fixed, and $m=30$ random images are given as input vectors to the quantum artificial neuron. For each input, the corresponding quantum circuit is executed $n_{\text {shots }}=8192$ times. The checkerboard-like image corresponds to the target weight vector $\boldsymbol{\varphi}_{\text {target }}=(\pi / 2,0,0, \pi, 2)$, while the images displaying respectively largest and lowest activation are the ones labelled as ' 19 ' and ' 12 '. Input vectors labelled as ' 9 ' and ' 7 ' are examples of images with high and low activation, respectively.

A simple learning task for the proposed quantum neuron is to recognise a single given input. That is, starting from an input vector $\boldsymbol{\theta}_{\text {target }}$, we aim at finding a weight vector $\boldsymbol{\varphi}$ yielding an high activation. A naive yet efficient choice for the loss function driving the learning process is $L(\boldsymbol{\varphi})=\left(1-f\left(\boldsymbol{\theta}_{\text {target }}, \boldsymbol{\varphi}\right)\right)^{2}$, where $f\left(\boldsymbol{\theta}_{\text {target }}, \boldsymbol{\varphi}\right)$ is the activation function of the artificial neuron as in Eq. (4.7), $\boldsymbol{\theta}_{0}$ is the input vector, and $\boldsymbol{\varphi}$ is the trainable vector of the weights. Clearly, the minimum of the loss $L\left(\boldsymbol{\varphi}_{\text {opt }}\right)=0$ is achieved when the quantum neuron has full activation, that is $f\left(\boldsymbol{\theta}_{\text {target }}, \boldsymbol{\varphi}_{\text {opt }}\right)=1$. Since the activation function implemented by the quantum perceptron is given in Eq. (4.6), we know that a perfect activation can be obtained when the input and weight vectors are exactly coincident, $\boldsymbol{\varphi}_{\text {opt }}=\boldsymbol{\theta}_{\text {target }}$, although other solutions may do equivalently well.

In our experiments, the minimization process is driven by the Simultaneous Perturbation Stochastic Approximation (SPSA) [287] algorithm, which is built for optimization processes characterized by the presence of noise and is thus particularly effective in the presence of probabilistic measurement outputs. Indeed, we implement all training procedures in the presence of shot noise by simulating the quantum neuron circuits with Qiskit qasm_simulator.

In Fig. 4.6 we report the training results for the the task of recognising the input vector $\boldsymbol{\theta}_{\text {target }}=(\pi / 5,0, \pi / 3,0.1)$, whose equivalent grey-scale representation is shown in panel 4.6b. As expected, the cost function is readily minimised by varying the weight vector, and it rapidly converges to values close to zero after a few iteration steps. In this case, the minimum of the loss is achieved at $\boldsymbol{\varphi}_{\text {final }}=(1.03,0.19,1.47,0.61)$, whose grey-scale representation is plotted in Figure 4.6 b. Even though the input and weight vector are not numerically equivalent, we see that the final weight image actually looks very much like the target one. In fact, the two images retain almost the same shades of grey, with the optimised one being a bit shifted towards the brightest end of the spectrum. This is in agreement with the discussion in Sec. 4.2.1 regarding colour invariance, where we noticed that the neuron is blind to overall colour shifts.


Figure 4.6: Training the quantum neuron to recognise an input pattern. (a) Minimisation of the cost function $\mathcal{L}(\boldsymbol{\varphi})=\left(1-f\left(\boldsymbol{\theta}_{\text {target }}, \boldsymbol{\varphi}\right)\right)^{2}$, as a function of the training steps using the SPSA optimiser and simulating the quantum circuits with Qiskit qasm_simulator. (b) Images corresponding to the target input vector $\boldsymbol{\theta}_{\text {target }}$, the randomly initialised starting weight vector $\boldsymbol{\varphi}_{\text {start }}$, and the one obtained at the end of the optimisation procedure $\boldsymbol{\varphi}_{\text {final }}$.

### 4.4.1 Classification tasks

We now move our attention to classification tasks, where we want the neuron to assign a given desired label to an input. Specifically, we consider supervised binary classification problems ${ }^{3}$, where training inputs $\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{m}$ are associated to binary labels, $\left\{y_{i}\right\}_{i=1}^{m}, y_{i} \in\{0,1\}$, and the artificial neuron is asked to reproduce such mapping between inputs and labels.

In order to implement a binary dichotomy with a perceptron model, it is common practice to introduce a threshold value $t$, such that if the activation of the neuron is higher than $t$, then the output of the neuron is 1 , and it is 0 otherwise. Formally, given an input $\boldsymbol{\theta}_{i}$ and weight vector $\boldsymbol{\varphi}$, the label $\hat{y}_{i}$ predicted by the quantum neuron is

$$
\tilde{y}_{i}(\boldsymbol{\varphi})= \begin{cases}1 & \text { if } f\left(\boldsymbol{\theta}_{i}, \boldsymbol{\varphi}\right)>t  \tag{4.17}\\ 0 & \text { otherwise }\end{cases}
$$

where $f\left(\boldsymbol{\theta}_{i}, \boldsymbol{\varphi}\right)$ is the activation of the neuron (4.6). Note that the the threshold $t$ is actually a hyperparameter for our model, and in the following simulations it was heuristically optimized in order to achieve the best classification accuracy.

As with any supervised learning task, the training process is driven by empirical risk minimisation (3.4), where in this case we picked as a loss function an Mean Squared Error like distance between the correct label from the one predicted by the artificial neuron, namely

$$
\begin{equation*}
L(\boldsymbol{\varphi})=\frac{1}{m} \sum_{i=1}^{m}\left(y_{i}-\tilde{y}_{i}(\boldsymbol{\varphi})\right)^{2} \tag{4.18}
\end{equation*}
$$

where $m$ is the number of samples in the training set, $y_{i}$ is the correct label associated to input data $\boldsymbol{\theta}_{i}$, and $\hat{y}_{i}(\boldsymbol{\varphi})$ is the label predicted by the neuron according to the decision rule (4.17). We now proceed discussing two specific classification tasks on which the quantum neuron was tested.

### 4.4.1.1 Classification of two-dimensional data

As a first example, we considered a classification problem of the form $\left\{\left(\boldsymbol{\theta}_{i}, y_{i}\right)\right\}_{i=1}^{m}$, in which inputs $\boldsymbol{\theta}_{i}=\left(\theta_{1}^{(i)}, \theta_{2}^{(i)}\right) \in[0, \pi / 2]^{2}$ are two dimensional input data, and $y_{i} \in\{0,1\}$ their labels, indicated by red $(y=0)$ and blue $(y=1)$ dots in Fig. 4.7. Since the data are two dimensional we only need a

[^22]single qubit to encode the information in the quantum state, and also in this case all simulations were performed using Qiskit qasm_simulator, thus taking into account the statistical noise due to finite number of shots.

The panel 4.7 a shows the data samples in the training set, while those shown in panel 4.7 b are those in the test set, along with the decision boundary that the quantum neuron learnt at the end of the optimisation procedure. The cost function in Eq. (4.18) is minimised using the SPSA optimiser and its behaviour is reported in Fig. 4.7c. Training proceeds towards a minimum of the empirical loss, and, as shown in Fig. 4.7b, at the end of training the optimised neuron implements a perfect classification also on the test set.


Figure 4.7: Classification of two dimensional data. (a) Input data used as training set. (b) Test set and decision boundary implemented by the optimised quantum neuron at the end of the learning procedure. The threshold used in the decision rule (4.17) is set to $t=0.95$. (c) Optimisation with the SPSA optimiser run on Qiskit qasm_simulator.

### 4.4.1.2 Classification of non separable data using a bias

We have just seen that a single neuron is capable of classifying some type of two dimensional data, but this procedure is not guaranteed to succeed on more structured dataset. Indeed, for a classification task with the data shown Fig. 4.8a, the single-qubit encoding of the previous model is not enough.


Figure 4.8: Classification of two dimensional circles. (a) Input data used as the training set. (b) Test set and decision boundary implemented by the optimised neuron at the end of the learning procedure. The threshold used in this example is $t=0.95$, and the bias $b=0.25$. (c) Optimisation by the SPSA optimiser run on the QASM Simulator. Each iteration in the optimisation procedure was performed calculating the loss over a batch of just 20 samples instead of the full training dataset, which explains why the error is not smooth but presents several spikes.

However, such a problem can be tackled successfully by a quantum neuron using two qubits,
which allows for additional degrees of freedom and thus increased expressivity. In fact, with $n=2$ qubits it is possible to encode $2^{2}=4$ parameters on the quantum states of interest: one can be kept fixed to zero ${ }^{4}$, two of these are used to encode the actual input data to be analysed, and the last free parameter can be interpreted as a bias term, to be tuned accordingly to ensure good performances.

Thus, a convenient encoding scheme is to consider a two-qubit quantum neuron whose input vectors are four-dimensional vectors of the form $\boldsymbol{\theta}=\left(0, \theta_{1}, \theta_{2}, 0\right)$, and the weight vector is given by $\boldsymbol{\varphi}=\left(0, \varphi_{1}, \varphi_{2}, b\right)$, where $b$ denotes the bias term, which in our simulations is an hyperparameter that we choose heuristically. In Fig. 4.8 we show the results of training such model by minimising the empirical risk (4.18) on the training data shown in panel (a). After the learning procedure, reported in Fig. 4.8c, the neuron learns a decision boundary that achieves perfect score also on the test set, as shown in Fig. 4.8b.

### 4.4.2 MNIST dataset

As a concluding example, we briefly discuss how the proposed quantum neuron model could be used to analyse the widely known MNIST dataset [179], which is a set containing 70.000 gray-scale images of digits, from zero to nine. For simplicity, we limit our analysis to only images of zeros and ones, of which we show two examples in the left panel of Fig. 4.9. Note that each image in the MNIST dataset is composed of $28 \times 28$ pixels, which is not of the form $2^{n / 2} \times 2^{n / 2}$ required to be encoded on the quantum state of an artificial neuron of $n$ qubits, admitting $d=2^{n}$ input data. Thus, we preprocess the images by adding a number of white pixels so that modified images have dimension $32 \times 32$ pixels, which can be given as inputs to a quantum neuron of $n=10$ qubits.


Figure 4.9: Application of the quantum neuron on the MNIST dataset. (a) Examples of a ' 0 ' and a ' 1 ' drawn from the MNIST dataset. (b) Matrix containing the fidelities of some samples of "one" and "zero" images taken from the MNIST dataset, evaluated with the activation function in Eq. (4.6) and implemented by our quantum neuron model.

The focus of the analysis is to check whether the activation function implemented by the proposed model (4.6) is effective at discriminating between the encoded images of zeros and ones. With this goal in mind, one way to proceed is to fix the weight vector of the artificial neuron to a sample of a ' 1 ' selected from the MNIST dataset, and then calculate the activation function of the neuron when other images of zeros and ones are fed as inputs. By using such a quantum neuron with the decision rule in Equation (4.17) with threshold set to $t=0.85$, the cost function (4.18) evaluated on a set of $m=2060$ images amounts to $L \sim 0.02$, implying a remarkably good classification

[^23]accuracy of $98 \% \%^{5}$. Moreover, in the right panel of Fig. 4.9, we also report the activation function obtained for several pairs on zeros and ones. According to the artificial neuron, ones are more similar to each other with respect to the zeros, as the fidelities are higher generally much higher (top left corner of the matrix). Even if classical machine learning techniques can easily yield a classification accuracy above $99 \%$, the present results show a remarkable degree of precision, also considering that in this particular example just a single quantum neuron has been used for the classification.

In addition, we also tested a training-based procedure in which each image in the MNIST dataset is first compressed to a $4 \times 4$ image by means of a mean pooling filter that aggregates values of neighbouring pixels to a single value, and then passed to the neuron. After training, the neuron reaches a best accuracy of about $80 \%$, which, although far from perfect, shows the potential of the activation function implemented by the quantum neuron to be used also for recognition of complex patterns, such as numerical digits.

Our quantum neuron model performs well when compared with other proposed quantum algorithms for the classification of the MNIST dataset. In fact, alternative algorithms have been proposed for this task, some of them using a hybrid classical-quantum approach, such as leveraging well established classical pre/post processing of data through classical machine learning techniques [5, 160]. These hybrid approaches may yield higher (although comparable) classification accuracy when compared to our quantum neuron model. However, we emphasise that in our case the artificial neuron model is fully quantum in nature. When compared to other works [41, 101] using only quantum resources and reporting accuracies of the order of $85 \%$ to $98 \%$, our model seems to yield comparable or better results.

### 4.5 Conclusions

We have reported on a novel quantum algorithm allowing to implement a generalised perceptron model on a qubit-based quantum device that accepts and analyses continuously valued input data. The proposed algorithm is translated into a quantum circuit model to be readily run on existing quantum hardware. It takes full advantage of the exponentially large Hilbert space available to encode input data on the phases of large superposition states, known as locally maximally entanglable (LME) states. These LME states can be constructed with a bottom-up approach, by imprinting each single phase separately. However, it should be stressed that alternative and possibly more efficient strategies could directly yield such states as ground states of suitable Hamiltonians, or as stationary states from dissipative processes [169].

The proposed continuously valued quantum neuron proves to be a good candidate for classification tasks and pattern recognition involving grey-scale images. In particular, the activation function implemented by the quantum neuron yields very high accuracy in the order of $98 \%$ when used to discriminate between images of zeros and ones from the MNIST dataset, thus indicating the ability to distinguish also complex patterns. Moreover, thanks to the phase encoding, the neuron can leverage a built-in "colour translational" invariance, as well as significant noise resilience.

A further step would be to consider multiple layers of connected quantum neurons to build a continuous quantum feed-forward neural network, as proposed in [295] for binary-valued quantum neurons. Another important investigation is the design of approximate methods to perform the weight unitary transformation in a way which scales more favourably with the number of encoding qubits, a topic which is at the core of the following Chapter 5. Moreover, in Chapter 6 we will discuss how the application of phase encoding to other quantum machine learning techniques, namely quantum autoencoders.
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In this chapter ${ }^{1}$, we first review a series of recent works describing the implementation of artificial neurons and feed-forward neural networks on quantum processors, and subsequently present an original realisation of efficient individual quantum nodes based on variational unsampling protocols. While keeping full compatibility with the overall memory-efficient feed-forward architecture, our constructions effectively reduce the quantum circuit depth required to determine the activation probability of single neurons upon input of the relevant data-encoding quantum states. This suggests a viable approach towards the use of quantum neural networks for pattern classification on near-term quantum hardware.

### 5.1 Introduction

This chapter is dedicated to the study and improvement of a recently proposed quantum algorithm implementing the activity of binary-valued artificial neurons for classification purposes, whose generalisation to continuous variables was the topic of the previous chapter 4.

Although formally exact, this algorithm for a quantum neuron in general requires quite large circuit depth for the analysis of the input classical data. To mitigate for this effect we introduce a variational learning procedure, based on quantum unsampling techniques, aimed at critically reducing the quantum resources required for its realisation. Indeed, we investigate different learning strategies involving global and local layer-wise cost functions, and we assess their performances also in the presence of statistical measurement noise. By combining memory-efficient encoding

[^25]schemes and low-depth quantum circuits for the manipulation and analysis of quantum states, the proposed methods suggest a practical route towards problem-specific instances of quantum computational advantage in machine learning applications.

### 5.2 A model of quantum artificial neurons

The simplest formalisation of an artificial neuron can be given following the classical model proposed by McCulloch and Pitts [203]. In this scheme, a single node receives a set of binary inputs $\left\{i_{0}, \ldots, x_{d-1}\right\} \in\{-1,1\}^{d}$, which can either be signals from other neurons in the network or external data. The computational operation carried out by the artificial neuron consists in first weighting each input by a synapse coefficient $w_{j} \in\{-1,1\}$ and then providing a binary output $y \in\{-1,1\}$ denoting either an active or rest state of the node determined by an integrate-and-fire response

$$
y= \begin{cases}1 & \text { if } \sum_{j} w_{j} x_{j} \geq t  \tag{5.1}\\ -1 & \text { otherwise }\end{cases}
$$

where $t$ represents some predefined threshold.
A quantum procedure closely mimicking the functionality of a binary valued McCulloch-Pitts artificial neuron can be designed by exploiting, on one hand, the superposition of computational basis states in quantum registers, and on the other hand the natural non-linear activation behaviour provided by quantum measurements. In this section, we will briefly outline a device-independent algorithmic procedure [293] designed to implement such a computational model on a gate-based quantum processor. More explicitly, we show how classical input and weight vectors of size $m$ can be encoded on a quantum hardware by using only $n=\log _{2} d$ qubits [249, 262, 295]. For loading and manipulation of data, we describe a protocol based on the generation of quantum hypergraph states [256]. This exact approach to artificial neuron operations will be used in the main body as a benchmark to assess the performances of approximate variational techniques designed to achieve more favourable scaling properties in the number of logical operations with respect to classical counterparts.

Let $\boldsymbol{i}$ and $\boldsymbol{w}$ be binary input and weight vectors of the form

$$
\boldsymbol{i}=\left(\begin{array}{c}
i_{0}  \tag{5.2}\\
i_{1} \\
\vdots \\
i_{d-1}
\end{array}\right) \quad \boldsymbol{w}=\left(\begin{array}{c}
w_{0} \\
w_{1} \\
\vdots \\
w_{d-1}
\end{array}\right)
$$

with $i_{j}, w_{j} \in\{-1,1\}$ and $d=2^{n}$. A simple and qubit-effective way of encoding such collections of classical data can be given by making use of the relative quantum phases (i.e. factors $\pm 1$ in our binary case) in equally weighted superpositions of computational basis states. We then define the states

$$
\begin{equation*}
\left|\psi_{i}\right\rangle=\frac{1}{\sqrt{d}} \sum_{j=0}^{d-1} i_{j}|j\rangle, \quad\left|\psi_{w}\right\rangle=\frac{1}{\sqrt{d}} \sum_{j=0}^{d-1} w_{j}|j\rangle \tag{5.3}
\end{equation*}
$$

where, as usual, we label computational basis states with integers $j \in\{0, \ldots, d-1\}$ corresponding to the decimal representation of the respective binary string. The set of all possible states which can be expressed in the form above is known as the class of hypergraph states [256] and are a special case of the more general states treated in the previous Chapter 4 , where we allowed the coefficients of the computational basis to be arbitrary phases $e^{i \theta}$ rather than just signs $\pm 1$.

According to Eq. (5.1), the quantum algorithm must first perform the inner product $\boldsymbol{i} \cdot \boldsymbol{w}$. As shown earlier for the case of the continuous neuron, the inner product between inputs and weights
is contained in the overlap $\left\langle\psi_{w} \mid \psi_{i}\right\rangle=\boldsymbol{w} \cdot \boldsymbol{i} / d$ [293], and one can explicitly compute such overlap on a quantum register through a sequence of $\boldsymbol{i}$ - and $\boldsymbol{w}$-controlled unitary operations. For clarity of exposition, we hereby summarise again the steps necessary to calculate the overlap of interest, and we refer to the previous chapter for a more detailed discussion.

First, assuming that we operate on a $n$-qubit quantum register starting in the blank state $|0\rangle^{\otimes n}$, we can load the input-encoding quantum state $\left|\psi_{i}\right\rangle$ by performing a unitary transformation $U_{i}$ such that $U_{i}|0\rangle^{\otimes n}=\left|\psi_{i}\right\rangle$. It is important to mention that this preparation step would most effectively be replaced by, e.g., a direct call to a quantum memory [111], or with the supply of data encoding states readily generated in quantum form by quantum sensing devices to be analyzed or classified. It is indeed well known that the interface between classical data and their representation on quantum registers currently constitutes one of the major bottlenecks for Quantum Machine Learning applications [31].

Let now $U_{w}$ be a unitary operator such that

$$
\begin{equation*}
U_{w}\left|\psi_{w}\right\rangle=|1\rangle^{\otimes n}=|d-1\rangle \tag{5.4}
\end{equation*}
$$

In principle, any $d \times d$ unitary matrix having the elements of $\boldsymbol{w}$ appearing in the last row satisfies this condition. If we apply $U_{w}$ after $U_{i}$, the overall $n$-qubits quantum state becomes

$$
\begin{equation*}
U_{w}\left|\psi_{i}\right\rangle=\sum_{j=0}^{d-1} c_{j}|j\rangle=:\left|\varphi_{i, w}\right\rangle \tag{5.5}
\end{equation*}
$$

Using Eq. (5.4), we then have

$$
\begin{equation*}
\left\langle\psi_{w} \mid \psi_{i}\right\rangle=\left\langle\psi_{w}\right| U_{w}^{\dagger} U_{w}\left|\psi_{i}\right\rangle=\left\langle m-1 \mid \phi_{i, w}\right\rangle=c_{m-1} \tag{5.6}
\end{equation*}
$$

We thus see that, as a consequence of the constraints imposed to $U_{i}$ and $U_{w}$, the desired result $\boldsymbol{i} \cdot \boldsymbol{w} \propto\left\langle\psi_{w} \mid \psi_{i}\right\rangle$ is contained up to a normalisation factor in the coefficient $c_{d-1}$ of the final state $\left|\varphi_{i, w}\right\rangle$.

The final step of the algorithm must access the computed input-weight scalar product and determine the activation state of the artificial neuron. In view of constructing a general architecture for feed-forward neural networks [295], it is useful to introduce an ancilla qubit $a$, initially set in the state $|0\rangle$, on which the $c_{d-1} \propto\left\langle\psi_{w} \mid \psi_{i}\right\rangle$ coefficient can be written through a multi-controlled CNOT gate, where the role of controls is assigned to the $n$ encoding qubits [293]:

$$
\begin{equation*}
\left|\phi_{i, w}\right\rangle|0\rangle_{\mathrm{ancilla}} \rightarrow \sum_{j=0}^{d-2} c_{j}|j\rangle|0\rangle_{\text {ancilla }}+c_{d-1}|d-1\rangle|1\rangle_{\text {ancilla }} \tag{5.7}
\end{equation*}
$$

At this stage, a measurement of ancillary qubit $a$ in the computational basis provides a probabilistic non-linear threshold activation behaviour, producing the output $|1\rangle$ state, interpreted as an active state of the neuron, with probability $\left|c_{d-1}\right|^{2}$. Although this form of the activation function is already sufficient to carry out elementary classification tasks and to realise a logical XOR operation [293], more complex threshold behaviours can in principle be engineered once the information about the inner product is stored on the ancilla [50,302]. Equivalently, the ancilla can be used, via quantum controlled operations, to pass on the information to other quantum registers encoding successive layers in a feed-forward network architecture [295]. It is worth noticing that directing all the relevant information into the state of a single qubit, besides enabling effective quantum synapses, can be advantageous when implementing the procedure on real hardware on which readout errors constitute a major source of inaccuracy. Nevertheless, multi-controlled NOT operations, which are inherently non-local, can lead to complex decompositions into hardware-native gates especially in the presence of constraints in qubit-qubit connectivity. When operating a single node to carry out simple classification tasks or, as we will do in the following sections, to assess the performances of individual portions of the proposed algorithm, the activation probability of the artificial neuron can then equivalently be extracted directly from the register of $N$ encoding qubits by performing a direct measurement of $\left|\varphi_{i, w}\right\rangle$ targeting the $|d-1\rangle \equiv|1\rangle^{\otimes n}$ computational basis state.

### 5.2.1 Exact implementation with quantum hypergraph states

A general and exact realisation of the unitary transformations $U_{i}$ and $U_{w}$ can be designed by using the generation algorithm for quantum hypergraph states [293]. The latter have been extensively studied as useful quantum resources $[107,256]$, and are formally defined as follows. Given a collection of $n$ vertices $V$, we call a $k$-hyper-edge any subset of exactly $k$ vertices. A hypergraph $g_{\leq n}=\{V, E\}$ is then composed of a set $V$ of vertices together with a set $E$ of hyper-edges of any order $k$, not necessarily uniform. Notice that this definition includes the usual notion of a mathematical graph if $k=2$ for all (hyper)-edges. To any hypergraph $g_{\leq n}$ we associate a $n$-qubit quantum hypergraph state via the definition

$$
\begin{equation*}
\left|g_{\leq n}\right\rangle=\prod_{k=1}^{n} \prod_{\left\{q_{v_{1}}, \ldots, q_{v_{k}}\right\} \in E} \mathrm{C}^{k} Z_{q_{v_{1}}, \ldots, q_{v_{k}}}|+\rangle^{\otimes n} \tag{5.8}
\end{equation*}
$$

where $q_{v_{1}}, \ldots, q_{v_{k}}$ are the qubits connected by a $k$-hyper-edge in $E$ and, with a little abuse of notation, we assume $\mathrm{C}^{2} \mathrm{Z} \equiv \mathrm{CZ}$ and $\mathrm{C}^{1} \mathrm{Z} \equiv \mathrm{Z}=R_{Z}(\pi)$. For $n$ qubits there are exactly $2^{2^{n}-1}$ different hypergraph states. We can make use of well known preparation strategies for hypergraph states to realise the unitaries $U_{i}$ and $U_{w}$ with at most a single $n$-controlled $\mathrm{C}^{n} \mathrm{Z}$ and a collection of $p$ controlled $\mathrm{C}^{p} \mathrm{Z}$ gates with $p<n$. It is worth pointing out already here that such an approach, while optimising the number of multi-qubit logic gates to be employed, implies a circuit depth which scales linearly in the size of the classical input, i.e. $\mathcal{O}(d) \equiv \mathcal{O}\left(2^{n}\right)$, in the worst case corresponding to a fully connected hypergraph [293].

To describe a possible implementation of $U_{i}$, assume once again that the quantum register of $n$ encoding qubits is initially in the blank state $|0\rangle^{\otimes n}$. By applying parallel Hadamard gates $\left(\mathrm{H}^{\otimes n}\right)$ we obtain the state $|+\rangle^{\otimes n}$, corresponding to a hypergraph with no edges. We can then use the target collection of classical inputs $\boldsymbol{i}$ as a control for the following iterative procedure:

```
Algorithm 2: Quantum hypergraph states generation routine [293]
    for \(P=1, \ldots, n\) do
        for \(j=0, \ldots, d-1\) do
            if \(|j\rangle\) has exactly \(P\) qubits in \(|1\rangle\) and \(i_{j}=-1\) then
                Apply \(\mathrm{C}^{P} \mathrm{Z}\) to those qubits;
                Flip the sign of \(i_{k}\) in \(\boldsymbol{i} \forall k\) such that \(|k\rangle\) has the same \(P\) qubits in \(|1\rangle\);
            end
        end
    end
```

Similarly, $U_{w}$ can be obtained by first performing the routine outlined above (without the initial parallel Hadamard gates) tailored according to the classical control $\boldsymbol{w}$ : since all the gates involved in the construction are the inverse of themselves and commute with each other, this step produces a unitary transformation bringing $\left|\psi_{w}\right\rangle$ back to $|+\rangle^{\otimes n}$. The desired transformation $U_{w}$ is completed by adding parallel $H^{\otimes n}$ and NOT $^{\otimes n}$ gates [293].

### 5.3 Variational realisation of a quantum artificial neuron

Although the implementation of the unitary transformations $U_{i}$ and $U_{w}$ outlined above is formally exact and optimises the number of multi-qubit operations to be performed by leveraging on the correlations between the $\pm 1$ phase factors, the overall requirements in terms of circuit depth pose in general severe limitations to their applicability in non error-corrected quantum devices. Moreover, although with such an approach the encoding and manipulation of classical data is performed in an efficient way with respect to memory resources, the computational cost needed to control the
execution of the unitary transformations and to actually perform the sequences of quantum logic gates remains bounded by the corresponding classical limits. Therefore, the aim of this section is to explore conditions under which some of the operations introduced in our quantum model of artificial neurons can be obtained in more efficient ways by exploiting the natural capabilities of quantum processors.

In the following, we will mostly concentrate on the task of realising approximate versions of the weight unitary $U_{w}$ with significantly lower implementation requirements in terms of circuit depth. Although most of the techniques that we will introduce below could in principle work equally well for the preparation of encoding states $\left|\psi_{i}\right\rangle$, it is important to stress already at this stage that such approaches cannot be interpreted as a way of solving the long standing issue represented by the loading of classical data into a quantum register. Instead, they are pursued here as an efficient way of analysing classical or quantum data presented in the form of a quantum state. Indeed, the variational approach proposed here requires ad-hoc training for every choice of the target vector $\boldsymbol{w}$ whose $U_{w}$ needs to be realised. To this purpose, we require access to many copies of the desired $\left|\psi_{w}\right\rangle$ state, essentially representing a quantum training set for our artificial neuron. As in our formulation a single node characterized by weight connections $\boldsymbol{w}$ can be used as an elementary classifier recognising input data sufficiently close to $\boldsymbol{w}$ itself [293], the variational procedure presented here essentially serves the double purpose of training the classifier upon input of positive examples $\left|\psi_{w}\right\rangle$ and of finding an efficient quantum realisation of such state analyser.

### 5.3.1 Global variational training



Figure 5.1: Variational learning via unsampling. (a) Global strategy, with optimization targeting all qubits simultaneously. (b) Local qubit-by-qubit approach, in which each layer is used to optimize the operation for one qubit at a time.

According to Eq. (5.4), the purpose of the transformation $U_{w}$ within the quantum artificial neuron implementation is essentially to reverse the preparation of a non-trivial quantum state $\left|\psi_{w}\right\rangle$ back to the relatively simple product state $|1\rangle^{\otimes n}$. Notice that in general the qubits in the state $\left|\psi_{w}\right\rangle$ share multipartite entanglement [107]. Here we discuss a promising strategy for the efficient approximation of the desired transformation satisfying the necessary constraints based on variational techniques. Inspired by the well known variational quantum eigensolver (VQE) algorithm [230], and in line with a recently introduced unsampling protocol [54], we define the following optimization problem: given access to independent copies of $\left|\psi_{w}\right\rangle$ and to a variational quantum circuit, characterized by a unitary operation $V(\boldsymbol{\theta})$ and parametrized by a set of angles $\boldsymbol{\theta}$, we wish to find a set of values $\boldsymbol{\theta}_{\text {opt }}$ that guarantees a good approximation of $U_{w}$. The heuristic circuit implementation typically consists of sequential blocks of single-qubit rotations followed by entangling gates, repeated up to a certain number that guarantees enough freedom for the convergence to the desired unitary [155].

Once the solution $V\left(\boldsymbol{\theta}_{\text {opt }}\right)$ is found, which in our setup corresponds to a fully trained artificial neuron, it would then provide a form of quantum advantage in the analysis of arbitrary input states
$\left|\psi_{i}\right\rangle$ as long as the circuit depth for the implementation of the variational ansatz is sub-linear in the dimension of the classical data, i.e. sub-exponential in the size of the qubit register. As it is customarily done in near-term VQE applications, the optimization landscape is explored by combining executions of quantum circuits with classical feedback mechanisms for the update of the $\boldsymbol{\theta}$ angles. In the most general scenario, and according to Eq. (5.4), a cost function can be defined as

$$
\begin{equation*}
\left.\mathcal{F}(\boldsymbol{\theta})=1-|\langle 11 \ldots 1| V(\boldsymbol{\theta})| \psi_{w}\right\rangle\left.\right|^{2}, \tag{5.9}
\end{equation*}
$$

and the solution $\boldsymbol{\theta}_{\text {opt }}$ represented by

$$
\begin{equation*}
\boldsymbol{\theta}_{\mathrm{opt}}=\arg \min _{\boldsymbol{\theta}} \mathcal{F}(\boldsymbol{\theta}) \tag{5.10}
\end{equation*}
$$

which leads to $V\left(\boldsymbol{\theta}_{\text {oft }}\right) \simeq U_{w}$. We call this approach a global variational unsampling as the cost function in Eq. (5.9) requires all qubits to be simultaneously found as close as possible to their respective target state $|1\rangle$, without making explicit use of the product structure of the desired output state $|1\rangle^{\otimes n}$. It is indeed well known that VQE can lead in general to exponentially difficult optimization problems [202], however the characteristic feature of the problem under evaluation may actually allow for a less complex implementation of the VQE for unsampling purposes [54], as outlined in the following section. A schematic representation of the global variational training is provided in Fig. 5.1a.

### 5.3.2 Local variational training

An alternative approach to the global unsampling task, particularly suited for the case we are considering in which the desired final state of the quantum register is fully unentangled, makes use of a local, qubit-by-qubit procedure. This technique, which was recently proposed and tested on a photonic platform as a route towards efficient certification of quantum processors [54], is highlighted here as an additional useful tool within a general quantum machine learning setting.

In the local variational unsampling scheme, the global transformation $V(\boldsymbol{\theta})$ is divided into successive layers $V_{j}\left(\boldsymbol{\theta}_{j}\right)$ of decreasing complexity and size. Each layer is trained separately, in a serial fashion, according to a cost function which only involves the fidelity of a single qubit to its desired final state. More explicitly, every $V_{j}\left(\boldsymbol{\theta}_{j}\right)$ operates on qubits $j, \ldots, n$ and has an associated cost function

$$
\begin{equation*}
\mathcal{F}_{j}\left(\boldsymbol{\theta}_{j}\right)=1-\langle 1| \operatorname{Tr}_{j+1, \ldots, n}\left[\rho_{j}\right]|1\rangle, \tag{5.11}
\end{equation*}
$$

where the partial trace leaves only the degrees of freedom associated to the $j$-th qubit and, recursively, we define

$$
\rho_{j}=\left\{\begin{array}{ll}
V_{j}\left(\boldsymbol{\theta}_{j}\right) \rho_{j-1} V_{j}^{\dagger}\left(\boldsymbol{\theta}_{j}\right) & j>1  \tag{5.12}\\
\left|\psi_{w}\right\rangle\left\langle\psi_{w}\right| & j=0
\end{array} .\right.
$$

At step $j$, it is implicitly assumed that all the parameters $\boldsymbol{\theta}_{k}$ for $k=1, \ldots, j-1$ are fixed to the optimal values obtained by the minimisation of the cost functions in the previous steps. Notice that, operationally, the evaluation of the cost function $\mathcal{F}_{j}$ can be automatically carried out by measuring the $j$-th qubit in the computational basis while ignoring the rest of the quantum register, as shown in Fig. 5.1b.

The benefits of local variational unsampling with respect to the global strategy are mainly associated to the reduced complexity of the optimisation landscape per step. Indeed, the local version always operates on the overlap between single-qubit states, at the relatively modest cost of adding $n-1$ smaller and smaller variational ansätze. In the specific problem at study, we thus envision the local approach to become particularly effective, and more advantageous than the global one, in the limit of large enough number of qubits, i.e. for the most interesting regime where the size of the quantum register, and therefore of the quantum computation, exceeds the current classical simulation capabilities.

### 5.3.3 Case study: pattern recognition

To show an explicit example of the proposed construction, let us fix $m=16, n=4$. Following Ref. [293], we can visualise a 16 -bit binary vector $\vec{b}$, see Eq. (5.2), as a $4 \times 4$ binary pattern of black $\left(b_{j}=-1\right)$ and white $\left(b_{j}=1\right)$ pixels. Moreover, we can assign to every possible pattern an integer label $k_{b}$ corresponding to the conversion of the binary string $\mathrm{k}_{b}=\mathrm{b}_{0} \ldots \mathrm{~b}_{15}$, where $b_{j}=(-1)^{\mathrm{b}_{j}}$. We choose as our target $\boldsymbol{w}$ the vector corresponding to $k_{w}=20032$, which represents a black cross on white background at the north-west corner of the 16-bit image, see Fig 5.2.


Figure 5.2: Comparison of output activation $p_{\text {out }}=\left|\left\langle\psi_{w} \mid \psi_{i}\right\rangle\right|^{2}$ among the exact (hypergraph states routine), global $(n=3)$ and local $\left(n^{\prime}=2\right)$ approximate implementations of $U_{w}$. The inset shows the general mapping of any 16-dimensional binary vector $\vec{b}$ onto the $4 \times 4$ binary image (b) and the cross-shaped $\vec{w}$ used in this example (c). The selected inputs on which the approximations are tested were chosen to cover all the possible cases for $p_{\text {out }}$, and are labelled with their corresponding integer $k_{i}$ (see main text).

Starting from the global variational strategy, we construct a parametrized ansatz for $V(\boldsymbol{\theta})$ as a series of entangling $\mathcal{E}$ and rotation $\mathcal{R}(\boldsymbol{\theta})$ cycles:

$$
\begin{equation*}
V(\boldsymbol{\theta})=\left(\prod_{c=1}^{l} \mathcal{R}\left(\theta_{c, 1}, \ldots, \theta_{c, 4}\right) \mathcal{E}\right) \mathcal{R}\left(\theta_{0,1}, \ldots, \theta_{0,4}\right), \tag{5.13}
\end{equation*}
$$

where $l$ is the total number of cycles which in principle can be varied to increase the expressibility of the ansatz by increasing its total depth. Rotations are assumed to be acting independently on the $n=4$ qubits according to

$$
\begin{equation*}
\mathcal{R}\left(\theta_{c, 1}, \ldots, \theta_{c, 4}\right)=\bigotimes_{q=1}^{4} R_{Y}\left(\theta_{c, q}\right)=\bigotimes_{q=1}^{4} \exp \left(-i \frac{\theta_{c, q}}{2} Y^{(q)}\right) \tag{5.14}
\end{equation*}
$$

where $Y^{(q)}$ is the Pauli- $Y$ matrix acting on qubit $q$. At the same time, the entangling parts promote
all-to-all interactions between the qubits according to ${ }^{2}$

$$
\begin{equation*}
\mathcal{E}=\prod_{q} \prod_{q^{\prime}=q+1}^{4} \mathrm{CNOT}_{q q^{\prime}} \tag{5.15}
\end{equation*}
$$

where $\mathrm{CNOT}_{q q^{\prime}}$ is the usual controlled NOT operation between control qubit $q$ and target $q^{\prime}$ acting on the space of all 4 -qubits. For $l$ cycles, the total number of $\theta$-parameters, including the initial rotation layer $\mathcal{R}\left(\theta_{0,1}, \ldots, \theta_{0,4}\right)$, is therefore $4+4 l$.

A qubit-by-qubit version of the ansatz can be constructed in a similar way by using the same structure of entangling and rotation cycles, decreasing the total number of qubits by one after each layer of the optimization. Here we choose a uniform number $l^{\prime}$ of cycles per qubit (this condition will be relaxed afterwards, see Sec. 5.3.4), thus setting $\forall j \neq 4$

$$
\begin{equation*}
V_{j}\left(\boldsymbol{\theta}_{j}\right)=\left(\prod_{c=1}^{l^{\prime}} \mathcal{R}\left(\theta_{c, j}, \ldots, \theta_{c, 4}\right) \mathcal{E}\right) \mathcal{R}\left(\theta_{0, j}, \ldots \theta_{0,4}\right) \tag{5.16}
\end{equation*}
$$

For $j=4$, we add a single general single-qubit rotation with three parameters

$$
\begin{equation*}
V_{4}(\alpha, \beta, \gamma)=\exp \left(-i \frac{(\alpha, \beta, \gamma) \cdot \boldsymbol{\sigma}^{(4)}}{2}\right) \tag{5.17}
\end{equation*}
$$

where $\boldsymbol{\sigma}=(X, Y, Z)$ are again the usual Pauli matrices.
We implemented both versions of the variational training in Qiskit [5], combining exact simulation of the quantum circuits required to evaluate the cost function with classical NelderMead [218] and Cobyla [235] optimizers from the scipy Python library. We find that the values $l=3$ and $l^{\prime}=2$ allow the routine to reach total fidelities to the target state $|1\rangle^{\otimes n}$ well above $99.99 \%$. As shown in Fig 5.2, this in turn guarantees a correct reproduction of the exact activation probabilities of the quantum artificial neuron with a quantum circuit depth of 19 (29) for the global (qubit-by-qubit) strategy, as compared to the total depth equal to 49 for the exact implementation of $U_{w}$ using hypergraph states. This counting does not include the gate operations required to prepare the input state, i.e. it only evidences the different realisations of the $U_{w}$ implementation assuming that each $\left|\psi_{i}\right\rangle$ is provided already in the form of a wavefunction. Moreover, the multi-controlled $\mathrm{C}^{P} \mathrm{Z}$ operations appearing in the exact version were decomposed into single-qubit rotations and CNOTs without the use of additional working qubits. Notice that these conditions are the ones usually met in real near-term superconducting hardware endowed with a fixed set of universal operations.

### 5.3.4 Structure of the ansatz and scaling properties

In many practical applications, the implementation of the entangling block $\mathcal{E}$ could prove technically challenging, in particular for near term quantum devices based, e.g., on superconducting wiring technology, for which the available connectivity between qubits is limited. For this reason, it is useful to consider a more hardware-friendly entangling scheme, which we refer to as nearest neighbours. In this case, each qubit is entangled only with at most two other qubits, essentially assuming the topology of a linear chain

$$
\begin{equation*}
\mathcal{E}_{\mathrm{nn}}=\prod_{q=1}^{3} \mathrm{CNOT}_{q, q+1} \tag{5.18}
\end{equation*}
$$

[^26]This scheme may require even fewer two-qubit gates to be implemented with respect to the all-to-all scheme presented above. Moreover, this entangling unitary fits perfectly well on those quantum processors consisting of linear chains of qubits or heavy hexagonal layouts.

We implemented both global and local variational learning procedures with nearest neighbours entanglers in Qiskit [5], using exact simulation of the quantum circuits with classical optimizers to drive the learning procedure. In the following, we report an extensive analysis of the performances and a comparison with the all-to-all strategy introduced in Sec. 5.3.3 above. All the simulations are performed by assuming the same cross-shaped target weight vector $\boldsymbol{w}$ depicted in Fig. 5.2.

In Figure 5.3 we show an example of the typical optimization procedure for three different choices of the ansatz depth (i.e. number of entangling cycles) $l=1,2,3$, assuming a global cost function. Here we find that $l=3$ allows the routine to reach a fidelity $\mathcal{F}(\boldsymbol{\theta})$ to the target state $|1\rangle^{\otimes n}$ above $99 \%$.


Figure 5.3: Optimisation of the global unitary with nearest neighbours entanglement for three different structures differing in the numbers of entangling blocks $l$. The cost function is $\left.|\langle 11 \ldots 1| V(\boldsymbol{\theta})| \psi_{w}\right\rangle\left.\right|^{2}=1-\mathcal{F}(\boldsymbol{\theta})$, see Eq. (5.9). Only for $l=3$ the learning model has enough expressibility to reach a good final fidelity. The classical optimiser used in this case was COBYLA [235].

In the local qubit-by-qubit variational scheme, we can actually introduce an additional degree of freedom by allowing the number of cycles per qubit, $l^{\prime}$, to vary between successive layers corresponding to the different stages of the optimization procedure. For example, we may want to use a deeper ansatz for the first unitary acting on all the qubits, and shallower ones for smaller subsystems. We thus introduce a different $l_{j}^{\prime}$ for each $V_{j}\left(\boldsymbol{\theta}_{j}\right)$ in Eq. (5.16) and we name structure the string ' $l_{1} l_{2} l_{3}$ '. The latter denotes a learning model consisting of three optimization layers: $V_{1}\left(\boldsymbol{\theta}_{1}\right)$ with $l_{1}$ entangling cycles, $V_{2}\left(\boldsymbol{\theta}_{2}\right)$ with $l_{2}$ and $V_{3}\left(\boldsymbol{\theta}_{3}\right)$ with $l_{3}$, respectively. In the last step of the local optimization procedure, i.e. when a single qubit is involved, we always assume a single 3-parameter rotation, see Eq. (5.17). A similar notation will be also applied in the following when scaling up to $n>4$ qubits.

The effectiveness of different structures is explored in Figure 5.4a. We see that, while the all-to-all entangling scheme typically performs better in comparison to the nearest neighbour one, this increase in performance comes at the cost of deeper circuits. Moreover, the stepwise decreasing structure ' 321 ' for the nearest neighbour entangler proves to be an effective solution to problem, achieving a good final accuracy (above $99 \%$ ) with a low circuit depth. This trend is also confirmed for the higher dimensional case of $n=5$ qubits, which we report in Fig. 5.4b. Here, the dimension
of the underlying pattern recognition task is increased by extending the original 16 -bit weight vector $\boldsymbol{w}$ with extra 0 s in front of the binary representation $\mathrm{k}_{w}$. In fact, it can easily be seen that, assuming directly nearest neighbours entangling blocks, the decreasing structure ' 4321 ' gives the best performance-depth trade-off.


Figure 5.4: Final fidelity for different structures and number of qubits. (a) Final fidelity obtained for the local variational training and using both the all-to-all entangler $\mathcal{E}$ (5.15) and nearest neighbour $\mathcal{E}_{\text {nn }}$ (5.18). On top of each rectangle, in light blue, it is reported the depth of the corresponding quantum circuit to implement that given structure with that particular entangling scheme. For clarity, a structure ' 211 ' corresponds to a variational model having two repetitions ( $l_{1}^{\prime}=2$ ) for the first layer acting on all 4 qubits, and 1 cycle $\left(l_{1}^{\prime}=l_{2}^{\prime}=1\right)$ for the remaining two layers acting on 3 and 2 qubits respectively. Each bar was obtained executing the optimization process 10 times, and then evaluating the means and standard deviations (shown as error bars). The optimization procedure was performed using COBYLA [235]. (b) Final fidelities for different structures of the local variational learning model with a nearest neighbour entangler, for the case of $n=5$ qubits. Similarly to the case with $n=4$ qubits portrayed in Figure 5.4a, the most depth-efficient structure is the one consisting of constantly decreasing number of cycles.

Such empirical fact, namely that the most efficient structure is typically the one consisting of decreasing depths, can be heuristically interpreted by recalling again that, in general, the optimization of a function depending on the state of a large number of qubits is a hard training problem [202]. Although we employ local cost functions, to complete our particular task each variational layer needs to successfully disentangle a single qubit from all the others still present in the register. It is therefore not totally surprising that the optimization carried out in larger subsystems requires more repetitions and parameters (i.e. larger $n_{j}^{\prime}$ ) in order to make the ansatz more expressive.

By assuming that the stepwise decreasing structure remains sufficiently good also for larger numbers of qubits, we studied the optimization landscape of global (5.9) and local (5.11) cost functions by investigating how the hardness of the training procedure scales with increasing $n$. As commented above for $n=5$ qubits, we keep the same underlying target $\boldsymbol{w}$, which we expand by appending extra 0 s in the binary representation. To account for the stochastic nature of the optimization procedure, we run many simulations of the same learning task and report the mean number of iterations needed for the classical optimiser to reach a given target fidelity $\mathcal{F}=95 \%$, and we report simulation results in Figure 5.5.

The most significant message is that the use of the aforementioned local cost function seems to require higher classical resources to reach a given target fidelity when the number of qubits increases. This actually should not come as a surprise, since the number of parameters to be optimised in the two cases is different. In fact, in the global scenarios there are $n+n \cdot l$ (the first $n$


Figure 5.5: Number of iterations of the classical optimiser to reach a fidelity of $\mathcal{F}=95 \%$. Each point in the plot is obtained by running the optimization procedure 10 times and then evaluating the mean and standard deviation (shown as error bars in the plot). All results refer to exact simulations of the quantum circuits in the absence of statistical measurement sampling or device noise, performed with Qiskit statevector_simulator.
is due to the initial layer of rotations) parameters to be optimised, while in the local case there are $n+n \cdot l_{1}^{\prime}$ for the first layer, $(n-1)+(n-1) \cdot l_{2}^{\prime}$ for the second and so on, for a total of

$$
\begin{equation*}
\#_{\mathrm{local}}=\sum_{q=2}^{n} q+q l_{q}^{\prime}+3 \tag{5.19}
\end{equation*}
$$

where the final 3 is due to the fact that the last layer always consist of a rotation on the Bloch sphere with three parameters, see Eq. (5.17). Using the stepwise decreasing structure, that is $n_{q}^{\prime}=q-1$, we eventually obtain $\sum_{q=2}^{n} q+q(q-1)=\sum_{q=2}^{n} q^{2} \sim O\left(n^{3}\right)$, compared to \#global $\sim O\left(n^{2}\right)$. Here we are assuming a number of layers $l=n-1$, consistently with the $n=4$ qubits case (see Figure 5.3). While in the global case the optimization makes full use of the available parameters to globally optimize the state towards $|1\rangle^{\otimes n}$, the local unitary has to go through multiple disentangling stages, requiring (at least for the cases presented here) more classical iteration steps. At the same time, it would probably be interesting to investigate other examples in which the number of parameters between the two alternative schemes remains fixed, as this would most likely narrow the differences and provide a more direct comparison.

In agreement with similar investigations [283], we can actually conclude that only modest differences between global and local layer-wise optimization approaches are present when dealing with exact simulations (i.e. free from statistical and hardware noise) of the quantum circuit. Indeed, both strategies achieve good results and a final fidelity $\mathcal{F}(\boldsymbol{\theta})>99 \%$. At the same time, it becomes interesting to investigate how the different approaches behave in the presence of noise, and specifically statistical noise coming from measurements operations. For this reason, we implemented the measurement sampling using Qiskit qasm_simulator and employed a stochastic gradient descent (SPSA) classical optimization method. Each benchmark circuit is executed $n_{\text {shots }}=1024$ times in order to reconstruct the statistics of the outcomes. Moreover, we repeat the stochastic optimization routine multiple times to analyse the average behaviour of the cost function.

In Figure 5.6 we show the optimization procedure for the local and global cost functions in the presence of measurement noise, with both of them reaching acceptable and identical final


Figure 5.6: Optimisation of cost functions for the local (a) and global (b) case in the presence of measurement noise for $n=5$ qubits. In each figure we plot the mean values averaged on 5 runs of the simulation. The shaded coloured areas denote one standard deviation. The number of measurement repetitions in each simulation was $n_{\text {shots }}=1024$. The final fidelity at the end of the training procedure in this case were $\mathcal{F}_{\text {local }}=0.87 \pm 0.02$ and $\mathcal{F}_{\text {global }}=0.89 \pm 0.02$. Notice the difference in the horizontal axes bounds. (a) Optimisation of the local cost functions $V_{j}\left(\boldsymbol{\theta}_{j}\right)$ (see Eq. (5.11)), plotted with different colours for clarity. The vertical dashed lines denotes the end of the optimization of one layer, and the start of the optimization for the following one. (b) Optimisation of the global cost function $V(\boldsymbol{\theta})$ in Eq. (5.9)
fidelities $\mathcal{F}_{\text {local }}=0.87 \pm 0.02$ and $\mathcal{F}_{\text {global }}=0.89 \pm 0.02$. Notice that for the local case (Figure 5.6a) each coloured line indicates the optimization of a $V_{j}\left(\boldsymbol{\theta}_{j}\right)$ from Eq. (5.11). We observe that the training for the local model generally requires fewer iterations, with an effective optimization of each single layer. On the contrary, in the presence of measurement noise the global variational training struggles to find a good direction for the optimization and eventually follows a slowly decreasing path to the minimum. These findings look to be in agreement, e.g., with results from Refs. [57, 283]: with the introduction of statistical shot noise, the performances of the global model are heavily affected, while the local approach proves to be more resilient and capable of finding a good gradient direction in the parameters space [57]. In all these simulations, the parameters in the global unitary and in the first layer of the local unitary were initialised with a random distribution in $[0,2 \pi)$. All subsequent layers in the local model were initialised with all parameters set to zero in order to allow for smooth transitions from one optimization layer to the following. This strategy was actually suggested as a possible way to mitigate the occurrence Barren plateaus [115, 283].

We conclude the scaling analysis by reporting in Fig. 5.7 a summary of the quantum circuit depths required to implement the target unitary transformation with different strategies and for increasing sizes of the qubit register up to $n=7$. As it can be seen, all the variational approaches scale much better when compared to the exact implementation of the target $U_{w}$, with the global ones requiring shallower depths in the specific case. In addition, we recall that the use of an all-to-all entangling scheme requires longer circuits due to the implementation of all the CNOTs, but generally needs less ansatz cycles (see Figure 5.4a). At last, while the global procedures seem to provide a better alternative compared to local ones in terms of circuit depth, they might be more


Figure 5.7: Scaling of circuit depth for the implementation of $U_{w}$ computed with Qiskit. The labels locals and global refer to the local and global variational approaches, while $a 2 a$ and $n n$ refer to the all-to-all and nearest-neighbour entangling schemes respectively. The number of ansatz cycles used for both the global ( $l$ ) and local/qubit-by-qubit $\left(l^{\prime}\right)$ variational constructions and for each entangling structure are increased with the number of qubits up to the minimum value guaranteeing a fidelity of the approximations above $98 \%$.
prone to suffering from classical optimization issues [202, 283] when trained and executed on real hardware, as suggested by the data reported in Fig. 5.6. The overall promising results confirm the significant advantage brought by variational strategies compared to the exponential increase of complexity required by the exact formulation of the algorithm.

### 5.4 Conclusions

In this chapter we reviewed an exact model for the implementation of artificial neurons on a quantum processor and we introduced variational training methods for efficiently handling the manipulation of classical and quantum input data. Through extensive numerical analysis, we compared the effectiveness of different circuit structures and learning strategies, highlighting potential benefits brought by hardware-compatible entangling operations and by layerwise training routines. Our analysis suggests that quantum unsampling techniques represent a useful resource, upon input of quantum training sets, to be integrated in quantum machine learning applications.

From a theoretical perspective, our proposed procedure allows for an explicit and direct quantification of possible quantum computational advantages for classification tasks. It is also worth pointing out that such a scheme remains fully compatible with recently introduced architectures for quantum feed-forward neural networks [293], which are needed in general to deploy e.g. complex convolutional filters. Moreover, although the interpretation of quantum hypergraph states as memory-efficient carriers of classical information guarantees an optimal use of the available dimension of a $n$-qubit Hilbert space, the variational techniques introduced here can in principle be used to learn different encoding schemes designed, e.g., to include continuous-valued features or to improve the separability of the data to be classified [44, 131, 264].

In all envisioned applications, our proposed protocols are intended as an effective method for the analysis of quantum states as provided, e.g., by external devices or sensors, while it is worth stressing that the general problem of efficiently loading classical data into quantum registers still stands open. Finally, on a more practical level, a successful implementation on near-term quantum
hardware of the variational learning algorithm introduced in this work will necessarily rely on a deeper analysis of the impact of realistic noise effects both on the training procedure and on the final optimised circuit. In particular, we anticipate that the reduced circuit depth produced via the proposed method could critically lessen the quality requirements for quantum hardware, eventually leading to meaningful implementation of quantum neural networks within the near-term regime.
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Quantum computing technologies are in the process of moving from academic research to real industrial applications, with the first hints of quantum advantage demonstrated in recent months. In these early practical uses of quantum computers it is relevant to develop algorithms that are useful for actual industrial processes. In this chapter ${ }^{1}$, we propose a quantum pipeline, comprising a quantum autoencoder followed by a quantum classifier, which are used to first compress and then label classical data coming from a separator, i.e., a machine used in one of Eni's Oil Treatment Plants. This study represents one of the first attempts to integrate quantum computing procedures in a real-case scenario of an industrial pipeline, in particular using actual data coming from physical machines, rather than pedagogical data from benchmark datasets.

### 6.1 Introduction

In this chapter we test the use of quantum machine learning algorithms on a specific industrial use case. In particular, we propose the application of a newly formulated quantum pipeline comprising a quantum autoencoder algorithm [38,161, 171,253] followed by a quantum classifier, applied to real data coming from a first stage water/oil separator of one of Eni's oil treatment plant. This algorithm is compared to the performance of a classical autoencoder to compress the original data, which are then used to implement a classification task. It is particularly relevant to notice that

[^27]these quantum autoencoding algorithms can be run on presently existing quantum hardware, thus making such quantum machine learning algorithm readily usable with actual input data coming from a realistic source of industrial interest. While various models of variational autoencoders in the quantum domain have been proposed in the literature, for example for generative modelling tasks [161] and for the study of entanglement in quantum states [62], our implementation of the quantum autoencoder directly follows the architecture proposed by authors in [253], which is often studied as a prototypical model in the quantum machine learning literature [57], and it was also even extended to feature input redundancy [229], as discussed in [38].

The chapter is organised as follows. In Sec. 6.2 we explain and give the specifics of the industrial case study considered in this work. In Sec. 6.3 we introduce the classical neural network model of the autoencoder, and also discuss the clustering algorithm used to create the two classes for the classification problem. In Sec. 6.4 we review the quantum algorithm developed for a continuously valued input neuron already discussed in Chapter 4 [195], from which the quantum algorithm for the quantum autoencoder is derived. In Sec. 6.5 we show the results obtained for the data compression task, comparing them with those obtained with the purely classical autoencoder. At last in Sec. 6.5.2, we use the compressed data to implement a quantum classifier used to label the original data in a binary classification problem.

### 6.2 Case study

The industrial case study discussed in this Chapter aims at testing classical and quantum machine learning approaches to analyse data coming from an industrial equipment within one of Eni's Oil Treatment plants, showed in Fig. 6.1. The equipment is a separator, i.e. a vessel receiving a stream


Figure 6.1: Snapshot of the separator. The separator is regulated with three controllers: a pressure controller for the output gas stream, and two-level controllers for the water and the oil stream. The controllers use PID controller equations to regulate the opening of valves on the output streams.
of high pressure, high temperature crude oil (left part of the figure, indicated with a black stream), and exploits gravity to separate three output streams: Water (the heaviest component), indicated in the figure with a light blue stream; Oil (intermediate component), in the lower part of the figure indicated with a black stream; and Gas (lightest component), indicated with a light grey stream. The separator is regulated with three controllers: a pressure controller for the output gas stream, and two-level controllers for the water and the oil stream. Notice that the controllers use PID
(proportional - integral - derivative) controller equations to regulate the opening of valves on the output streams.

In a realistic machine learning problem, we might wish to use all the measurements coming from the sensors installed on this component, as well as on some of the components installed upstream, in order to predict if the behavior of the equipment is normal or faulty (i.e. working in a degraded mode). However, due to the limitation in the complexity of the problems that can currently be faced with quantum computing, we will focus on a simplified problem, involving only 4 variables, that are: the oil level (LIC), the oil output flow (FT), the pressure (PI), and the opening of the oil output valve (FRC). Sensor measurements are sampled every 10 seconds and stored into data tables to be used for the training of the neural networks.

The first step of the case study is the implementation of a dimensionality reduction procedure to compress the 4-dimensional input vector $\boldsymbol{x}=\left(x_{\mathrm{FRC}}, x_{\mathrm{FT}}, x_{\mathrm{LIC}}, x_{\mathrm{PI}}\right) \in \mathbb{R}^{4}$ into a 2-dimensional vector. This is done both via a standard classical neural network autoencoder and a quantum autoencoder, introduced in Sec. 6.3 and Sec. 6.4 respectively.

The second step is the implementation a classifier using the 2-dimensional latent vector from the compression step to classify the status of the component. In order to do so, we need a labelled training dataset associating an input $\boldsymbol{x}_{i}$ to a label $y_{i}=\{0,1\}$ corresponding to the "ok" or "faulty" state respectively. However, since 4 variables are too few to label the working status of the separator as "ok" or "faulty", we followed a different approach, as explained in the upper left panel of Fig. 6.2. We run a binary clustering algorithm on the initial variables, in order to identify two categorical states, named as "Class A" and "Class B", and then used these categorical states as the labels for the classification task. So, the latent vector from the encoder is used as input for the classifier, that is trained to correctly predict the "Class A" and "Class B" states. The clustering algorithm used is the KMeans algorithm as implemented in the scikit-learn library [228]. This algorithm takes as input the desired number of clusters, in our case two, and tries to split the data in groups of equal variance. The centroids of the clusters were initialised uniformly at random. In Fig. 6.2 we show the result of the clustering procedure, where for ease of plotting we show only three of the four variables. This categorical dataset is then used to train a classical and quantum classifier, whose implementation details and results are discussed in Sec. 6.5.2.

In Table 6.1 we summarise the findings of our work, showing the key figures (compression error and classification accuracy) for the classical and quantum pipelines considered in the case study.

Table 6.1: Key figures for the compression and classification tasks for the classical and quantum procedures considered. The compression task is implemented with classical and quantum autoencoders; the classification task is implemented with a KNeighborsClassifier and with a single qubit variational classifier. Compression error refers to the average reconstruction error defined in Eq. (6.6). Classification accuracy is defined as the percentage of correctly classified data.

|  | Compression error | Classification accuracy |
| :---: | :---: | :---: |
| Classical |  |  |
| Quantum | $5 \%$ | $89.7 \%$ |
| Quantum hardware (ibmq_x2) | - | $87.4 \%$ |

### 6.3 Neural network autoencoder

As extensively discussed in Sec 3.2, the most common use case of artificial neural networks is supervised learning, where the network is asked to learn a mapping from an input to an output space, by having access to an example set of input-output pairs. Specifically, for classification tasks


Figure 6.2: (a) The approach followed in this project: a clustering algorithm was used to define two categorical classes (Class A and Class B). Then, an autoencoder was used to reduce the dimensionality of the problem. Finally, a classifier was used to predict Class A and Class B identified with the clustering algorithm. (b) Results of the clustering algorithm KMeans on the input data. In particular, only the features FRC, FT and LIC are shown. The different colour indicates the different label (or class) assigned to the data. (c) Plot of the decoded data on top of the original validation data averaged by day. Here the features were rescaled to their original range.
the network is presented a labelled dataset $S=\left\{\left(\boldsymbol{x}_{i}, y_{i}\right) \subset \mathbb{R}^{d} \times\{0,1 \ldots, c-1\}\right\}_{i=1}^{m}$ consisting of a set of inputs $\boldsymbol{x}_{i}$ and the corresponding correct labels $y_{j}$, with $c$ being the total number of classes the inputs can be divided into (see upper left side of Fig. 6.3). Using this dataset, called training set, a neural network can be trained in a supervised fashion to learn the relationship between the input variables and the expected classification results. When the training is complete, the neural network model can be used for inference, that is for labelling previously unseen data. This property of neural networks, called generalisation, is ultimately the key figure that distinguishes them from standard fitting techniques, making them incredibly powerful tools [112, 128, 178, 210].

When dealing with real world problems, such as classifying the operational status of a plant as "ok" or "faulty" based on the measurements from the sensors installed on the plant, it is often the case that a large number of input variables are available. In fact, measurements coming from tens of sensors need to be analyzed not only on their instantaneous values, but also on additional features computed on time intervals, such as moving averages, and minimal/maximal values trends. This leads to a situation where too many input variables are available in the dataset, and it is often ineffective to directly feed them into the neural network classifier. With such a large number of variables, correlation analysis and feature engineering are often performed to focus only on the
most influencing variables, and only after these preprocessing steps the neural network can be used effectively. Another strategy is to use a dimensionality reduction approach, consisting in computing a new set of variables, smaller than the initial one, incorporating most —ideally all— of the information contained in the original data. These new compressed data are then used as inputs to the classifier, as shown in Fig. 6.3a.


Figure 6.3: (a) Reducing the dimensionality of a classification problem. (b) Using Autoencoders to reduce the dimensionality of a problem and solving the classification problem on the reduced variable set. (c) Schematic representation of the neural network autoencoder architecture. The input neurons in red are mapped to an hidden layer (in green) of lower dimension, storing the compressed information. Then, an output layer with the same number of neurons as the input one, tries to restore the original data with low error.

In order to reduce the problem dimensionality, methods such as PCA (Principal Component Analysis) or SVD (Singular Value Decomposition) [128] are typically used. However, these methods are based on linear decomposition of the initial variable space, and they could not be suitable when nonlinear relationships between the variables need to be kept into account.

### 6.3.1 Classical Autoencoders

An alternative method to reduce the dimensionality of the problem is to use so-called Autoencoders [112], as shown in Fig 6.3c. An autoencoder is a neural network composed of two modules, called encoder and decoder, designed in such a way that the subsequent application of the encoder and the decoder to the input data results into an output that is as close as possible to the input, i.e. the discrepancy between output and input is minimised. With such an approach, the encoder builds a compressed representation of the input data to be eventually used by the decoder to fully, and as faithfully as possible, reconstruct the input. This means that the compressed representation built by the encoder (often referred to as latent vector) contains the same information of the initial input space, or at least that minimum information is lost. Once the autoencoder has been trained to reconstruct the input, the latent vector can be used as the input space for the classifier. Therefore, the classification problem can be described as shown in Fig. 6.3b.

In our case study, we consider a neural autoencoder as shown in Fig. 6.3c. The original input variables are fed to the input neurons, which are then passed to an intermediate hidden level (shown in green) consisting of a number of neurons much smaller than the input. Finally, there is an output layer (shown in red) with the same number of neurons as the input. The neural network is trained in an unsupervised fashion in order to generate an output that is as close as possible to the input. Thus, if it is possible to reconstruct the input (with a minimum loss of fidelity) starting from the inner layer, this means that the inner layer contains the same information as the input, and therefore we can use the compressed layer as an input for the classifier. The presence of non-linear activation functions within the neural network, such as the Rectified Linear Unit $\operatorname{ReLU}(x)=\max (0, x)$, or sigmoid $s(x)=1 /\left(1+e^{-x}\right)$ (see Eqs. (3.39)), ensures that the network can better capture non-linear relationships in the input variables compared to PCA or SVD.

### 6.4 Quantum Data Compression

In order to use a quantum pipeline to analyse the classical data coming from the sensors, we need to encode such data on a quantum state to be used as the input of the quantum autoencoder. As discussed in Sec. 3.3.2 regarding the Fourier expansion of quantum circuits, recent literature points out the importance of choosing a good encoding scheme, even though no standard procedure is yet available [4, 109, 174, 189, 209, 269].

Given the relatively simple and low dimensional nature of the data sets to be analyzed, we choose to use the phase encoding strategy introduced earlier when discussing models of quantum perceptrons [195, 293]. This strategy provides an effective way to load classical data into a quantum state, and also already proved useful in other machine learning tasks such as patternrecognition [195, 293, 295, 296]. In particular, given a data sample $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{d}\right) \in \mathbb{R}^{N}$, this is encoded on the quantum state of $n=\log _{2} d$ qubits as follows (see Eq. (5.3))

$$
\begin{equation*}
\left|\psi_{x}\right\rangle=\frac{1}{2^{n / 2}} \sum_{i=0}^{2^{n}-1} e^{i x_{i}}|i\rangle \tag{6.1}
\end{equation*}
$$

where the data $\boldsymbol{x}$ are first re-scaled to fit into an appropriate range, such as $x_{i} \in[0, \pi]$. We refer to Chapters 4 and 5 for an extended discussion on this class of states for variational quantum procedures.

### 6.4.1 Quantum Autoencoder

Having fixed a data encoding strategy, we now build a variational quantum algorithm for data compression. In particular, borrowing from the classical machine learning literature, our goal is to implement a quantum autoencoder [38, 171, 253]. In classical autoencoders, the compression is built in the geometric structure of the neural network, since the input layer is followed by a much smaller hidden layer consisting of a number of neurons equal to the desired reduced dimension. This bottleneck forces the NN to learn a low dimensional representation of the inputs, which is stored in the intermediate hidden layer(s) of the network. However, this procedure cannot be straightforwardly applied to the quantum domain, because quantum computations follow a unitary, thus reversible, evolution. In fact, while classically it is possible to perform fan-in(fan-out) operations, that is arbitrarily reducing (increasing) the number of classical bits in the computation, such operations are irreversible, which prevents their direct implementation on a quantum computer. Alternatively said, it is not possible to eliminate or create new qubits during the execution of a quantum computation.

Nonetheless, it is possible to circumvent this issue as follows. Consider two quantum systems, denoted as system $A$ and system $B$, and be $|\psi\rangle_{A B}$ the quantum state of the composite quantum system $A B$. Our goal is to compress the information stored in the composite state in a lower dimensional representation, for example given by the state of subsystem $A$ only, with system $B$
being safely discarded. We can formalise this intuition in the following way: denote with $\mathcal{E}(\boldsymbol{\theta})$ a quantum encoding (in the sense of compressing) operation depending on variational parameters $\boldsymbol{\theta}$, then the desired compression task consists in the operation

$$
\begin{equation*}
\mathcal{E}(\boldsymbol{\theta})|\psi\rangle_{A B}=|\phi\rangle_{A} \otimes|\operatorname{trash}\rangle_{B}, \tag{6.2}
\end{equation*}
$$

where the state $|\psi\rangle_{A B}$ of the composite system $A B$ is compressed on the state $|\phi\rangle_{A}$ of subsystem A only, and the system $B$ is mapped to a fixed reference state of choice, called trash state, for example being the ground state $|\operatorname{trash}\rangle_{B}=|0\rangle^{\otimes|B|}$, with $|B|=\operatorname{dim}\left(\mathcal{H}_{B}\right)$ being the dimension of the Hilbert $\mathcal{H}_{B}$ space associated to system $B$.

It is clear that the goal of the encoder is to disentangle the two systems in such a way that one of them, the trash system, goes to the fixed reference state, while the other contains all the original information of the full quantum state. In order to recover the original quantum state $|\psi\rangle_{A B}$, it is then possible to act with a quantum decoder operation $\mathcal{D}(\boldsymbol{\theta})$, defined as $\mathcal{D}(\boldsymbol{\theta}):=\mathcal{E}(\boldsymbol{\theta})^{\dagger}$. Indeed, acting with the decoder on the compressed state yields the original state, namely

$$
\begin{equation*}
\mathcal{D}(\boldsymbol{\theta})\left(|\phi\rangle_{A} \otimes|\operatorname{trash}\rangle_{B}\right)=\mathcal{D}(\boldsymbol{\theta})\left(\mathcal{E}(\boldsymbol{\theta})|\psi\rangle_{A B}\right)=\left(\mathcal{E}(\boldsymbol{\theta})^{\dagger} \mathcal{E}(\boldsymbol{\theta})\right)|\psi\rangle_{A B}=|\psi\rangle_{A B} \tag{6.3}
\end{equation*}
$$

Thus, suppose having compressed the information stored in the quantum state of a composite system into one of its subsystems. Then, it is always possible to retrieve the original information by coupling such information-carrying system with some new qubits initialised in the |trash $\rangle$ state, and then act on them with the quantum decoder operator, as schematically represented in Fig. 6.4.


Figure 6.4: Schematic representation of the generic quantum autoencoder algorithm. The composite input quantum state $|\psi\rangle_{A B}$ is disentangled, so that system $A$ carries the compressed information, and system $B$, called "trash" system, is mapped to a reference quantum state of choice like $|\operatorname{trash}\rangle_{B}=|\mathbf{0}\rangle_{B}$, and it can be discarded. Such procedure may then be reversed by coupling the information-carrying system $A$ with a new set of clean qubits, and then applying a joint quantum decoder operation $\mathcal{D}(\boldsymbol{\theta}):=\mathcal{E}^{\dagger}(\boldsymbol{\theta})$ to retrieve the original state.

Of course, this only holds in the ideal case where the encoder perfectly manages to disentangle the subsystems $A$ and $B$, by obtaining the product state in Eq.(6.2). In practice, this is never the case since the input state $|\psi\rangle_{A B}$ depends on the classical input data via the phase encoding, and these states cannot be exactly disentangled, in general. In fact, after discarding the trash system $B$, the compressed state $A$ is no more a pure state, rather a mixed state given by the density matrix $\left.\rho_{A}=\operatorname{Tr}_{B}\left[\left(\mathcal{E}(\boldsymbol{\theta})\left|\psi_{A B}\right\rangle\right)\left(\left\langle\psi_{A B}\right|\right) \mathcal{E}(\boldsymbol{\theta})^{\dagger}\right)\right]$. However, upon optimization of the variational parameters $\boldsymbol{\theta}$, the trained encoder creates a final state as close as possible to the target product state of Eq. (6.2).

Training the quantum autoencoder The initial quantum state $|\psi\rangle_{A B}$ is obtained by using phase encoding to load the classical information on the phase of the quantum state, with the following scheme. $\operatorname{Be}\left\{\boldsymbol{x}_{i} \mid \boldsymbol{x}_{i} \in \mathbb{R}^{d}, i=1, \ldots, m\right\}$ the set containing the classical data to be analyzed, then the quantum autoencoder is trained using the quantum states obtained as $\left\{\left|\psi_{x}\right\rangle=\sum_{i} e^{i x_{i}}|i\rangle \mid \forall \boldsymbol{x} \in \mathcal{X}\right\}$. In our specific case, the classical data are four dimensional $d=4$ and
thus we only need $n=\log _{2} d=2$ qubits to encode the data. This in turn implies that the compressed system $A$ and the trash subsystem $B$ consist of a single qubit each.

Given the input data, the variational parameters $\boldsymbol{\theta}$ of the encoder $\mathcal{E}(\boldsymbol{\theta})$ are optimised in order to rotate the trash qubit as close as possible to the target trash state, which we choose to be $\mid$ trash $\rangle:=|0\rangle$. This is achieved by means of a training procedure whose aim is to find optimal parameters $\boldsymbol{\theta}^{*}$ such that the loss function $L(\boldsymbol{\theta})$ characterising the task is minimised. That is, the goal of training is to find

$$
\begin{equation*}
\boldsymbol{\theta}^{*}=\underset{\boldsymbol{\theta}}{\arg \min } L(\boldsymbol{\theta}) \quad \text { with } \quad L(\boldsymbol{\theta})=\frac{1}{m} \sum_{j=1}^{m}\left|1-\left\langle Z_{B}\right\rangle_{j}\right|, \tag{6.4}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
\left\langle Z_{B}\right\rangle_{j}:=\left\langle\psi_{x_{j}}\right| \mathcal{E}^{\dagger}(\boldsymbol{\theta})\left(\mathbb{I}_{A} \otimes Z_{B}\right) \mathcal{E}(\boldsymbol{\theta})\left|\psi_{x_{j}}\right\rangle \tag{6.5}
\end{equation*}
$$

as the mean value of the Pauli- $Z$ operator evaluated on the trash system $B$, after the encoder $\mathcal{E}(\boldsymbol{\theta})$ acted on the input quantum state $\left|\psi_{x_{j}}\right\rangle$ depending on the $j$-th sample $\boldsymbol{x}_{j}$. The loss function used in Eq. (6.4) is referred to as Mean Absolute Error (MAE) in the classical machine learning literature, and together with the Mean Squared Error (MSE) is the one of the most commonly employed loss functions in supervised regression tasks, which is also our case. Note that the loss function is faithful, in the sense that it reaches its global minimum $L\left(\boldsymbol{\theta}^{*}\right)=0$, only when $\left\langle Z_{B}\right\rangle_{j}=1, \forall j=1, \ldots, m$, that is when the trash qubit is always and perfectly disentangled from the other qubit, and mapped to the target trash state $|0\rangle$. A schematic representation of the quantum circuit used for the training procedure is explicitly shown in Fig. 6.5a.

Variational ansatz The actual quantum circuit implementation of the encoder $\mathcal{E}(\boldsymbol{\theta})$, hence the decoder $\mathcal{D}(\boldsymbol{\theta})$, is arbitrary, and in fact different variational ansätze have been proposed in the quantum machine learning literature [ $29,58,192,201$ ], of which we gave an extended overview previously in Sec. 2.2.2. In our case, we are dealing with only two qubits, and the most general ansatz consists of repeated applications of single qubit rotations and two-qubits entangling gates. In fact, having in mind to keep the parameters count and the overall circuit complexity low, we hereby propose a minimal yet efficient variational autoencoder consisting of two layers of Pauli- $Y$ rotations $R_{Y}(\theta)=e^{-i Y \theta / 2}(2.6)$ and a CNOT, followed by a final layer of rotations, as schematically depicted in Fig. 6.5b.

### 6.5 Experiments and Results

In this section we discuss the experiments implementing the classical and quantum data analysis approaches described above for the data compression and classification tasks.

### 6.5.1 Data compression

Classical autoencoder The classical neural network autoencoder was implemented with the Keras library of TensorFlow [2], and it consists of two dense layers in a 4-2-4 structure as in Fig. 6.3c, with sigmoid activation function.

The input data consists of a time series with 2873893 samples, $25 \%$ of which are used as validation data, and the rest for training. Before training, features were transformed with a MinMax scaler, which scaled each feature to fit in the range $[0,1]$. After the learning phase, the average reconstruction error $\bar{e}$, defined as

$$
\begin{equation*}
\bar{e}:=\frac{1}{m} \sum_{i=1}^{m}\left(\frac{1}{4} \sum_{j=1}^{4} \frac{\left|x_{\text {decoder }}^{(i, j)}-x_{\text {original }}^{(i, j)}\right|}{\left|x_{\text {original }}^{(i, j)}\right|}\right) \tag{6.6}
\end{equation*}
$$

(a)

(b)


Figure 6.5: (a) Quantum circuit used to train the quantum autoencoder. A register initialised in the ground state $|00\rangle$ is first subject to the phase encoding operation denoted by $P(\boldsymbol{x})$, and then goes through the quantum encoder $\mathcal{E}(\boldsymbol{\theta})$. Then the trash qubit is measured, and the mean value of the Pauli operator $\langle Z\rangle$ is evaluated. Such value is then plugged into the loss function $\mathcal{L}(\boldsymbol{\theta})$ to drive the learning process. (b) Circuit representation of the quantum encoder $\mathcal{E}(\boldsymbol{\theta})$. Two layers of Pauli- $Y$ rotations and a CNOT, are followed by a final layer of Pauli- $Y$ rotations. In total, the circuit has 6 trainable parameters. The decoder $\mathcal{D}(\boldsymbol{\theta})=\mathcal{E}^{\dagger}(\boldsymbol{\theta})$ is obtained by reversing the order of the operations, and changing the sign of the rotations angles.
amounts to $5 \%$, and in Fig. 6.2 we show a comparison of the original against reconstructed data averaged by day, for the validation dataset. As we can see, the decoder shows quite good performance in the reconstruction of the input data for 3 of the 4 variables. For the 'LIC' variable, the median of the distribution of the reconstructed data coincides with the one of the original data, though the fluctuations are not very well described. There is no obvious a priori reason for the imperfect reconstruction of this particular variable, and this may well be a shortcoming of the autoencoding approach, which focuses more on the other variables to achieve a good-enough reconstruction scheme.

In the following step we used the two latent variables from the compressed layer as input for a supervised classification algorithm, to predict the class assigned at the beginning through the clustering algorithm. We expect that, if the compressed vector is a suitable representation of the input data, a classification algorithm would be able to achieve very good performances.

Quantum autoencoder The quantum autoencoder was simulated using a combination of PennyLane [27], TensorFlow [2] and Qiskit [5], and the optimisation was performed using the automatic differentiation techniques implemented by these libraries. While automatic differentiation is only possible when performing a classical simulation of the quantum algorithm, in realistic scenarios of optimising a quantum circuit on real quantum hardware one can resort to parametershift rules (2.55) to estimate gradients and optimise the variational parameters [209, 270].

The variational circuit was trained using the Adam optimiser [165] with learning rate set to $\eta=0.001$, to update the six variational parameters $\boldsymbol{\theta}=\left(\theta_{0}, \theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}, \theta_{5}\right)$. The training was
performed using mini-batches of size 20 for a total training set consisting of $m=10040$ samples. In Fig. 6.6 it is shown the optimisation process across epochs of learning, both for the training loss, and for a validation set of 520 samples. Before the phase encoding process, the classical data $\left\{\boldsymbol{x}_{i}\right\}_{i}$ were normalised as $\boldsymbol{x}_{i} \leftarrow \pi \cdot \boldsymbol{x}_{i} /\left\|\boldsymbol{x}_{i}\right\|$. It is clear that the quantum encoder is effectively trained, with the loss reaching the minimum value of $L\left(\boldsymbol{\theta}^{*}\right)=0.0058$.


Figure 6.6: Optimisation of the quantum encoder, $\mathcal{E}(\boldsymbol{\theta})$, showing the training and validation loss evaluated with data sets containing 10040 and 520 samples, respectively. The minimum of the loss at the end of training amounts to $L\left(\boldsymbol{\theta}^{*}\right)=0.0058$.

With a trained encoder, we can now proceed to investigate the quality of the data compression provided by the algorithm. The state of the qubits $A$ and $B$ after the quantum encoder operator consists of a general two-qubit state

$$
\begin{equation*}
|\Psi\rangle_{A B}=a|0\rangle_{B} \otimes|0\rangle_{A}+b|0\rangle_{B} \otimes|1\rangle_{A}+c|1\rangle_{B} \otimes|0\rangle_{A}+d|1\rangle_{B} \otimes|1\rangle_{A}, \tag{6.7}
\end{equation*}
$$

where, if the encoder has been successfully trained, the probability of measuring qubit $B$ in state $|1\rangle, p_{1}=|c|^{2}+|d|^{2}$, is much smaller, ideally zero, than the probability of finding it in $|0\rangle$, namely $p_{1} \ll p_{0}=|a|^{2}+|b|^{2}$. Thus, in order to obtain a compressed pure state for qubit $A$ rather than a mixed one, we could post-select state $|\Psi\rangle_{A B}$ on measuring the trash qubit in state $|0\rangle$. In this case, let $\hat{\Pi}_{0}^{B}=|0\rangle\left\langle\left. 0\right|_{B} \otimes \mathbb{I}_{A}\right.$ be the projector on state $\left.\mid 0\right\rangle$ for system $B$, then the composite state is projected to

$$
\begin{equation*}
|\Psi\rangle_{A B} \longrightarrow \frac{\hat{\Pi}_{0}^{B}|\Psi\rangle\langle\Psi| \hat{\Pi}_{0}^{B}}{\operatorname{Tr}\left[\hat{\Pi}_{0}^{B}|\Psi\rangle\langle\Psi| \hat{\Pi}_{0}^{B}\right]}=|0\rangle\left\langle\left. 0\right|_{B} \otimes \mid \psi_{c}\right\rangle\left\langle\left.\psi_{c}\right|_{A}, \quad \mid \psi_{c}\right\rangle_{A}=\frac{a|0\rangle_{A}+b|1\rangle_{A}}{\sqrt{|a|^{2}+|b|^{2}}} . \tag{6.8}
\end{equation*}
$$

If we wish to retrieve the original information, now stored in compressed form in the state $\left|\psi_{c}\right\rangle_{A}$ of system $A$ only, we can couple this system to a new qubit initialised in $|0\rangle$, and then apply the quantum decoder, as shown in Fig. 6.4. An example of this procedure is shown in Fig. 6.7, where the reconstruction performances of the quantum autoencoder are evaluated on a test set consisting of 1000 samples coming from the original dataset. In the case of Fig. 6.7, the average reconstruction error defined in Eq. (6.6) amounts to $\bar{e}=5.4 \%$, confirming that the quantum autoencoder can successfully compress and then retrieve information with low error.

It is important to note that the results discussed in this section were obtained with an exact simulation of the wavefunction of quantum systems, using Qiskit's statevector_simulator. This allows for a direct access to the amplitudes of the quantum states, and thus recover the final phases of the decoded state $\left|\varphi_{\text {decoder }}\right\rangle=\mathcal{D}(\boldsymbol{\theta})\left(|0\rangle \otimes\left|\psi_{c}\right\rangle_{A}\right)$. However, in a real case scenario with a quantum hardware, it is not possible to perfectly retrieve the phases of the decoded state $\left|\varphi_{\text {decoder }}\right\rangle$, since one would need to perform quantum tomography of such state, and even in that


Figure 6.7: Performances of the quantum autoencoder in a compression and decoding task. Each plot shows one of the input features labelled 'FRC', 'FT', 'LIC', 'PI', as reconstructed by the quantum autoencoder ('decoded') confronted with the original sample ('original'). This plots are evaluated on a test set consisting of $m=1000$ samples. The average reconstruction error $\bar{e}$ as defined in the main text in Eq. (6.6), amounts to $\bar{e}=5.4 \%$. This results were obtained using the IBM Qiskit statevector_simulator.
case results could only be obtained up to an arbitrary constant, due to quantum measurement outcomes following Born's rule. Thus, while such reconstruction test would prove much harder to be performed on a real device, the results in Fig. 6.7 obtained with the simulator are still relevant in checking the inner working of the quantum autoencoder, and that it is actually able to perform the task it was designed for, even if it is not currently accessible by a real experimenter.

We hereby discuss a second possible approach for measuring the faithfulness of the reconstruction, which albeit being indirect does not require state tomography and is thus more readily compatible with actual runs on quantum processors. The performances of the quantum autoencoder can be tested measuring the fidelity [323] $F\left(\rho_{\boldsymbol{x}}, \eta_{x}^{\boldsymbol{\theta}}\right)=\operatorname{Tr}\left[\rho_{x} \eta_{x}^{\boldsymbol{\theta}}\right]$ between the initial pure state $\rho_{x}=\left|\psi_{x}\right\rangle\left\langle\psi_{x}\right|$ obtained through phase encoding (6.1), and the generally mixed state obtained through the quantum circuit autoencoder of Fig. 6.4, defined as

$$
\begin{equation*}
\eta_{\boldsymbol{x}}^{\boldsymbol{\theta}}:=\mathrm{D}(\boldsymbol{\theta})\left[|0\rangle\langle 0| \otimes \operatorname{Tr}_{B}\left[\mathrm{E}(\boldsymbol{\theta})\left[\rho_{\boldsymbol{x}}\right]\right]\right], \tag{6.9}
\end{equation*}
$$

where $\mathrm{E}(\boldsymbol{\theta})$ and $\mathrm{D}(\boldsymbol{\theta})$ represent the superoperators corresponding to the encoder $\mathcal{E}(\boldsymbol{\theta})$ and decoder $\mathcal{D}(\boldsymbol{\theta})$ operators, respectively. Clearly, the larger the fidelity the better, since it corresponds to the quantum autoencoder being able to recreate states that are very close to the initial ones. Using this figure of merit, post-selecting on the trash subsystem $B$ is not necessary since qubit $A$ can be directly coupled to a new qubit initialised in $|0\rangle$, to then act with the decoder and with the evaluation of $\operatorname{Tr}\left[\rho_{x} \eta_{\boldsymbol{x}}^{\boldsymbol{\theta}}\right]$. There are various techniques to evaluate state overlaps on quantum hardware [64, 195], the most common one being the SWAP test, and here we use the so-called compute-uncompute method, whose circuit is shown in Fig. 6.8.

Using a test set of $m=1000$ samples, a simulation of the trained quantum autoencoder, even including stochastic measurement outcomes with $n_{\text {shots }}=10^{4}$ shots, yields an average fidelity

$$
\mathbb{E}\left[\operatorname{Tr}\left[\rho_{x} \eta_{x}^{\theta}\right]\right]=\frac{1}{m} \sum_{j=1}^{m} \operatorname{Tr}\left[\rho_{x_{j}} \eta_{x_{j}}^{\theta}\right]=0.975 \pm 0.001,
$$



Figure 6.8: Circuit to evaluate the fidelity $F\left(\rho_{x}, \eta_{x}^{\boldsymbol{\theta}}\right)=\operatorname{Tr}\left[\rho_{x} \eta_{x}^{\boldsymbol{\theta}}\right]$ between the initial pure state $\rho_{x}=\left|\psi_{x}\right\rangle\left\langle\psi_{x}\right|$ and the generally mixed state $\eta_{x}^{\theta}$, obtained through the autoencoding procedure. The fidelity is obtained by counting the number of $|00\rangle$ outcomes at the end of the circuit. In fact, dropping the subscripts for simplicity, one has $p_{0}=\operatorname{Tr}\left[P(\boldsymbol{x})^{\dagger} \eta_{\boldsymbol{x}}^{\boldsymbol{\theta}} P(\boldsymbol{x})|\mathbf{0}\rangle\langle\mathbf{0}|\right]=$ $\operatorname{Tr}\left[\eta_{\boldsymbol{x}}^{\boldsymbol{\theta}} P(\boldsymbol{x})|\mathbf{0}\rangle\langle\mathbf{0}| P(\boldsymbol{x})^{\dagger}\right]=\operatorname{Tr}\left[\eta_{\boldsymbol{x}}^{\boldsymbol{\theta}}\left|\psi_{\boldsymbol{x}}\right\rangle\left\langle\psi_{\boldsymbol{x}}\right|\right]=F\left(\rho_{\boldsymbol{x}}, \eta_{\boldsymbol{x}}^{\boldsymbol{\theta}}\right)$.
which confirms again that the proposed variational quantum autoencoder is able to compress and later decode information.

### 6.5.2 Classification

Classical classifier The supervised classification algorithm used is the KNeighborsClassifier as implemented in scikit-learn. KNeighborsClassifier assigns the class to a point from a simple majority vote based on the $k$ nearest neighbours of that point. The number of nearest neighbours is a parameter of the algorithm, and after some trials we fixed it at $k=100$, which correspond to an optimal trade-off between performances and computational efficiency.

The lowest panel of Fig. 6.9 shows the results of the classification, which is now anticipated but discussed later in comparison with the quantum algorithm results. In red and blue are the points that have been correctly classified, while in yellow and green are those which were misclassified. The classification accuracy, evaluated as the percentage of correctly classified data, reach a remarkably high value of $89.7 \%$, indicating that the compressed vector is able to summarise the information carried by the input data.

Single qubit quantum classifier Once the quantum autoencoder has been trained to learn a compressed representation of the original information, the compressed quantum state can be used as input for a classification task. We expect that, if the compressed information is a suitable representation of the input data, the classification algorithm would be able to learn the classes assigned to the full-size input data through the clustering algorithm described in Sec. 6.2.

To do so, we can use the information-carrying qubit obtained with the encoder $\mathcal{E}(\boldsymbol{\theta})$, as input to a quantum classifier which is trained to learn the desired clustering of the original data. A quantum classifier is made of two parts: $(i)$ a trainable parametrized operation, $U(\boldsymbol{\varphi})$, which tries to map inputs belonging to different classes in two distant regions of the Hilbert space, and (ii) a final measurement, which is used to extract and assign the label. Since we are dealing with a single qubit classifier, the most general transformation on a qubit is represented by the unitary matrix (5.17)

$$
U(\alpha, \beta, \gamma)=\left[\begin{array}{cc}
\cos (\alpha / 2) & e^{-i \gamma} \sin (\alpha / 2)  \tag{6.10}\\
e^{i \beta} \sin (\alpha / 2) & e^{i(\beta+\gamma)} \cos (\alpha / 2)
\end{array}\right] .
$$

Thus, it is reasonable to use such operation as the trainable block of the classifier, since it ensures the greatest flexibility. Actually, as discussed later, the angle $\beta$ in Eq. (6.10) does not influence the measurement statistics of the qubit, hence it has no influence on the training of the classifier. For this reason, it is kept fixed at $\beta=0$, and the actual trainable gate used is $U(\alpha, 0, \gamma)=U(\alpha, \gamma)$.


Figure 6.9: Results of the classification task performed by the quantum classifier, for a test set of size $m=10^{3}$ samples. (a) Plot of the original data with the colour indicating the two different classes. Note that for simplicity, only the FRC and FT features are shown. (b) Label assigned by the trained quantum classifier. (c) Focus on the data that are mislabelled by the classifier. The colour indicates the label assigned by the quantum classifier, and the "cross" marker means that the data were misclassified. Note that these samples lay on the border of separating the two classes. The accuracy, evaluated as the percentage of correctly classified data, amounts to $87.4 \%$. (d) Result of the classification using the classical autoencoder followed by a KNN clustering procedure. Note that the axis are different from the quantum case due to normalisation of the features. In this case the classification accuracy amounts to $89.7 \%$

As for the label assignment, since the measurement process of a qubit has only two possible outcomes, these are interpreted to be the two possible values for the labels, namely "Class A" and "Class B" which were described earlier in Sec. 6.2. Specifically, a label is assigned based on a
majority vote on multiple shots of the same quantum circuit, that is an input is assigned to "Class A" if the majority of measurement gave $|0\rangle$ as outcome, and "Class B" otherwise. Formally, let $\rho_{x}^{A}=\operatorname{Tr}_{B}\left[\mathcal{E}(\boldsymbol{\theta})\left(\left|\psi_{x}\right\rangle\left\langle\psi_{x}\right|\right) \mathcal{E}(\boldsymbol{\theta})^{\dagger}\right]$ be the compressed quantum qubit, then the label is assigned based on the decision rule

$$
\hat{y}_{i}= \begin{cases}0 & \text { if } \quad p_{0}=\operatorname{Tr}\left[|0\rangle\langle 0| U(\boldsymbol{\varphi}) \rho_{x_{i}}^{A} U(\boldsymbol{\varphi})^{\dagger}\right] \geq 0.5  \tag{6.11}\\ 1 & \text { otherwise }\end{cases}
$$

where $p_{0}$ denotes the probability that the measurement yields $|0\rangle$ outcome. As mentioned earlier, one can check easily that $p_{0}$ does not depend on the angle $\beta$ of the unitary $U(\alpha, \beta, \gamma)$, and for this reason it is set to zero, yielding the variational unitary $U(\alpha, 0, \gamma)=U(\alpha, \gamma)$.

The loss function used to drive the training of the unitary $U(\alpha, \gamma)$ is the categorical cross entropy already introduced in Eq. (3.9), defined as

$$
\begin{equation*}
\mathcal{L}\left(y_{i}, \hat{y}_{i}\right)=-\left(1-y_{i}\right) \log \left(1-\hat{y}_{i}\right)-y_{i} \log \left(\hat{y}_{i}\right), \tag{6.12}
\end{equation*}
$$

where $y_{i}$ is the correct label, and $\hat{y}_{i}$ is the label assigned by the quantum classifier, and the optimiser used is COBYLA [235] as implemented in SciPy's Python package [308].

Figure 6.9 shows the results of the classification obtained after the optimization of the variational parameters $\boldsymbol{\varphi}=(\alpha, \gamma)$, for a test set of $m=10^{3}$ samples. The accuracy, measured as the ratio of correctly classified to total samples, is measured to be $87.4 \%$ when evaluated with exact simulation of the quantum circuit. As clear from the figure, the misclassified data are only those located near the edge connecting the two classes. In fact, in this region, the samples are not neatly divided but rather a blurred border exists. On the contrary, given its relatively simple structure, the quantum classifier learns essentially a straight cut of the data in this region, thus committing some labelling errors.

This should not come as a surprise since, as seen when discussing the Fourier representation of variational circuits in Sec. 3.3.2.2, a single-qubit classifier can only learn simple functions (i.e. sine functions) of the input data if there is not enough input redundancy [109, 116, 174, 189, 229, 269]. However, note that the dependence of the classification on the original data is strictly non-linear, since the classical data first go through a classical preprocessing step, then are loaded onto the quantum states by means of rotations, and finally undergoes the encoding procedure which scrambles information even more.

It is interesting to notice that the classification performances remain stable even when including sources of noise, such as stochastic measurement outcomes. Indeed, a simulation of the circuit using $n_{\text {shots }}=1024$ on $m=10^{3}$ samples yields an accuracy of about $82.5 \%$, which is only slightly lower than the exact case corresponding to an infinite number shots. In addition, the classifier proves robust even when tested on real quantum hardware. In fact, the circuit for the trained classifier was tested against IBM's ibmq_x2 quantum chip (accessed May 2021) but with a smaller test set of $m=75$ samples, due to limitations in the device usage. In this case, using $n_{\text {shots }}=1024$ shots per circuit, and averaging over 5 executions with different test samples, the classification accuracy (evaluated again as the percentage of correctly classified data) was found to be $(82.3 \pm 1.3) \%$, indeed very close to the simulation including only measurement noise, and not much different from the noiseless result.

### 6.6 Conclusions

We have presented a direct comparison between quantum and classical implementations of a neural network autoencoder, followed by a classifier algorithm, applied to sample real data coming from one of Eni's plants, in particular from a first stage separator. While the achievement of a clear quantum machine learning advantage with variational algorithms is still disputed [4, 140, 141], this work sets a milestone in the field of quantum machine learning, since it is one of the first examples
of direct application of quantum computing software and hardware to analyse real data sets from industrial sources.

As a first step, we have implemented and analyzed the performance of a variational quantum autoencoder to compress and subsequently recover the input data. We verified its performances using full simulation of the wavefunction, which allowed us to evaluate the average reconstruction error to about $\bar{e}=5 \%$ —essentially identical to the classical autoencoder- thus confirming the capability of the quantum autoencoder to effectively store a compressed version of the original data set, and then being able to recover it. In addition, we also checked the correctness of the quantum autoencoding procedure by evaluating the quantum fidelity between original and decoded quantum states, which were again found to be very similar to each other, even in the presence of simulated stochastic measurement noise.

Once the optimal parameters for the quantum autoencoder were determined during the training phase, we used the compressed quantum state as input to a quantum classifier, with the goal of performing a binary classification task. The algorithm achieved an accuracy above $87 \%$, absolutely comparable to that achieved in the classical setting using the neural network autoencoder followed by a nearest-neighbours classifier, thus indicating again that the quantum algorithm is able to correctly compress the relevant information of the input data. We also tested the performance of the full quantum pipeline (given by the quantum autoencoder plus the classifier) on actual and currently available IBM superconducting quantum hardware, obtaining a classification accuracy of $82 \%$, which is only slightly smaller than the ideal result.

The small size of current quantum devices and their relatively high noise levels make it hard to run actually relevant and large scale computations, thus making an effective quantum advantage out of reach. On the other hand, in this Chapter we provided a successful proof-of-concept demonstration that an original quantum autoencoder and a quantum classifier can actually reach the same level of accuracy as standard classical algorithms, on a data set that is sufficiently low dimensional to be handled on actual near-term quantum devices. In addition, it is worth emphasising that the quantum autoencoder allows to obtain results that are quantitatively comparable to the classical algorithm by using only 6 parameters instead of 16 , thus displaying an increased efficiency in terms of number of trainable parameters already reached on NISQ devices. With continuing progress in quantum technologies and quantum information platforms, we envision the execution of the very same quantum algorithms on larger scales, possibly reaching the threshold for a classically intractable problem. We believe that these results take the first foundational steps towards the application of usable quantum algorithms on NISQ devices for industrial data.

Although the use of quantum resources may offer computational advantages over purely classical methods, the latter are incredibly versatile tools, not only capable of giving rise to incredibly successful machine learning models, but also to provide an effective description of quantum system themselves. Thus, in order for a (variational) quantum algorithm to deliver a meaningful advantage, it must be hard to simulate via classical methods. The topic of the next Chapter is more fundamental and unrelated to practical use-cases, but instead addresses the classical simulability of quantum circuits under the lens of the entanglement, by studying the entanglement produced inside common variational quantum circuits.
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In this chapter ${ }^{1}$, we use tensor networks techniques to characterise the entanglement features of several recent proposals for Quantum Neural Networks. Specifically, we study the production of entanglement in random parameterised quantum circuits of up to fifty qubits, showing that their entanglement, measured in terms of entanglement entropy between qubits, tends to that of Haar distributed random states as the depth of the QNN is increased. We certify the randomness of the quantum states also by measuring the expressibility of the circuits, as well as using tools from random matrix theory. We show a universal behaviour for the rate at which entanglement is created in any given QNN architecture, and consequently introduce a new measure to characterise the entanglement production in QNNs: the entangling speed. These results characterise the entanglement properties of quantum neural networks, and provides new evidence of the rate at which these approximate random unitaries.

[^28]
### 7.1 Introduction

The topic of this chapter is the study of the entanglement properties of quantum neural networks when these initialised with random parameters. We employ methods from the tensor network literature, namely Matrix Product States (MPS), to study the entanglement generated in various QNNs architectures composed of up to 50 qubits. Since MPS are a very powerful tool for simulating quantum systems with bounded entanglement, if a quantum neural network can only access low entangled states, it can be easily simulated, which spoils any hope of achieving a concrete quantum advantage. Thus, using entanglement entropy among qubits as a figure of merit, we evaluate the entanglement capabilities of some of the most common and promising QNN architectures [4, 281]. We consider several QNNs with different combinations of feature maps $\mathcal{F}$ and variational forms $V$ and perform an extended numerical analysis varying: (i) the number of qubits $n$, (ii) the number of layers $L$ in the network, (iii) the entangling topology of the circuit, (iv) the data re-uploading [229, 269] structure being either alternated or sequential. A summary of the circuit templates analysed in this study is shown in Fig. 7.1.
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Figure 7.1: Graphical representation of QNN and MPS. (a) QNN structure with alternating feature $\operatorname{map} \mathcal{F}$ and variational ansatz $V$. Note that the ansatz parameters are different in each layer, while the feature map parameters are the same throughout the whole circuit. (b) MPS diagram. Each sphere is a tensor, representing a qubit $q_{j}$. The entanglement entropy between bi-partitions $A$ and $B$ is computed by "cutting" the connecting edge $e_{j}$. (c) Circuits analysed in the present study, depicted with a linear entanglement topology, i.e. entangling gates are only applied between nearest neighbours on a line. (d) Different entanglement topologies: circular, with the first and last qubit of the line connected, and full, where the entangling gates are applied between each pair of qubits (see Appendix D. 3 for a clear definition and discussion). When using parameterized two qubits gates, like the controlled rotations in circuit 3 , the entanglement maps are generalised to their parameterized version by using the corresponding parameterized operation. Note that the circuit templates 2 and ZZFEATUREMAP are those used in the QNN of [4], and also that circuits 1, 2 and 3 share similarities with circuits 1,15 , and 13 of [281], respectively.

For all the considered QNNs with nearest neighbour connectivity, as the number of layers $L$ is increased, the entanglement generated inside the circuit grows, eventually reaching a plateau when $L \approx n$, where $n$ is the number of qubits. This behaviour is associated with the typical entanglement of a random Haar-distributed quantum state. The choice of the entangling topology (nearest neighbours, circular, or all to all) clearly affects the rate of creation of entanglement in the circuit. We also point out that a careless definition of a full, i.e. all to all, connectivity map can effectively result in a linear nearest-neighbours interaction if unparameterized two qubits gates (CNOTs) are used, something apparently overlooked in the recent literature using this type of ansatz [4, 149, 296]. By bounding the entanglement generated by the circuit, we are able to simulate QNNs with MPS up to $n=50$ qubits. It should be stressed that such simulations are exact up to a given number of layers,
after which a truncation of the entanglement via MPS is applied. By appropriately normalising the entanglement produced we show that all the points for a given QNN architecture follow the same curve, independently from the number of qubits. Thus, we exploit this behaviour to define a universal figure of merit given the QNN architecture, the entangling speed. This figure of merit characterises how fast the entanglement is produced by the QNN, with respect to the number of layers $L$.

In addition, we evaluate the expressibility measure of the considered QNNs as defined in [281] and argue that the optimality of the QNN introduced in [4] may be related to its good trade-off between mild entanglement production and high expressibility. Finally, we employ tools from random matrix theory, specifically convergence to the Marčenko-Pastur distribution, to further characterise the resemblance of the deep enough quantum neural networks to random unitary matrices. At last, we note that differently from [281] which bases their analysis on the MeyerWallach entanglement measure [207], in this study we make use of the entanglement entropy among subsystems, which allows for a more careful analysis of the entanglement distribution in the system, and it is also readily accessed in an MPS simulation with no computational overhead.

The chapter is organised as follows. In Sec. 7.2 we review the basis of tensor networks and MPS, and introduce the Von Neumann entropy as an entanglement measure. We then discuss the entanglement entropy properties of random quantum states. We proceed by discussing the most recent results on parameterized quantum circuits and QNNs, especially, on the relation between randomness, trainability, and entanglement found in these circuits. In Sec. 7.3 we show the results of our analysis for various QNN architectures, and discuss the results in Sec. 7.4. Finally, we discuss the implications of our analysis and possible routes for future investigations in Sec. 7.5.

### 7.2 Methods

### 7.2.1 Tensor Networks and Matrix Product States

An $n$-qubit quantum state is defined in a Hilbert space $\mathcal{H}$ of dimension $\operatorname{dim}(\mathcal{H})=2^{n}$. The exponential scaling of $\mathcal{H}$ with $n$ makes the classical description of quantum states an exponentially expensive task. This problem is widely known in many-body quantum physics, and many different techniques have been developed to alleviate the issue, like the Density Matrix Renormalization Group (DMRG) or Tensor Network (TN) techniques [213, 280].

In this study, we use Tensor Network methods to efficiently describe the $n$-qubit state. In particular, we employ Matrix Product States (MPS), which are a specific tensor network ansatz particularly suited to represent 1 -dimensional (i.e. like atoms on a chain, as in Fig. 7.1) quantum states [95]. The power of tensor networks lies in the assumption that we are only interested in a tiny subspace of the entire Hilbert space, namely the states that display a limited amount of entanglement.

An $n$-qubit pure state $|\psi\rangle \in \mathcal{H}$ can be written as a MPS as follows [95]

$$
\begin{equation*}
|\psi\rangle=\sum_{s_{1}, \ldots, s_{n}=0}^{1} \sum_{\alpha_{1}, \ldots, \alpha_{n}=1}^{\chi} \mathbf{M}_{1 \alpha_{1}}^{[1], s_{1}} \mathbf{M}_{\alpha_{1} \alpha_{2}}^{[2], s_{2}} \ldots \mathbf{M}_{\alpha_{n-2} \alpha_{n-1}}^{[n-1], s_{n-1}} \mathbf{M}_{\alpha_{n-1} 1}^{[n], s_{n}}\left|s_{1} s_{2} \ldots s_{n}\right\rangle . \tag{7.1}
\end{equation*}
$$

Each tensor $\mathbf{M}_{\alpha_{i} \alpha_{i+1}}^{[i], s_{i}}$ is a local description for the $i$-th site, which allows one to apply a local operator to a certain site without the need to change all the other coefficients. For a fixed $s_{i}, \mathbf{M}_{\alpha_{i} \alpha_{i+1}}^{[i], s_{i}}$ is a $\chi \times \chi$ complex matrix, meaning that Eq. (7.1) is the sum of basis elements weighted by matrix products. The integer $\chi$ is called the MPS bond dimension, and a sufficiently high $\chi$ is needed to express a general $|\psi\rangle$ in such form. However, MPS with a lower $\chi$ can still encode all the meaningful states, albeit clearly not all possible states. In particular, to correctly describe any quantum state the bond dimension needed is $\chi=d^{\left\lfloor\frac{n}{2}\right\rfloor}$, where $d$ is the local dimension of the degrees of freedom ( $d=2$ for qubits). One can also efficiently evolve the state under the application of

2-qubit gates, using an approach known in the literature as time-evolving block decimation [223], and perform measurements. Simulations using MPS are not bounded by the number of qubits in the system, but by the amount of entanglement generated inside it, as we explain in detail in Section 7.2.2.

Nonetheless, while the use of an MPS simulation imposes some constraints on the maximum entanglement that it is possible to represent, this issue is relevant only for very deep circuits involving many qubits. Indeed, we reliably simulate circuit instances involving up to $n=50$ qubits and moderate depth, which is already sufficient to provide clear insights on the entanglement entropy generated in such circuits. Moreover, as explained below in Sec. 7.2.2, during an MPS simulation one has constant access to the singular values of the quantum state, so the entanglement of the state can be calculated on the fly without any computational overhead. Thus, MPS are an effective tool to study the entanglement properties of quantum circuits, especially in regimes that cannot be easily accessed with a full-scale simulation of the statevector of the system.

### 7.2.2 Entanglement measure in Matrix Product States

Entanglement in quantum states can be evaluated using the so-called Von Neumann entanglement entropy. Let $\rho=|\psi\rangle\langle\psi|$ be the quantum state of a system of $n$ qubits, and consider a bipartition $A, B$ of such system of qubits $n_{A}$ and $n_{B}=n-n_{A}$ respectively, like the one shown in Fig. 7.1b. The entanglement entropy of the subsystem $A$ having reduced density matrix $\rho_{A}=\operatorname{Tr}_{B}[\rho]$, is defined as

$$
\begin{equation*}
S\left(\rho_{A}\right)=-\operatorname{Tr}\left[\rho_{A} \log \rho_{A}\right] \tag{7.2}
\end{equation*}
$$

and quantifies the amount of entanglement shared between the parties $A$ and its complement $B^{2}$. If $A$ and $B$ are in a product state then $S\left(\rho_{A}\right)=0$, while if the two subsystems share maximal entanglement one has $S\left(\rho_{A}\right)=n_{A} \log (2)$ [95]. An important property of Eq. (7.2) is that the entanglement entropy of the two subsystems is equal, namely $S\left(\rho_{A}\right)=S\left(\rho_{B}\right)$, as it can be easily checked using the Schmidt decomposition of the pure global state $\rho=|\psi\rangle\langle\psi|$ (see below).

It turns out that matrix product states are a natural tool to characterise the entanglement entropy of a quantum system. This can be illustrated by considering the simple case of a state of $n=2$ qubits. Indeed, the statevector

$$
\begin{equation*}
|\psi\rangle=\sum_{i, j=0}^{1} c_{i j}|i j\rangle \quad \text { with } \quad \sum_{i, j=0}^{1}\left|c_{i j}\right|^{2}=1 \tag{7.3}
\end{equation*}
$$

can be expressed in the Schmidt decomposition [220] as

$$
\begin{equation*}
|\psi\rangle=\sum_{\alpha=1}^{\chi_{s}} \lambda_{\alpha}\left|\xi_{\alpha}\right\rangle_{1} \otimes\left|\eta_{\alpha}\right\rangle_{2} \tag{7.4}
\end{equation*}
$$

where $\chi_{s}$ is the Schmidt rank, $\lambda_{\alpha}$ are the Schmidt coefficients, and $\left\{\left|\xi_{\alpha}\right\rangle_{1}\right\}_{\alpha},\left\{\left|\eta_{\alpha}\right\rangle_{2}\right\}_{\alpha}$ are orthonormal bases in the space of the first and second qubit respectively. Using the decomposition (7.4) in Eq. (7.2), the entanglement entropy between the two qubits then amounts to

$$
\begin{equation*}
S\left(\rho_{A}\right)=-\sum_{\alpha=1}^{\chi_{s}} \lambda_{a}^{2} \log \lambda_{\alpha}^{2} \tag{7.5}
\end{equation*}
$$

In an MPS simulation one always has access to a subset of the Schmidt coefficients, since such representation is built by iteratively applying the Singular Value Decomposition (SVD), a procedure equivalent to Schmidt-decomposing a quantum state. The reason why one has access only to subsets of the Schmidt coefficients is that the following conditions are imposed on them. Listing the coefficients in ascending order, i.e. $\lambda_{0} \geq \lambda_{1} \geq \cdots \geq \lambda_{\chi_{s}}$, then

[^29]- Schmidt coefficients whose ratio with $\lambda_{0}$ is smaller than $\varepsilon$ are discarded. The value of $\varepsilon$ in this analysis is fixed at $\varepsilon=10^{-9}$;
- only the first largest $\chi_{\text {max }}$ coefficient are retained. The value $\chi_{\max }$ is called maximum bond dimension.

The approximation we are performing is the optimal one in terms of the represented entanglement. Then, the measure of entanglement for the MPS now becomes

$$
\begin{equation*}
S\left(\rho_{A}\right)=-\sum_{\alpha=1}^{\chi_{\max }} \lambda_{a}^{2} \log \lambda_{\alpha}^{2} \tag{7.6}
\end{equation*}
$$

As explained in detail in Appendix D.6, despite the approximations, the faithfulness of the simulation can be easily monitored. Finally, we remark that since we have constant access to the considered subset of Schmidt coefficients during the state evolution, we are able to compute the entanglement entropy of a quantum state without any computational overhead.

### 7.2.3 Entanglement entropy in random quantum states

In this section we briefly describe the entanglement features of uniformly distributed random pure quantum states, that is quantum states sampled according to the unique unitarily invariant probability distribution induced by the Haar measure. The Haar measure was already introduced and discussed previously in Chapter 2 for deriving the Barren Plateau phenomenon 2.2.4.2, and we hereby just recall some basic concepts necessary for the analysis presented in this Chapter.

Denoting by $\mathbb{U}(n)$ the group of $2^{n} \times 2^{n}$ unitary matrices, there is a unique unitarily invariant probability measure $\mu(U)$ defined on the group, and such measure is called Haar measure [93, 132, 205]. Unitary invariance corresponds to the requirement that the measure is invariant under translations in the space of unitary matrices, that is

$$
\begin{equation*}
\mu(M U)=\mu(U M)=\mu(U) \quad U, M \in \mathbb{U}(n) \tag{7.7}
\end{equation*}
$$

The Haar measure induces a uniform probability distribution in the space of unitary matrices so that sampling a quantum state according to the Haar measure means randomly picking a state uniformly from the space of quantum states. We denote with $\mathcal{P}(n)$ such probability distribution.

We are interested in the entanglement features of random quantum states, particularly in the entanglement entropy. Let $|\psi\rangle \in\left(\mathbb{C}^{2}\right)^{\otimes n}$ be a quantum state of $n$ qubits sampled from the uniform distribution $|\psi\rangle \sim \mathcal{P}(n)$, and a bipartition of the $n$ qubits system in two subsystems $A$ and $B$, of size $n_{A}$ and $n_{B}=n-n_{A}$ respectively. Then, for $n_{A} \leq n_{B}$, the expectation value of the entanglement entropy (7.2) corresponding to this cut amounts to the so-called Page value [132, 224]

$$
\begin{equation*}
\mathbb{E}\left[S\left(\rho_{A}\right)\right]=\sum_{j=d_{B}+1}^{d_{A} d_{B}} \frac{1}{j}-\frac{d_{A}-1}{2 d_{B}} \tag{7.8}
\end{equation*}
$$

where $d_{B}=2^{n_{B}}, d_{A}=2^{n_{A}}$ are the local dimensions of the two subsystems, and the expectation value is over the uniform probability distribution $\mathbb{E}(\cdot)=\mathbb{E}_{|\psi\rangle \sim \mathcal{P}(n)}(\cdot)$. One can check that the entanglement is highest whenever the two partitions have equal size $n_{A}=n_{B}=n / 2$ (for $n$ even, and similarly for $n$ odd, $n_{A}=\left\lfloor\frac{n}{2}\right\rfloor$ and $n_{B}=\left\lceil\frac{n}{2}\right\rceil$ ).

From Eq. (7.8) it follows that $\mathbb{E}\left[S\left(\rho_{A}\right)\right] \geq \log d_{A}-d_{A} / 2 d_{B}$ [132], and since the maximum value of the entanglement entropy for such bi-partition is $\log d_{A}$, obtained if the subsystems $A$ and $B$ share maximal entanglement, one concludes that random states are generally highly entangled. Indeed, in ref. [132] it was shown that the probability that a random pure state has entanglement entropy lower than $\log d_{A}-d_{A} / 2 d_{B}$ is exponentially small. Thus, with very high probability, random quantum pure states are almost maximally entangled.

### 7.2.4 Quantum Neural Networks as Parameterised Quantum Circuits

In this section we briefly recall the main ideas and nomenclature of Variational Quantum Algorithms (VQAs) and Quantum Neural Networks (QNNs) to present the analysis in this Chapter in a selfconsistent manner, but we refer to Section 2.2 and Section 3.2.2.2 for extended discussion on these topics.

Variational quantum algorithms are based on PQCs, which are quantum circuits in which some of the unitary operations are characterized by variational parameters to be adjusted in order to solve an optimization problem. The optimal parameters are found by minimizing a properly chosen cost (or loss) function encoding the task to be solved. Let $U_{\boldsymbol{\theta}}$ be the unitary evolution implemented by a quantum circuit with tunable parameters $\boldsymbol{\theta}$, and $O$ a Hermitian operator (an observable). The goal of variational quantum algorithms is to optimize the quantum circuit parameters $\boldsymbol{\theta}$ in order to minimize the expectation value (or variations thereof, see Sec. 2.2)

$$
\begin{equation*}
f(\boldsymbol{\theta})=\langle O\rangle_{\boldsymbol{\theta}}=\operatorname{Tr}\left[O U_{\boldsymbol{\theta}} \rho U_{\boldsymbol{\theta}}^{\dagger}\right] \tag{7.9}
\end{equation*}
$$

where $\rho$ is an initial quantum state, generally set to the ground state $\rho=|0\rangle\langle\mathbf{0}|$. This is achieved by means of an iterative hybrid quantum-classical approach where the quantum computer is used to estimate the cost function (7.9), and given such value, the classical computer proposes new variational parameters according to an optimization method, the most common one being gradient descent.

There is freedom in the choice of the gate sequence defining the parameterized unitary $U_{\boldsymbol{\theta}}$, and a choice of its structure is referred to as variational ansatz, of which we gave an extended overview in the dedicated Section 2.2.2. For example, the unitary could be composed of a layer of Pauli rotations around the $X$-axis on each qubit $R_{X}(\theta)=\exp (-i \theta X / 2)$, followed by a layer of CNOTs acting on pairs of neighbouring qubits. This is in fact the general blueprint of variational quantum circuits, as they are generally created by repeating single-qubits parameterized rotations followed by multi-qubits operations which introduce entanglement into the computation. Examples of parameterized quantum circuits are shown in Fig. 7.1.

Quantum Neural Networks As it is often the case with learning tasks, either classical or quantum, the goal is to solve a problem given access to a dataset of inputs $\left\{\boldsymbol{x}_{i}\right\}_{i}, \boldsymbol{x}_{i} \in \mathcal{X}$, representative of the task to be solved. As outlined in Definition 3.2, whenever data is involved, variational quantum circuits are often referred to as quantum neural networks. In this case, the quantum circuit of the "neural network" depends on two sets of parameters $\boldsymbol{x}$ and $\boldsymbol{\theta}$, the former being the input data to be analyzed, and the latter the variational parameters to be adjusted (i.e. the weights of the neural network). In the quantum machine learning jargon, the encoding scheme used to load the input data onto the quantum computer is known as feature map, and consists of a unitary operation parameterized by $\boldsymbol{x}$. We will denote such feature encoding gate with $\mathcal{F}(\boldsymbol{x})$, where $\boldsymbol{x} \in \mathcal{X}$. As with the variational unitary, there is no standard choice for a feature map, and one has to pick a specific ansatz, ideally biasing the choice towards architectures built using knowledge of the problem to be solved [208, 284]. Summing up, a general QNN can be then expressed as

$$
\begin{equation*}
U_{\mathrm{QNN}}(\boldsymbol{x} ; \boldsymbol{\theta})=\prod_{i=L}^{1} V\left(\boldsymbol{\theta}_{i}\right) \mathcal{F}(\boldsymbol{x})=V\left(\boldsymbol{\theta}_{L}\right) \mathcal{F}(\boldsymbol{x}) \cdots V\left(\boldsymbol{\theta}_{1}\right) \mathcal{F}(\boldsymbol{x}), \tag{7.10}
\end{equation*}
$$

where $\mathcal{F}(\boldsymbol{x})$ is the feature map ansatz depending on the input data $\boldsymbol{x} ; V\left(\boldsymbol{\theta}_{\boldsymbol{i}}\right)$ is a variational ansatz depending on trainable parameters $\boldsymbol{\theta}_{i} \in \boldsymbol{\theta}=\left(\boldsymbol{\theta}_{1}, \cdots, \boldsymbol{\theta}_{L}\right)$ with $\boldsymbol{\theta} \in \mathbb{R}^{p}$; and $L$ is the number of repetitions (or layers) of the such layered structure.

As already discussed in Sec. 3.3.2, it was recently shown that uploading the input data multiple times throughout the circuit is essential for quantum neural networks to model higher-order functions of the inputs [109, 269], via a procedure now dubbed data-reuploading [229, 302]. Indeed, note that
the input data in the feature map in Eq. (7.10) is the same in every layer, while the variational blocks $V$ use a different parameter vector in every layer. In Fig. 7.1a we give a graphical representation of the general structure of QNNs. As for the explicit implementation of $\mathcal{F}$ and $V$, there is no fixed choice and these are usually composed of single qubit rotations followed by entangling operations, either fixed (e.g. CNOTs) or themselves parameterized (e.g. controlled rotations). See Fig. 7.1c for some prototypical examples of parameterized blocks proposed in the literature [4, 281], which we will consider throughout the presented analysis.

### 7.2.5 Randomness, Entanglement and Trainability

As we now well know from the discussion in Sec. 2.2.4.2, one of the hardest theoretical challenges affecting quantum machine learning models is the emergence of barren plateaus (BP). Different sources can lead to the unfolding of barren plateaus, and these can be summarised as follows ${ }^{3}$ : randomicity-induced BP [137, 202, 221, 258], BP induced by global cost functions defined with observables having support on a large number of qubits [57], and eventually noise-induced BP [312].

The analysis presented in this chapter concerns the former type of barren plateaus, that roughly occur when parameterized quantum circuits, when initialised with random parameters, resemble general random unitaries. Indeed, despite being quite limited in terms of qubits connectivity and gate operations, common instances of parameterized quantum circuits are often found to behave as unitary 2-designs [81], in which case, as proved in Th. 2.2, the variance of the gradients of any cost function $f(\boldsymbol{\theta})$ defined on the circuit will vanish exponentially with the number of qubits $n$, namely [137]

$$
\begin{equation*}
\operatorname{Var}_{\boldsymbol{\theta}}\left[\partial_{k} f(\boldsymbol{\theta})\right] \in \mathcal{O}\left(c^{-n}\right) \quad c>1 \tag{7.11}
\end{equation*}
$$

where $f(\boldsymbol{\theta})$ is as in Eq. (7.9). Specifically, the cost function concentrates around its mean value and stays constant almost everywhere in parameter space [13], which makes training unfeasible.

Vanishing gradients are used as a witness to assess whether a parameterized quantum circuit resembles a unitary 2 -designs. Of course, this is only necessary but not sufficient condition, as one can easily devise a circuit that is not a 2-design but has vanishing gradients, for example using a global cost with a shallow circuit [57], as the one presented in Appendix A.1.

In addition to vanishing gradients, another witness of randomness is the entanglement generated inside the circuit [221]. Indeed, as discussed previously in Sec. 7.2.3, random quantum states are almost maximally entangled, so one can use the maximality of entanglement generated by a parameterized circuit as an indicator of the resemblance to a random unitary evolution. As for vanishing gradients, the presence of large entanglement is however only a necessary but not sufficient condition for randomness, as a simple shallow circuit composed of Hadamards and CNOTs can create maximally entangled states (GHZ states), which are clearly not random. As discussed in [258], the so-called entanglement-induced BPs [221, 227] provide an alternative yet equivalent description of local cost barren plateaus (circuits with global costs always suffer of vanishing gradients [57], regardless of randomicity), as they both stem from the proximity of parameterized quantum circuits to unitary 2-designs.

Indeed, if a circuit is a unitary 2-design, then the average entanglement entropy of any subsystem $A$ of dimension $d_{A}\left(d_{A} \leq d_{B}\right)$ will be already very close to its maximal value $[184,258]$

$$
\begin{equation*}
\log d_{A}-1 \leq \mathbb{E}_{\boldsymbol{\theta}}\left[S\left(\rho_{A}\right)\right] \leq \log d_{A} \tag{7.12}
\end{equation*}
$$

and approaches the Page value (7.8) for truly Haar-random states. For completeness, we provide a proof of Eq. (7.12) based on the Rényi 2-entropy in Appendix D.1.

[^30]To summarise, while the presence of entanglement is a necessary ingredient to avoid classical simulability, its uncontrolled growth is likely to signal the emergence of barren plateaus. The evaluation of the entangling capabilities of parameterized quantum circuits is then a valuable diagnostic tool to provide information both on the classical simulability and trainability issues of quantum machine learning models. At last, we remark that although various methods have been put forward to mitigate the occurrence of BPs [115, 283, 309], including proposals based on entanglement control [164, 227, 258], these remain a bottleneck for scaling up quantum machine learning computations based on variational circuits.

### 7.3 Results

We now proceed to analyse the entanglement production in various quantum neural network architectures with different feature maps and variational ansatz, obtained composing the circuit blocks shown in Fig. 7.1. In particular, we take as a prototypical example the QNN introduced in [4], argued as a good candidate for quantum machine learning applications in terms of capacity and expressibility, possibly achieving an advantage over classical counterparts.

Such QNN model uses as feature-map $\mathcal{F}(\boldsymbol{x})$ the so-called ZZFEATUREMAP firstly introduced in [131] as a classically-hard map to load classical data on a quantum state in a non-linear fashion. The variational block $V(\boldsymbol{\theta})$ is instead composed of single qubit rotations followed by entangling operations. In order to better understand the effect of every single operation in the quantum circuit, we also consider variations of the QNN introduced above, varying both the feature map, the variational form, and the entangling topology. All considered circuit blocks are graphically represented in Fig. 7.1.

Let $U_{L}(\boldsymbol{x}, \boldsymbol{\theta})$ be the unitary representing a specific quantum neural network with $L$ layers with input data $\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$, and variational parameters $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{p}\right) \in \mathbb{R}^{p}$, see Eq. (7.10). We consider random instances of such QNN by sampling both the inputs and the variational parameters according to the uniform distribution $x_{i}, \theta_{i} \sim \operatorname{Unif}[0, \pi]$, hence obtaining a collection of QNNs $U_{L}=\left\{U_{L}\left(\boldsymbol{x}_{i}, \boldsymbol{\theta}_{i}\right), i=1, \ldots, M\right\}$. Then, we study the entanglement entropy properties of each of these instances and average the result over the $M$ trials (unless stated otherwise, we take $M=100$ ). Thus, when in the following we refer to the entanglement entropy of a quantum circuit, we are always denoting the average over $M$ realisations of that circuit. In order to evaluate the influence of the depth on the entanglement, we repeat this analysis by increasing the number of layers in the quantum neural network $L=1, \ldots, L_{\text {max }}$.

Note that although the total number of parameters (inputs and parameters) depends on the specific feature map and variational form used, for the considered circuits such difference generally amounts to a constant and does not have a relevant impact on the results. In Tab. 7.1 we report the number of parameters in each circuit template analyzed in this work. We anticipate that while the number of parameters in the considered quantum circuits only scales polynomially with the system size $n$, these are found to be sufficient to reproduce some entanglement features of random unitaries, which are instead characterized by an exponential number parameters. This is in agreement with results on random quantum circuits that states that polynomial resources are sufficient to approximate unitary designs [123, 126]. We refer to Sec. 7.4 for an extended discussion.

### 7.3.1 Alternating vs. Sequential data reuploading

As a first analysis, we study the difference in entanglement growth between a standard QNN using an alternated repetitions of feature maps and variational forms (as in Fig. 7.1), and one in which we have first $L$ repetitions of the feature map followed by $L$ repetitions of the variational form, which we refer to as a sequential structure. The former leverages an alternated evolution of the quantum state which is typical of quantum neural networks using a data reuploading scheme [109, 229, 269].

|  | Abbr. | Number of parameters |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | LINEAR | CIRCULAR | FULL |
| CIRCUIT 1 | $\mathrm{C}_{1}$ | $2 n$ | $2 n$ | $2 n$ |
| CIRCUIT 2 | $\mathrm{C}_{2}$ | $n$ | $n$ | $n$ |
| CIRCUIT 3 | $\mathrm{C}_{3}$ | $2 n-1$ | $2 n$ | $\frac{n^{2}+n}{2}$ |
| CIRCUIT ZZFEATUREMAP | $\mathrm{C}_{\mathrm{ZZ}}$ | $n$ | $n$ | $n$ |

Table 7.1: Number of parameters for each considered circuit template and their relative entanglement topology. Notice that, while the number of parameters remains constant for $\mathrm{C}_{\mathrm{ZZ}}$ as shown in the table, the number of parametric gates varies analogously to $\mathrm{C}_{3}$.

The latter instead uses an initial data-dependent evolution followed by a trainable unitary, thereby creating an architecture similar to quantum kernel machines [263].

While the two structures (alternated and sequential) may be mapped to each other using ancillary qubits [152], they can have rather different performances, and we hereby show how they also create entanglement in a different way. Specifically, given the two unitary evolutions, namely the fixed input-dependent feature map $\mathcal{F}(\boldsymbol{x})$ and the varying parameterised variational form $V\left(\boldsymbol{\theta}_{i}\right)$, one expects the alternated dynamics

$$
U_{\mathrm{alt}}=V\left(\boldsymbol{\theta}_{L}\right) \mathcal{F}(\boldsymbol{x}) \ldots V\left(\boldsymbol{\theta}_{1}\right) \mathcal{F}(\boldsymbol{x})
$$

to introduce randomness at a faster rate than the sequential process

$$
U_{\mathrm{seq}}=\prod_{i=L}^{1} V\left(\boldsymbol{\theta}_{i}\right) \prod_{i=L}^{1} \mathcal{F}(\boldsymbol{x})
$$

and hence introduce more entanglement in the system. Such intuition is confirmed by the numerical results, and may be understood as a consequence of the universality of the alternating dynamics proved for example for QAOA circuits [187, 214].

Here we use $\mathcal{F}=\mathrm{C}_{\mathrm{ZZ}}$ and $V=\mathrm{C}_{2}$, as defined in Fig. 7.1, both with linear topology. Be $S^{\text {alt }}$ and $S^{\text {seq }}$ the entanglement entropy of the bipartition with an equal number of qubits, which is generally the highest, for the alternating and sequential structure, respectively. We define the normalized difference as

$$
\begin{equation*}
\Delta \bar{S}=\frac{S^{\text {alt }}-S^{\text {seq }}}{\left(S^{\text {alt }}+S^{\mathrm{seq}}\right) / 2} \tag{7.13}
\end{equation*}
$$

and study its behaviour as the depth of the quantum circuit is increased, as shown in Fig. 7.2.
The metric is always positive and features a maximum, implying that the alternated structure is creating entanglement faster (i.e. with fewer layers) than its non-alternated counterpart. Note that for $L=1$ layers the two structures are identical, so the generated entanglement is the same up to the statistical error, which explains why all the curves start around zero. At a high number of repetitions, the two structures tend to the same value, showing a $\Delta \bar{S} \simeq 0$, which can be understood in light of the results presented in the following sections: as the number of layers of a QNN is increased, the entanglement rapidly converges to that of a Haar-distributed random state, thus the alternated and non-alternated structure eventually converge to the same value. Given the higher entanglement production rate of the alternated structure, in the following analysis, we shall focus on this structure only.

### 7.3.2 Entanglement distribution across bonds

It is natural to ask how the choice of the feature map, the variational form, and the entangling topology impact the growth of entanglement of the quantum state. In this section, we start to explore


Figure 7.2: Normalised entanglement difference $\Delta \bar{S}$, as defined in Eq. (7.13) for different numbers of qubits. The used QNN is defined by $\mathcal{F}=\mathrm{C}_{\mathrm{zz}}$ and $V=\mathrm{C}_{2}$. All the data points are obtained by averaging over $10^{3}$ realisations.
this question by studying how entanglement is distributed across all possible ordered bi-partitions of the $n$ qubits in the network. That is, given an MPS representation as in Fig. 7.1(b), we study the entanglement entropy corresponding to each bond in the linear chain. Denoting with $e_{i}$ the bond connecting qubit $q_{i}$ and $q_{i+1}$, the entanglement entropy of that bond is (see Eq. (7.2))

$$
\begin{align*}
S\left(e_{i}\right) & =-\operatorname{Tr}\left[\rho_{[1: i]} \log \rho_{[1: i]}\right]  \tag{7.14}\\
\rho_{[1: i]} & =\operatorname{Tr}_{i+1, \ldots, n}[\rho]
\end{align*}
$$

where $\rho_{[1: i]}$ is the reduced density matrix of all the qubits up to the $i$-th one, and $\rho$ is the state obtained from the quantum neural network $\rho=U_{L}(\boldsymbol{x}, \boldsymbol{\theta})|\mathbf{0}\rangle\langle\mathbf{0}| U_{L}(\boldsymbol{x}, \boldsymbol{\theta})^{\dagger}$.

In Fig. 7.3 we show the entanglement entropy distribution for the case of $n=8$ qubits using three different quantum neural networks architectures: in panel (a) the one proposed in [4] with feature map $\mathcal{F}=\mathrm{C}_{\mathrm{zz}}$, variational ansatz $V=\mathrm{C}_{2}$, both with linear entanglement; in (b) same as before but using a circular entanglement topology; and eventually in panel (c) a simpler circuit using a tensor product feature map $\mathcal{F}=\mathrm{C}_{1}$ which encodes data independently on each qubit, followed by the same variational ansatz $V=\mathrm{C}_{2}$, again with linear entanglement both. For reference, it is also shown the expectation value of the entanglement entropy for Haar-random quantum states evaluated with Eq. (7.8), as well as an upper bound given by the highest possible entanglement $\log \left(\min \left(d_{A}, d_{B}\right)\right)$, obtained if the two partitions $A$ and $B$ were maximally entangled. Note that while we report only the simulation data for $n=8$, the discussion has general validity as identical results hold for all tested numbers of qubits, $n=2, \ldots, 20$.

First of all, the findings agree with the intuition that deeper circuits are able to create higher entangled states with respect to shallower ones, in accordance with results from [281]. In particular, the entanglement entropy is higher at the centre of the chain. Clearly, depending on the specifics of the QNN, the entanglement grows faster in certain architectures with respect to others. Regarding the effect of the entangling topology, comparing panels (a) and (b) we see that circular connections produce greater entanglement compared to the nearest-neighbours interaction and that such entanglement grows at a faster rate as the number of layers is increased. As for the choice of the feature map, since the QNN in panel (c) produces entanglement only through the entangling gate in the variational blocks, its entanglement is lower and also grows slower with respect to the QNN in panel (a), even though it has twice the number of parameters in the feature map.


Figure 7.3: Average entanglement entropy across bonds for a system composed of $n=8$ qubits, where $e_{i}$ is the bond connecting qubit $i$ and $i+1$, as in Fig. 7.1. The curves represent different numbers of layers $L$ in the quantum neural network. (a) QNN with structure: $\mathcal{F}=\mathrm{C}_{\mathrm{zz}}, V=\mathrm{C}_{2}$, both with linear entanglement. (b) QNN with structure: same as in (a) but with circular entanglement. (c) QNN with structure: $\mathcal{F}=\mathrm{C}_{1}$ which has no entangling gates, and $V=\mathrm{C}_{2}$ with linear entanglement.

Interestingly, however, as the number of layers approaches the number of qubits $L \approx n$, all investigated QNNs converge to the same values, that is those obtained for random states sampled from the uniform Haar distribution. Deep enough QNNs are then flexible enough to reproduce the same entanglement spectrum of a random state, which, as discussed in section 7.2.3, are very highly entangled. Again, even though the measure of entanglement is different, this is in agreement with the results presented in [281], where the convergence to the Haar distribution is encountered for various parameterized quantum circuits, and also with other results in the literature regarding the properties of random quantum circuits to approximate the Haar distribution [37, 124]. We will discuss this more in detail in Sec. 7.4, while a more in-depth analysis of the convergence is the subject of the next section.

### 7.3.3 Entanglement scaling with increasing depth

In order to better understand the entanglement scaling properties of QNNs, we introduce a new quantity, defined as the total entanglement entropy $S_{\text {tot }}$ created in the MPS chain

$$
\begin{equation*}
S_{\mathrm{tot}}=\sum_{i=1}^{n-1} S\left(e_{i}\right), \tag{7.15}
\end{equation*}
$$

which is the sum of the entanglement entropy of all the ordered bipartitions of the quantum state. We use this global measure to quantify how fast QNNs approach the Haar distribution in terms of overall entanglement production. In particular, we define a new figure of merit, the entangling layers $\widetilde{L}$, defined as the number of layers needed by an architecture to reach $90 \%$ of the total entanglement of a Haar distributed state $S_{\text {tot }}^{\text {Haar }}$, namely

$$
\begin{equation*}
\widetilde{L}=\text { min number of of layers } \quad \text { such that } \quad S_{\mathrm{tot}} \geq 0.9 S_{\mathrm{tot}}^{\mathrm{Haar}} . \tag{7.16}
\end{equation*}
$$

The choice of the $90 \%$ threshold allows to select states that are already very close to the Haarrandom value, and avoids undesired oscillating behaviours obtained when higher thresholds are used, e.g. $99 \%$, which are caused by statistical fluctuations (recall that every QNN is sampled multiple times with different parameters to calculate averages).

In Fig. 7.4 we show the behaviour of $\widetilde{L}$ for four different QNNs as the number of qubits is increased. Note that each QNN is considered with all the three possible entangling topologies (linear, circular and full, as defined in Fig. 7.1). At last, note that all QNNs leverage the same variational form $V=\mathrm{C}_{2}$, while the feature map is changed, as reported in the legend.


Figure 7.4: Entangling layers $\widetilde{L}$, i.e number of layers to reach $90 \%$ of the Haar entanglement, versus the number of qubits. The analysis is carried out over four different QNN architectures, each evaluated with different entangling topologies (linear, circular, and full). The architectures leverage the same variational form $V$, while the feature map $\mathcal{F}$ is changed, as reported in the legend.

First, we observe that the entangling layers display a linear behaviour when a linear entanglement topology is used. This means that the number of layers needed to entangle the system scales linearly with the size of the system. The behaviour changes abruptly when we move to a circular or full entangling topology. All architectures display a faster entanglement production when passing from a linear to a circular topology, as can be seen from the lower slope of the curves. The all-to-all connectivity speeds up entanglement production only for $\mathcal{F}=\mathrm{C}_{\mathrm{zz}}, \mathrm{C}_{3}$, while the circuits $\mathcal{F}=\mathrm{C}_{2}, \mathrm{C}_{1}$ show essentially the same behaviour of the linear case. We now proceed to discuss more in detail such results.

We start comparing the entangling capabilities of $\mathrm{C}_{\mathrm{zz}}$ vs. $\mathrm{C}_{2}$. Both with linear and circular entangling topology, $\mathrm{C}_{2}$ is able to produce entanglement essentially at the same rate as $\mathrm{C}_{\mathrm{zz}}$, despite $\mathrm{C}_{2}$ being of a much simpler structure, with half the number of two-qubit gates. However, things change dramatically using a full entangling map, as the QNN reaches the $90 \%$ threshold already
at $\widetilde{L}=1$, while $\mathrm{C}_{2}$ needs more layers, showing the same dependence of a linear connectivity. While counter-intuitive at first, is it easy to see that the entanglement generated by $\mathrm{C}_{2}$ with a full architecture is indeed equivalent to the linear one. This is due to a simple circuit identity regarding networks of CNOTs reported in Fig. 7.5. Such circuital identity holds for any number of qubits, which makes the full entangling map as shown in Fig. 7.1 just as a linear entangling map in disguise (in particular, it is the inverse of the linear entangling map). See Appendix D. 3 for a more precise statement, discussion and proof. Such circuital identity thus explains the equivalence of the yellow $\left(\mathcal{F}=\mathrm{C}_{2}\right)$ and $\operatorname{red}\left(\mathcal{F}=\mathrm{C}_{1}\right)$ curves between the first and last plot of Fig. 7.4.


Figure 7.5: Circuital identity between a full (all-to-all) entangling map made of only CNOTs and the inverse of a linear (nearest-neighbours) entangling map.

Such equivalence clearly does not hold if controlled rotations are used instead of CNOTs. Indeed, the feature map $\mathcal{F}=\mathrm{C}_{3}$ uses controlled rotations with independent random parameters, and given that these gates do not cancel out, the entanglement is always increasing going from low to high connectivity. Note that such increase is mainly due to the feature map, as the variational ansatz $V=\mathrm{C}_{2}$ is the same as other structures, suffering from the CNOTs cancellation issue described above.

For comparison, we also show the performances of a QNN with the tensor product feature encoding $\mathcal{F}=\mathrm{C}_{1}$, using no entangling operations. Interestingly, even if this QNN uses two-qubit interactions only inside the variational blocks, these are sufficient to create entanglement similar to other considered QNNs, even at a slower yet comparable rate.

We report in Appendix D. 5 the complete simulation results detailing the evolution of the entanglement with the depth of the circuit, for different numbers of qubits.

### 7.3.4 Entanglement Speed

So far we have presented numerical evidence for the entanglement production in QNNs up to a maximum of 20 qubits. In the following we extend the analysis leveraging MPS to simulate quantum systems of bigger size up to 50 qubits, with a maximum bond dimension of $\chi_{\max }=4096$. More importantly, we show how the entanglement growth follows a behaviour that is specific to each particular QNN architecture and the number of layers considered, but independent of the number of qubits in the circuit. We can thus uniquely assign an entanglement speed value to each QNN, which, we stress again, only depends on the choice of the ansatz, and holds identically for any instantiation of that QNN with arbitrary number of qubits.

Taking into account the entanglement growth discussed in Sec. 7.3.3, we restrict the analysis to a linear architecture, to increase as much as possible the number of layers we can correctly simulate with tensor networks techniques. Indeed, the entanglement production with a circular or full topology is too fast to allow for a convergent simulation with MPS for deep circuits.

Furthermore, we introduce the maximum Haar entanglement entropy, defined as the maximum across all bond entropies for a given number of qubits, as

$$
\begin{equation*}
S_{n, \text { max }}^{\text {Har }}=\max _{A}\left(\mathbb{E}\left[S\left(\rho_{A}\right)\right]\right) \approx \frac{n}{2} \log 2-\frac{1}{2} \quad \text { for } n_{A}=\frac{n}{2} \gg 1, \tag{7.17}
\end{equation*}
$$

where the approximation in the second line has an error that scales as $\mathcal{O}\left(2^{-n / 2}\right)$, see Appendix D. 2 for its derivation. Thus, for $n \geq 30$ qubits, when the exact computation of the Haar entanglement
entropy is unfeasible, we employ the approximated Eq. (7.17). Finally, we define the normalised entanglement entropy $\widetilde{S}_{n}$ as

$$
\begin{equation*}
\widetilde{S}_{n}=\frac{\max _{e_{i}}\left[S\left(e_{i}\right)\right]}{S_{n, \text { max }}^{\text {Har }}} \tag{7.18}
\end{equation*}
$$

We stress that $\widetilde{S}_{n}$ is normalised to the maximum Haar entanglement for a fixed $n$, not to the real maximum of the entanglement, which would be $S=\frac{n}{2} \log 2$ for the equal size bipartition.

In Fig. 7.6 we show the evolution of $\widetilde{S}_{n}$ versus the normalised number of layers $L / n$ for $n \in$ $\{8,12,16,20,30,50\}$ qubits, for the QNN defined with $\mathcal{F}=\mathrm{C}_{\mathrm{ZZ}}, V=\mathrm{C}_{2}$ with linear connectivity. We note that all the points, independently of the system size $n$, follow the same curve: an initial linear growth of the entanglement is followed by a saturation to the Haar-random value for the entanglement entropy (7.8). In particular, we check this behaviour also at large system sizes with $n=30,50$ qubits and circuits with up to $L=11$ layers, and confirm that such scaling is indeed size independent. See Appendix D. 6 for a discussion on the errors introduced by truncation in the MPS representation for simulations with $n=30,50$ qubits.


Figure 7.6: Normalised entanglement $\widetilde{S}_{n}(7.18)$ versus the normalised number of layers $L / n$, for different number of qubits $n$, and for the QNN defined by $\mathcal{F}=\mathrm{C}_{\mathrm{zZ}}, V=\mathrm{C}_{2}$ with linear connectivity. All the normalised entanglement points follow the same curve, independently of the system size $n$. The points for $n=8,12,16,20$ are obtained by averaging over $10^{3}$ samples, while for $n=30,50$ the averages are over 10 samples.

| Feature map $\mathcal{F}$ | Variational ansatz $V$ | Entangling speed $v_{s}$ |
| :---: | :---: | :---: |
| $\mathrm{C}_{\mathrm{ZZ}}$ | $\mathrm{C}_{2}$ | $(1.8 \pm 0.1)$ |
| $\mathrm{C}_{\mathrm{ZZ}}$ | $\mathrm{C}_{3}$ | $(0.59 \pm 0.02)$ |
| $\mathrm{C}_{1}$ | $\mathrm{C}_{3}$ | $(0.316 \pm 0.006)$ |

Table 7.2: Entangling speed, i.e. a measure of how fast the entanglement is created, for different QNN architectures. These results are obtained using up to 16 qubits.

Inspired by the behaviour of $\widetilde{S}_{n}$, we introduce a measure for the entanglement production which is specific to a given QNN architecture (feature map plus variational ansatz) and independent of the number of qubits. Borrowing from the literature on random quantum circuits, it is known that the entanglement of a system undergoing random evolution initially grows linearly in time (depth of the circuit) before reaching the plateau of Haar random states [48, 164, 216, 332]. Indeed, as clear
from Fig. 7.6, we observe the same initial linear growth, and thus we define the entangling speed $v_{s}$ as

$$
\begin{equation*}
\widetilde{S}_{n} \propto v_{s} \cdot\left(\frac{L}{n}\right) \quad \text { for } \quad \widetilde{S}_{n} \leq 0.5, \tag{7.19}
\end{equation*}
$$

where 0.5 is a threshold such that the linear behaviour holds.
The entangling speed can thus be obtained by fitting the curve in Fig. 7.6 with the linear model of Eq. (7.19) in the appropriate range. We report in Tab. 7.2 the entangling speed for a subset of the inspected architectures, and notice that entanglement is produced at sensibly different rates. In agreement with the findings of Sec. 7.3.3, we see that for a linear topology the circuit $\mathrm{C}_{2}$ builds the entanglement at the fastest rate. Indeed, fixing the feature map to $\mathcal{F}=\mathrm{C}_{\mathrm{zz}}, \mathrm{C}_{2}$ produces entanglement three times faster than $\mathrm{C}_{3}$.

To further characterise the applicability of the entangling speed, we shown that the behaviour of Fig. 7.6 evaluated for random circuits also holds when the input data $\boldsymbol{x} \in \mathbb{R}^{n}$ in the feature map $\mathcal{F}(\boldsymbol{x})$ are not drawn from the uniform distribution, but rather from real world datasets. In particular, we select two common dataset in the machine learning literature, the wine [324] and breast cancer [334] datasets, and calculate the entanglement generated in the circuit when these data are fed into the feature maps (variational blocks are still populated with random parameters as before). The results presented in Fig. 7.7 are obtained by rescaling all the features of the datasets in the interval $[0, \pi]$, and then averaging over all data points in the datasets. The wine dataset ( $d=13$ features, hence $d=n=13$ qubits) follows perfectly the theoretical curve, and the breast cancer ( $d=9$ features, $n=9$ qubits) only slightly deviates form it, producing entanglement at a smaller rate. We then conclude that the entangling speed depends primarily on the architecture of the circuit rather than the actual values of the parameters. Clearly this holds for reasonably distributed data features, that is excluding pathological cases of values being either zero or concentrating around it.


Figure 7.7: Normalised entanglement using inputs from real-world datasets in the feature map, compared to the one obtained using random input data sampled from the uniform distribution Unif $[0, \pi]$, as shown also in Fig. 7.6.

Thus, the entangling speed can be used as a good estimate of the entanglement generated in a QNN also in real use cases, especially at the start of optimisation, when trainable parameters are usually initialised at random. For example, one could measure the entangling speed of the architecture of interest on a random quantum circuit of just a few qubits, and then estimate the entanglement generated with the same architecture on an arbitrary number of qubits and circuit layers, especially in regimes where simulations are no longer computationally feasible.

### 7.3.5 Expressibility

In addition to entanglement, another useful quantity to characterise parametrized quantum circuits is the expressibility, as defined by authors in [281]. Such measure quantifies how well the QNN is able to explore the Hilbert space by comparing the distribution of fidelities of states generated by the QNNs with that of randomly Haar-distributed ones, and we refer to Appendix D. 4 for a formal definition and explanation. Thus, in order to have a comprehensive understanding of the factors at play in the behaviour of QNNs, in Fig. 7.8 we show the expressibility measure for the QNNs analysed in Fig. 7.4 with a linear connectivity. As one would expect, the expressibility increases as the number of layers is increased, up until a plateau is reached.


Figure 7.8: Expressibility of the QNNs analysed in Fig. 7.4, for $n=8$ qubits with linear entanglement. The expressibility measures how well a variational circuit is able to address the unitary space (the lower, the better). All QNNs use the same variational form $V=\mathrm{C}_{2}$, but with different feature maps. As the number of layers is increased, QNNs become more expressible, eventually reaching a plateau.

Interestingly, the structure with $\mathcal{F}=V=\mathrm{C}_{2}$ turns out to be the least expressible of all the structures considered, even if it is the one producing entanglement at the fastest rate, in agreement with the results reported in [281], as such QNN is indeed very similar to the parameterized circuit label ed ' 15 ' in [281]. On the contrary, the QNN with $\mathcal{F}=\mathrm{C}_{\mathrm{ZZ}}$, and $V=\mathrm{C}_{2}$ proposed in [4] is able to reach high expressibility while producing entanglement at a controlled pace. As the presence of high entanglement is correlated with trainability issues [221], this QNN attains an optimal balance of mild entanglement with high expressibility even at low depth, which could be related to its good performances in quantum machine learning task $[4,131]$. However, a similar, yet less favourable balance, is achieved by the other two architectures, so further investigation is needed to discriminate where the optimality comes from.

In this respect, the authors in [144] found the expressibility to be correlated with the classification accuracy of QNNs in supervised learning tasks, while weak correlation was found with the entanglement generated inside the circuit, in line with the observations regarding entanglementinduced barren plateaus [221]. As discussed earlier in Sec. 7.2.5, both expressibility and high entanglement are related to the resemblance of the circuit to a random unitary, but while the former provides a more direct evidence, the latter gives an indirect indication. Indeed, there are cases of circuits having low expressibility but high entanglement, indicating that such circuits selectively explore only some highly-entangled regions of the Hilbert space [281].

### 7.3.6 Distribution of the singular values

The randomness of a quantum state can also be probed using tools from random matrix theory. Specifically, this can be done by studying the distribution of the eigenvalues of the reduced density
matrices, which are known to follow the Marčenko-Pastur (MP) law when pure random quantum states are considered [150, 333]. More in detail, let $|\psi\rangle \in \mathcal{H}_{A} \otimes \mathcal{H}_{B}$ be an Haar-random bipartite quantum state with Schmidt decomposition $|\psi\rangle=\sum_{i=1}^{d} \lambda_{i}\left|\xi_{i}\right\rangle_{A} \otimes\left|\eta_{i}\right\rangle_{B}$, where $d=\min \left(d_{A}, d_{B}\right)$ and $d_{A, B}$ is the dimension of the Hilbert space $\mathcal{H}_{A, B}$. The reduced density matrix $\rho_{A}=\operatorname{Tr}_{B}[|\psi\rangle\langle\psi|]$ has eigenvalues $\lambda_{i}^{2}$ given by the square of the singular values, and for large system size their distribution is described by the MP distribution [197, 239].


Figure 7.9: Convergence to the Marčenko-Pastur (MP) distribution of the eigenvalues. The cumulative distribution $C(\lambda)$ of the eigenvalues $\lambda^{2}$ corresponding to the central bond of a quantum state of $n=15$ qubits, generated with $\mathcal{F}=\mathrm{C}_{\mathrm{zz}}, V=\mathrm{C}_{2}$, and linear connectivity. We show the behaviour for different numbers of layers $L$, and for truly Haar-random states which, as expected, exactly follows the MP curve.

In Figure 7.9 we show the cumulative probability distribution of the eigenvalues $C\left(\lambda^{2}\right)$ of the reduced state of the first half of the qubits, obtained with a QNN with $n=15$ qubits, feature map $\mathcal{F}=\mathrm{C}_{\mathrm{ZZ}}$, variational ansatz $V=\mathrm{C}_{2}$, and linear connectivity. The distribution of the singular values for the QNN is obtained by running the circuit $10^{2}$ times with different sets of parameters, and storing the singular values corresponding to the central cut. Then, we construct the cumulative distribution from the histogram of all the singular values obtained from the simulations. As the number of layers $L$ is increased, the distribution of the eigenvalues approaches the theoretical MP distribution, eventually matching it when the number of layers is equal to the number of qubits. This behaviour is displayed also by other QNN architectures. For completeness, we also show the distribution of the eigenvalues of a truly Haar-random quantum state, generated by sampling its entries independently from a normal complex distribution and then normalising it [333], which, as expected, follows perfectly the MP curve.

### 7.4 Discussion

Moments of the Haar distribution can be approximated efficiently using local random quantum circuits of sufficient depth. Depending on the connectivity dimension $D$ of the qubits, defined as the number of other qubits that are connected to each qubit, order $\mathcal{O}\left(\operatorname{poly}(t) \cdot n^{1 / D}\right)$-depth random circuits are sufficient to create approximate unitary $t$-designs [37, 123, 124, 126], that is circuits that generate a distribution of unitaries which approximately matches moments of the Haar distribution up to order $t$ [81]. Numerical studies suggest that these results also hold for random parameterized quantum circuits of various forms [57, 137, 202, 281].

We extend these results by showing similar results also for quantum neural networks featuring data re-uploading, both for random instances using random inputs and parameters, and also for real-world dataset when these are used as inputs in the feature map. In particular, for a linear
connectivity, as the number of layers approaches to the number of qubits $L \approx n$, QNNs display the same entanglement entropy properties of Haar-distributed random states, a fact which can be taken as a proxy for QNNs approximating unitary designs. Such behaviour was also confirmed by studying the randomness of the circuits with other metrics, namely the expressibility and the convergence to the Marčenko-Pastur distribution of the eigenvalues of the reduced states. In both cases, we find strong evidence of the QNN reproducing the same features of random quantum states as the number of layers approaches the system size using a linear connectivity.

Our analysis also underlines the importance of the entangling operations, as careless use of an all-to-all connection can result in unwanted simplifications, making the effective connectivity identical to a nearest-neighbours one. Parameterised two-qubit interactions can solve the problem, even though they may be challenging to implement on real hardware. A good trade-off is achieved with a circular entangling topology, which is immune to simplifications and shows remarkable entangling capabilities. Indeed, from the results of Fig. 7.4, we see that such connectivity is able to create high multiparite entanglement between qubits already at shallow depth, and with only minor additional hardware resources compared to the linear connectivity. An all-to-all topology instead reaches typical values for entanglement of random states essentially at constant depth $L \in \mathcal{O}(1)$, independently of the system size, and the architecture used (when non-trivial feature maps and variational ansätze are used).

While limiting the entanglement inside a quantum neural network may be necessary to ensure its trainability [221], low entanglement makes the circuit prone to be simulated exactly with an MPS, as discussed in Sec. 7.3.4. Thus, we envision that a sweet spot should be found in order for QNNs to show signs of quantum advantage: not too high to preclude trainability, not to low to escape triviality.

At last, the introduction of the entangling speed $v_{s}$ (7.19) can be used as a figure of merit for the entanglement production of a given QNN, independent of the size of the system. Indeed, the entangling speed can be studied and assigned to an architecture in the simulable regime (low number of qubits $n$ ), and then used to estimate the number of layers to achieve a well-determined quantity of the entanglement, for any system size. We also stress that $v_{S}$ characterises the most interesting interval of layers in a circuit. As discussed earlier, a value of the entanglement too high might be connected to barren plateaus, underlying the importance of exploring the regime where the entanglement has not saturated yet, and the linear regime still holds.

We now briefly comment on future interesting investigation directions regarding entanglement and QNNs. The focus of this study was to carefully study the entanglement features of common quantum ansätze, specifically when they are initialised with random parameters and no optimisation has yet started. A natural followup is to ask whether entanglement plays any role also during the optimisation process, which is at core of variational quantum algorithms. While for some specific variational procedures like QAOA [90] or VQE-based ground state solvers [326] one has some knowledge of the structure of the target solution, and hence can infer the behaviour of the entanglement created in the circuit, this is not the case for quantum machine learning tasks, as they are usually very task-dependent. Indeed, current proposals for QML advocate for the use of constrained quantum ansätze specifically tailored to the problem under investigation [208, 246, 284], and then one expects the depth of the circuit and the entanglement generated inside it to highly depend on the specific task to be solved, and dataset to fit, either classical or quantum [275]. Moreover, while the use of deep QNN ansätze (with arguably more entanglement) could offer some optimisation advantages due to overparametrization [9, 162, 172], the emergence of barren plateaus suggests using shallow circuits instead [57, 312]. The characterisation of the role played by entanglement in QNNs, and how it may be leveraged to achieve a quantum advantage over classical methods definitely deserved further explorations. For sake of exploration and clarity, in Appendix D. 7 we show some preliminary results on the study of the evolution of entanglement during training.

### 7.5 Conclusion

In this Chapter we discussed in detail the entanglement generated by different promising Quantum Neural Networks (QNNs) when these are initialised with random parameters, and showed that they reproduce the same properties of random quantum states under various measures.

We employed a Matrix Product States (MPS) simulation of the quantum circuits, which guarantees an easy computation of the entanglement in the circuits, and let us study systems of large system size composed of up to $n=50$ qubits.

We showed that while all the architectures tend to a Haar entanglement distribution for a sufficiently high number of layers, the speed of convergence strongly depends on the specific circuit ansatz. This result highlights the universal behaviour of the normalised entanglement production (7.18) for a given architecture, so we introduced a new measure to characterise a QNN in terms of its entanglement production, namely the entangling speed (7.19).

Finally, we argued that a trade-off between expressibility and entanglement is the key to a better understanding of QNN performances and an auspicious target for the search of quantum advantage. While high entanglement is a necessary condition to avoid classical simulability, a toolarge entanglement is detrimental to the training procedure due to its tight connection with barren plateaus, as discussed in Sec. 7.2.2. A promising future direction is to extend the entanglement analysis of QNNs not only at initialisation but also during the training procedure [164, 258, 326]. These tests would help to understand if QNNs really are a suitable platform for proving quantum advantage.

Whilst entanglement is a necessary feature to bestow the computational power offered by quantum mechanics, on the other end of the spectrum is quantum noise, undoubtedly one of -if not the most- compelling challenges to be tackled to ensure the adoption and applicability of quantum computers. More generally, noise arise in many quantum information processing tasks, and it is at the core the next Chapter, where we discuss a technique to remove a wide class of noises when performing arbitrary measurements on qubit systems.

8.1 Introduction
8.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
8.2.1 Quantum channels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
8.2.2 Qubit systems and Pauli Transfer Matrix formalism . . . . . . . . . . . . . . . . . . . . . . . 145
8.2.3 Quantum tomographic reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
8.3 Noise Deconvolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
8.4 Inversion of common noise maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
8.5 Experimental deconvolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
8.5.1 Decoherence noise model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
8.5.2 Arbitrary Pauli channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
8.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

In this chapter ${ }^{1}$ we present a noise deconvolution technique to remove a wide class of noises when performing arbitrary measurements on qubit systems. In particular, we derive the inverse map of the most common single qubit noisy channels, and exploit it at the data processing step to obtain noise-free estimates of observables evaluated on a qubit system subject to known noise. We illustrate a self-consistency check to ensure that the noise characterisation is accurate providing simulation results for the deconvolution of a generic Pauli channel, as well as experimental evidence of the deconvolution of decoherence noise occurring on Rigetti quantum hardware.
8.1 Introduction

Quantum noise is currently the largest limiting factor in the adoption of quantum computation and quantum technology. Their theoretical performances are in fact hindered by the intrinsic fragility of quantum systems, and over the last years many proposal have been put forward to mitigate, ideally correct, the effect of noise and recover reliable results. On the computing side, as fault-tolerant quantum computers remain out of reach at the moment [166, 236, 277, 289], various error mitigation techniques have been proposed to extend the capabilities of current small scale noisy quantum devices [49, 292, 307]. These ranges from correcting the readout noise via inversion of probability
${ }^{1}$ The content of this chapter is based on the author's work [194], and all the figures in this chapter are taken from, or are adaptations of, the figures present in such work.
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Figure 8.1: General scheme for the noise deconvolution process applied to a qubit. (a) Ideal estimation of an observable $O$ on a single qubit in state $\rho$. The operator $M \in\left\{\mathbb{I}, H, H S^{\dagger}\right\}$, with $H$ and $S$ being the Hadamard and phase gate, used to select a measurement basis in $\left\{\sigma_{z}, \sigma_{x}, \sigma_{y}\right\}$ respectively, and thus reconstruct a generic observable $O$, using Eq. (8.13). (b) Noise (indicated with a yellow box) happening before measurement leads to noisy estimates of the expectation values. (c) Noise deconvolution approach: measurements of the noise-inverted observables $\mathcal{N}^{-1}(O)$ on the noisy state leads to the mitigated ideal result $\langle O\rangle$. (d) The noise deconvolution approach can be used to mitigate the effects of $\mathcal{N}_{1}$ only. However, the full noise $\left(\mathcal{N}_{0}\right.$ and $\mathcal{N}_{1}$ ) can be mitigated either if the unitary can be easily inverted as well, or if the noise processes commutes with the interleaving unitary, as is the case for depolarizing noise.
assignment matrix [39], extrapolating the noise in the device to the zero error case [156, 199, 299], using a probabilistic sampling on specific circuits to approximate the noise free computation [97, 199, 299], to also using machine learning approaches to learn how to recover ideal results [190].

While these methods are concerned with mitigating noise occurring in a computation, here we instead focus on the more generic task of correcting the expectation value of arbitrary observables evaluated on a system which is subject to a known noise happening before the measurement stage. Such a scenario is relevant in quantum communication and quantum tomography tasks [278].

Noise in quantum systems is described by means of quantum channels [220]

$$
\begin{equation*}
\rho \longrightarrow \mathcal{E}(\rho)=\sum_{k} A_{k} \rho A_{k}^{\dagger}, \tag{8.1}
\end{equation*}
$$

where $\rho$ is the density matrix representing the state of a quantum system, and $A_{k}$ are operators acting on the system, which are called Kraus operators. While the effect of unitary dynamics can be reversed using realisable operations, quantum channels cannot be undone, and one can only hope to find operations which only approximately invert the noise process at hand. Examples of this approach leverages for example Petz recovery maps [110, 176, 323], or unitaries which, on average, are able to best reverse the noise based on given distance measures [17, 158, 273].

Here instead we show that noise can be eliminated by means of a deconvolution process, provided that the noise map describing the process is known and invertible. In fact, we drop the requirements of the inverse transformation being itself a quantum channel, since the transformation is not applied to the quantum system itself, but to the outcome statistics as a classical post-processing step. We derive the inversion maps of the most common single-qubit noisy channels (both unital and non-unital), and show how to use these to remove the effect of noise from the expectation values
of general observables. In Figure 8.1 we schematically summarise the noise deconvolution idea. The mitigation is effectively obtained by multiplying the noisy estimates by a factor depending on the noise $\langle O\rangle_{\text {mitig }} \sim c\langle O\rangle_{\text {noisy }}$, which comes at the cost of increasing the variance of the estimation, as $\operatorname{Var}\left[\langle O\rangle_{\text {mitig }}\right] \sim c^{2} \operatorname{Var}\left[\langle O\rangle_{\text {noisy }}\right]$, so one needs to gather more statistic to reach a target precision. A related post processing technique specialised for quantum many-body systems and quantum field theory is put forward in ref. [26].

In addition, we provide both numerical simulations of the noise deconvolution process, as well as evidence of deconvolution of decoherence noise occurring on the superconducting quantum computer "Aspen-9" provided by Rigetti, accessed using the Quantum Cloud Services (QCS) [157]. We show how simple self-consistency checks can test whether the known noise map is accurate and how a feedback scheme can be used to adjust the noise parameters.

Our contributions then include: (i) formalisation and discussion of CPTP (namely, completely positive trace preserving) noise deconvolution of expectation values through (mathematical) inversion of the noise map; (ii) explicit derivation of the inverse map of the most common single qubit noise channels; (iii) numerical and experimental application of the ideas introduced before.

Before continuing, we briefly describe the relation of the proposed noise deconvolution idea to probabilistic error mitigation (PEC) [97, 299], a quantum error mitigation technique aimed at correcting noisy operations during a quantum computation. Given a characterisation of the noise, PEC works by using the inverse noise map of the operations to build an ensemble of suitably generated quantum circuits. These are sampled according to specific weights, and the results combined to build an approximation of the action of the noise-free quantum circuit. In particular, the mitigation procedure is active, in the sense that the experimenter need to generate new quantum circuits and run them against the quantum device. On the contrary, we are instead concerned with the correction of expectation values evaluated on a noisy state, with no computation or dynamics involved. In addition, within our framework, the mitigation is passive, in the sense that the mitigation happens classically as a post-processing step, and no action on the quantum system is necessary. Appropriately limiting PEC to the specific case of measurement error mitigation, and realising that sampling on quantum circuits is no longer a necessary step, then one can recover the noise deconvolution procedure presented here, whose regime of application is not restricted to quantum computation, but applies to a general quantum mechanical measurement scenario. As such, some of the results presented here can be recovered also with the techniques proposed in [97, 299]. That said, the explicit calculations presented here for the general noise maps we analyse have not been presented elsewhere in full generality, e.g. see Table 8.1 below.

The chapter is organised as follows. In Sec. 8.2 we recall some basic concepts about quantum channels and the Pauli transfer matrix formalism, and the idea of noise deconvolution in Sec. 8.3. In Sec. 8.4 we leverage the Pauli transfer matrix formalism to explicitly derive the inverse map of the most common single qubit noise channels, and use inside the noise deconvolution procedure to obtain noise-free estimates. In Table 8.1 we summarise all the maps taken in consideration as well as their inverse. In Sec. 8.5 we show by means of simulations that the noise deconvolution process can be used to cancel out the effect of a general Pauli channel, and also provide experimental evidence of the deconvolution of decoherence noise as performed on a real quantum device by Rigetti.

### 8.2 Methods

In this section we introduce the notation and the theoretical tools used to derive the main results of the work. As in the previous chapters, we denote with $\mathcal{H}$ the Hilbert space of the quantum system under investigation, and with $\mathcal{L}(\mathcal{H})$ the space of squared linear operators acting on $\mathcal{H}$. Also, in this chapter we use the standard quantum information - rather than computation- notation for Pauli matrices, that is we use $\left\{\sigma_{0}, \sigma_{x}, \sigma_{y}, \sigma_{z}\right\}$ instead of the previous $\{\mathbb{I}, X, Y, Z\}$ defined in Eq. (2.4), which is more convenient and appropriate for the topics treated in this chapter. In addition, we refer
to Appendix E. 1 for a brief overview of quantum channels and Kraus decomposition [220].

### 8.2.1 Quantum channels

In general quantum channels cannot be physically inverted, as there is no quantum evolution capable of reversing their actions. Formally stated, let $\mathcal{E}$ be a CPTP map, it is not possible to find another CPTP map $\mathcal{D}=\mathcal{E}^{-1}$, such that $(\mathcal{D} \circ \mathcal{E})(\rho)=\rho \forall \rho$. The only trivial case when this is possible, is for maps having only a single Kraus operator, in which case they reduce to standard unitary evolution $\mathcal{E}(\rho)=U \rho U^{\dagger}$, with the inverse given by $\mathcal{D}(\cdot)=U^{\dagger}(\cdot) U$.

The CPTP conditions impose hard constraints to the operatorial form that physically realisable evolutions must match, namely the Kraus representation. However, the requirement for admitting a more general operator-sum representation are looser. In fact, any Hermiticity preserving map, i.e. a map such that $\Phi(\rho)^{\dagger}=\Phi(\rho)$ for $\rho=\rho^{\dagger}$, admits an operator-sum representation as $[36,154]$

$$
\begin{equation*}
\Phi(\rho)=\sum_{k} \lambda_{k} A_{k} \rho A_{k}^{\dagger} \quad \text { with } \quad \lambda_{k} \in\{ \pm 1\} . \tag{8.2}
\end{equation*}
$$

Clearly, if all the coefficients are $\lambda_{k}=1 \forall k$, then the map $\Phi(\cdot)$ is also completely positive, since it is in standard Kraus form (8.1). Another useful characterisation is the following.

Corollary 8.1 - Corollary II. 2 of (36). Let $\mathcal{C}_{N}$ be the space of complex $N \times N$ matrices. Suppose $\Phi: \mathcal{C}_{N} \rightarrow \mathcal{C}_{N}$ is a completely positive map having the form

$$
\begin{equation*}
\Phi(\rho)=\sum_{k} \beta_{k} A_{k} \rho A_{k}^{\dagger}, \tag{8.3}
\end{equation*}
$$

where $\left\{A_{k}\right\}_{k}$ are linearly independent in $\mathcal{C}_{N}$, and $\beta_{k} \in \mathbb{R} \forall k$. Then $\beta_{k} \geq 0 \forall k$.
Conversely, if a map has the form (8.3) with linearly independent operators $\left\{A_{k}\right\}_{k}$ but has some of the coefficients $\beta_{k}<0$, then the map is not completely positive. This result is readily applied to maps acting on qubit systems where $\mathcal{C}_{N}=\mathbb{C}^{2 \times 2}$. In fact, Pauli matrices $\sigma_{x}, \sigma_{y}$ and $\sigma_{z}$ together with the identity $\sigma_{0}=\mathbb{I}_{2}$, form a linearly independent set in the space of $2 \times 2$ complex matrices, and then any map of the form

$$
\begin{equation*}
\mathcal{E}(\rho)=\beta_{0} \sigma_{0} \rho \sigma_{0}+\beta_{1} \sigma_{x} \rho \sigma_{x}+\beta_{2} \sigma_{y} \rho \sigma_{y}+\beta_{3} \sigma_{z} \rho \sigma_{z}, \tag{8.4}
\end{equation*}
$$

having some negative coefficients is not a CP map, thus it is not a physically realisable channel. In the following we will derive many inverse maps having this form, for which this result holds. Of course, we already know that a quantum channel cannot be inverted (apart from the trivial unitary case), so that if an inversion map is found, then it is certainly not CP. Nonetheless, this result is still of interest because it gives a nice and clear condition that can be used to quickly assess the nature of the maps under investigation. In addition, as shown in ref. [153], if a CPTP map is invertible, then its inverse is Hermitian preserving (HP), and so it admits an operator-sum form of Eq. (8.2).

### 8.2.2 Qubit systems and Pauli Transfer Matrix formalism

Our analysis is focused on quantum systems made of qubits $\left(\mathcal{H}=\mathbb{C}^{2}\right)$, and we now briefly review some useful results on qubit channels. The identity and the Pauli matrices $\left\{\mathbb{I}, \sigma_{x}, \sigma_{y}, \sigma_{z}\right\}$ form a basis on $\mathcal{L}(\mathcal{H})=\mathbb{C}^{2 \times 2}$, and so any operator $O \in \mathcal{L}(\mathcal{H})$ can be expressed in this basis as

$$
\begin{equation*}
O=\sum_{i=0}^{3} o_{i} \sigma_{i}=o_{0} \mathbb{I}+\boldsymbol{o} \cdot \boldsymbol{\sigma}, \quad o_{i}=\operatorname{Tr}\left[\sigma_{i} O\right] \tag{8.5}
\end{equation*}
$$

where we have introduced the vector of Pauli matrices $\boldsymbol{\sigma}:=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$, and the vector of coefficients $\boldsymbol{O}:=\left(o_{1}, o_{2}, o_{3}\right) \in \mathbb{C}^{3}$. Similarly, as discussed in Sec. 2.1.3, density operators are expressed in
this basis in terms of their Bloch vector as $\rho=(\mathbb{I}+\boldsymbol{r} \cdot \boldsymbol{\sigma}) / 2$, with $\boldsymbol{r}=\left(r_{x}, r_{y}, r_{z}\right) \in \mathbb{R}^{3}$, and $|\boldsymbol{r}| \leq 1$, where equality holds only for pure states $\rho=|\psi\rangle\langle\psi|$ [220].

Since any operator $O$ is completely specified by its components in the Pauli basis, we define its vector of coefficients as the column vector $|O\rangle\rangle:=\left(o_{0}, o_{1}, o_{2}, o_{3}\right)^{\top}$, but we refer to refs. [75, 254] for a detailed discussion on the correspondence between operators and vectors.

In addition, every linear map $\Phi: \mathcal{L}\left(\mathbb{C}^{2}\right) \rightarrow \mathcal{L}\left(\mathbb{C}^{2}\right)$ can be represented in this basis as a $4 \times 4$ matrix $\Gamma$, whose action is given by $[28,36,45,117]$

$$
\begin{align*}
& \Phi(O) \longrightarrow \Gamma|O\rangle\rangle=\left[\begin{array}{cc}
\gamma_{0} & \boldsymbol{\gamma} \\
\boldsymbol{t} & T
\end{array}\right]\left[\begin{array}{c}
o_{0} \\
\boldsymbol{o}
\end{array}\right]=\left[\begin{array}{c}
\gamma_{0} o_{0}+\boldsymbol{\gamma} \cdot \boldsymbol{o} \\
o_{0} \boldsymbol{t}+\text { To }
\end{array}\right],  \tag{8.6}\\
\text { or } & \Phi(O)=\left(\gamma_{0} o_{0}+\boldsymbol{\gamma} \cdot \boldsymbol{o}\right) \mathbb{I}+\left(o_{0} \boldsymbol{t}+T \boldsymbol{o}\right) \cdot \boldsymbol{\sigma},
\end{align*}
$$

where $\boldsymbol{\gamma}$ and $\boldsymbol{t}$ are row and column vectors respectively, and $T$ is a $3 \times 3$ matrix. The matrix $\Gamma$ associated to the map $\Phi$ is called Pauli Transfer Matrix (PTM), and its elements are given by

$$
\begin{equation*}
\Gamma_{i j}=\frac{1}{2} \operatorname{Tr}\left[\sigma_{i} \Phi\left(\sigma_{j}\right)\right] \quad i, j \in\{0,1,2,3\} . \tag{8.7}
\end{equation*}
$$

If we restrict to trace-preserving maps, then $\boldsymbol{\gamma}=\mathbf{0}$ and $\gamma_{0}=1$, so the $\Gamma$ matrix reduces to the simpler form

$$
\Gamma=\left[\begin{array}{ll}
1 & \mathbf{0}  \tag{8.8}\\
\boldsymbol{t} & T
\end{array}\right] .
$$

Furthermore, if the map is also unital, that is it preserves the identity matrix $\Phi(\mathbb{I})=\mathbb{I})$ ), then also $\boldsymbol{t}=\mathbf{0}$. As an example, the quantum bit-flip channel described by the map

$$
\begin{equation*}
\mathcal{N}_{x}(\rho)=(1-p) \rho+p \sigma_{x} \rho \sigma_{x} \tag{8.9}
\end{equation*}
$$

has a corresponding PTM representation as

$$
\mathcal{N}_{x} \longrightarrow \Gamma_{x}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{8.10}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1-2 p & 0 \\
0 & 0 & 0 & 1-2 p
\end{array}\right]
$$

### 8.2.3 Quantum tomographic reconstruction

Quantum tomography [70, 72, 73, 200] is a method to estimate the ensemble average of any arbitrary operator by using measurement outcomes of a quorum of observables. The goal of a tomographic reconstruction of an observable is to identify a set of observables $\left\{Q_{\lambda}\right\}$, called quorum [79], such that the mean value $\langle O\rangle=\operatorname{Tr}[O \rho]$ of any observable $O \in \mathcal{L}(\mathcal{H})$, for all states $\rho$, can be reconstructed by using measurements outcomes of the quorum observables. A tomographic reconstruction formula for an operator $O$ is obtained by using a spectral decomposition of the identity in the operator Hilbert space [33, 78, 79, 225], namely

$$
\begin{equation*}
O=\int_{\Lambda} d \lambda \operatorname{Tr}\left[C_{\lambda}^{\dagger} O\right] C_{\lambda} \tag{8.11}
\end{equation*}
$$

where $\lambda$ is a parameter living in either a continuous or discrete manifold $\Lambda$, and operators $C_{\lambda}$ depend on the quorum observables. The term $\mathbb{E}[O]\left(Q_{\lambda}\right):=\operatorname{Tr}\left[C_{\lambda}^{\dagger} O\right] C_{\lambda}$ is called quantum estimator of the operator $O$, and given a quantum state $\rho$, the expectation value $\langle O\rangle$ on such state amounts to

$$
\begin{align*}
\langle O\rangle=\operatorname{Tr}[O \rho] & =\int_{\Lambda} d \lambda \operatorname{Tr}\left[O C_{\lambda}^{\dagger}\right] \operatorname{Tr}\left[C_{\lambda} \rho\right]=\int_{\Lambda} d \lambda \operatorname{Tr}\left[\mathbb{E}[O]\left(Q_{\lambda}\right) \rho\right]  \tag{8.12}\\
& =\int_{\Lambda} d \lambda\left\langle\mathbb{E}[O]\left(Q_{\lambda}\right)\right\rangle .
\end{align*}
$$

For qubit systems, the most common choice (but non unique, e.g. [70]) for the quorum are the Pauli matrices $\left\{Q_{\lambda}\right\}_{\lambda}=\left\{\sigma_{x}, \sigma_{y}, \sigma_{z}\right\}$, and the tomographic reconstruction formula results in the standard expansion in the Pauli basis, albeit with a slightly different notation (see Appendix E. 2 for the explicit derivation), that is

$$
\begin{align*}
& \langle O\rangle=\sum_{\alpha=x, y, z} \frac{1}{3}\left\langle\mathbb{E}[O]\left(\sigma_{\alpha}\right)\right\rangle,  \tag{8.13}\\
& \mathbb{E}[O]\left(\sigma_{\alpha}\right)=\left(\frac{3 \operatorname{Tr}\left[O \sigma_{\alpha}\right]}{2} \sigma_{\alpha}+\frac{\operatorname{Tr}[O]}{2} \mathbb{I}\right) .
\end{align*}
$$

Note that the quantum tomographic reconstruction can be straightforwardly applied to multipartite quantum systems by simply using as a quorum the tensor product of single-system quorums [79].

### 8.3 Noise Deconvolution

The tomographic reconstruction formula can be used whenever one has access to the quantum state $\rho$ and measurements of the quorum observables. In practical scenarios however, estimations are performed in the presence of noise and one generally deals with noisy quantum states $\rho \rightarrow \tilde{\rho}=$ $\mathcal{N}(\rho)$ which then leads to noisy estimates $\langle O\rangle_{\tilde{\rho}}=\operatorname{Tr}[O \mathcal{N}(\rho)]$. The idea of noise deconvolution is to correct the errors by considering a new quorum of observables taking into account the noise, and then use a noise inverted quantum estimator to recover the ideal estimates, namely the ones that we would obtain in the absence of noise.

Suppose the noise map $\mathcal{N}$ acting on the quantum system can be formally inverted, that is there exist a linear (not CP) map $\mathcal{N}^{-1}$ such that $\left(\mathcal{N}^{-1} \circ \mathcal{N}\right)(\rho)=\rho \forall \rho$. Then, we say that the noise can be deconvolved in the following sense: instead of measuring the original observable $O$, we can evaluate the expectation value of the noise-inverted operator $\hat{\mathcal{N}}^{-1}(O)$, thus obtaining as a result the desired noise-free ideal result $\langle O\rangle$, that is

$$
\begin{equation*}
\left\langle\hat{\mathcal{N}}^{-1}(O)\right\rangle_{\tilde{\rho}}=\operatorname{Tr}\left[\hat{\mathcal{N}}^{-1}(O) \mathcal{N}(\rho)\right] \operatorname{Tr}\left[O \mathcal{N}^{-1}(\mathcal{N}(\rho))\right]=\operatorname{Tr}[O \rho]=\langle O\rangle, \tag{8.14}
\end{equation*}
$$

where $\hat{\mathcal{N}}^{-1}(\cdot)$ denotes the adjoint of the inverse map $\mathcal{N}^{-1}(\cdot)$, and in the second line we made explicit use of the definition of the adjoint map (see Appendix E.4.4 for a formal definition of adjoint map). The conditions for deconvolving the effect of a noise channel $\mathcal{N}$ are [79, 225]:

- the inverted noise map exists, that is there is a $\mathcal{N}^{-1}$ such that $\left(\mathcal{N}^{-1} \circ \mathcal{N}\right)(O)=O \forall O \in \mathcal{L}(\mathcal{H})$.
- the quantum estimator $\mathbb{E}[O]\left(Q_{\lambda}\right)$ is in the domain of $\mathcal{N}^{-1}$.
- the map $\mathcal{N}^{-1}\left(\mathbb{E}[O]\left(Q_{\lambda}\right)\right)$ is a function of $Q_{\lambda}$.

If these hold, then one can substitute the quantum estimator in Eq. (8.12), with the deconvolved quantum estimator $\hat{\mathcal{N}}^{-1}\left(\mathbb{E}[O]\left(Q_{\lambda}\right)\right)$, yielding

$$
\begin{align*}
\int_{\Lambda} d \lambda \operatorname{Tr}\left[\hat{\mathcal{N}}^{-1}\left(\mathbb{E}[O]\left(Q_{\lambda}\right)\right) \mathcal{N}(\rho)\right] & =\int_{\Lambda} d \lambda \operatorname{Tr}\left[\mathbb{E}[O]\left(Q_{\lambda}\right) \mathcal{N}^{-1}(\mathcal{N}(\rho))\right]  \tag{8.15}\\
& =\int_{\Lambda} d \lambda \operatorname{Tr}\left[\mathbb{E}[O]\left(Q_{\lambda}\right) \rho\right]=\operatorname{Tr}[O \rho]=\langle O\rangle
\end{align*}
$$

This procedure yields the ideal expectation value of any observable $O$ on the state $\rho$, even if having access only to a noisy version of it and provided that the noise map is known (and invertible). Note that this definition is similar to that recently reported in ref. [49], regarding invertible noise channels with non-CPTP inverse. Specialising it for qubits, using Eq. (8.15) in (8.13), leads to (see Appendix E. 3 for further details)

$$
\begin{equation*}
\langle O\rangle=\frac{1}{2} \operatorname{Tr}[O]+\frac{1}{2} \sum_{\alpha=x, y, z} \operatorname{Tr}\left[O \sigma_{\alpha}\right]\left\langle\hat{\mathcal{N}}^{-1}\left(\sigma_{\alpha}\right)\right\rangle_{\tilde{\rho}} . \tag{8.16}
\end{equation*}
$$

Similarly to standard tomographic reconstruction, noise deconvolution can be applied also to multi qubits systems [254], in which case the mitigated tomographic estimates can be obtained considering the tensor product of the deconvolved quantum estimator of each subsystem. In addition, generally non-invertible maps could still be deconvoluted if one restricts the attention only to a subset of states of interest upon which the given map is invertible [76, 77].

As shown later, the correction of the expectation value of a Pauli matrix is obtained by multiplying the noisy estimate - the one the experimenter has access to- by a constant depending on the noise, i.e. $\left\langle\sigma_{\alpha}\right\rangle_{\text {mitig }}=c\left\langle\sigma_{\alpha}\right\rangle_{\text {noisy }}$. This clearly increases the variance of the estimation, since $\operatorname{Var}\left[\left\langle\sigma_{\alpha}\right\rangle_{\text {mitig }}\right]=c^{2} \operatorname{Var}\left[\left\langle\sigma_{\alpha}\right\rangle_{\text {noisy }}\right] \sim c^{2} / M$, where $M$ is the number of measurement shots performed on the system, and thus the experimenter need to increase the outcome statistics proportionally to $c^{2}$ to reach a desired target precision.

We now proceed discussing how the deconvolution behaves in the presence of multiple noise channels. Consider two noise processes $\mathcal{N}_{0}$ and $\mathcal{N}_{1}$ separated by a unitary gate $\mathcal{U}(\cdot)=U \cdot U^{\dagger}$, as shown in Fig. 8.1(d). The action of the circuit is

$$
\begin{equation*}
\left(\mathcal{N}_{1} \circ \mathcal{U} \circ \mathcal{N}_{0}\right)(\rho)=\mathcal{N}_{1}\left(U \mathcal{N}_{0}(\rho) U^{\dagger}\right)=\mathcal{N}_{1}\left(\tilde{\rho}_{U}\right) \tag{8.17}
\end{equation*}
$$

with $\tilde{\rho}_{U}=U \mathcal{N}_{0}(\rho) U^{\dagger}$. Using (8.15), it is possible to deconvolve the outermost noise $\mathcal{N}_{1}$ with

$$
\begin{equation*}
\operatorname{Tr}\left[\hat{\mathcal{N}}_{1}^{-1}(O) \mathcal{N}_{1}\left(\tilde{\rho}_{U}\right)\right] \tag{8.18}
\end{equation*}
$$

but not $\mathcal{N}_{0}$, since the unitary $U$ is in the way. Actually, one could decide to deconvolve the unitary as well, using the trivial inverse $\mathcal{U}_{1}^{-1}(\cdot)=U_{1}^{\dagger} \cdot U_{1}$, and thus making it possible to deconvolve also the first noise channel $\mathcal{N}_{0}$, as

$$
\begin{align*}
& \operatorname{Tr}\left[\hat{\mathcal{N}}_{1}^{-1}\left(\left(U \hat{\mathcal{N}}_{0}^{-1}(O) U^{\dagger}\right) \mathcal{N}_{1}\left(\tilde{\rho}_{U}\right)\right]=\operatorname{Tr}\left[\left(U \hat{\mathcal{N}}_{0}^{-1}(O) U^{\dagger}\right) U \mathcal{N}_{0}(\rho) U^{\dagger}\right)\right]  \tag{8.19}\\
& =\operatorname{Tr}\left[\hat{\mathcal{N}}_{0}^{-1}(O) \mathcal{N}_{0}(\rho)\right]=\operatorname{Tr}[O \rho] . \tag{8.20}
\end{align*}
$$

However, this procedure cannot be employed to invert the noise that happens before a generic unitary $U$, since it essentially offloads the computation from the quantum computer to the classical one, by simulating the inverse evolution of the quantum system.

A more interesting case is obtained when the error map happens to commute with all the operations in the computation, as is the case for the depolarizing noise, described by the map

$$
\begin{equation*}
\mathcal{N}_{\mathrm{dep}}(\rho)=\frac{p \mathbb{I}}{2}+(1-p) \rho, \tag{8.21}
\end{equation*}
$$

for which it is easy to see that $\left(\mathcal{N}_{\text {dep }} \circ \mathcal{U}\right)(\rho)=\left(\mathcal{U} \circ \mathcal{N}_{\text {dep }}\right)(\rho) \forall \mathcal{U}(\cdot)=U \cdot U^{\dagger}$. Suppose one is performing a quantum computation given by a sequence of operations $U_{i}$, each one followed by depolarizing noise

$$
\begin{equation*}
\rho=\left(\prod_{i=1}^{d} \mathcal{N}_{\operatorname{dep}}^{(i)} \circ \mathcal{U}_{i}\right)\left(\rho_{0}\right)=\left(\prod_{i=1}^{d} \mathcal{N}_{\mathrm{dep}}^{(i)} \circ \prod_{i=1}^{d} \mathcal{U}_{i}\right)\left(\rho_{0}\right)=\mathcal{N}_{\mathrm{dep}}^{\mathrm{tot}}\left(\rho_{U}\right), \tag{8.22}
\end{equation*}
$$

with $\mathcal{N}_{\text {dep }}^{\text {tot }}=\prod_{i} \mathcal{N}_{\text {dep }}^{(i)}$ the composition of all the depolarizing channels, and $\rho_{U}=\Pi \mathcal{U}_{i}\left(\rho_{0}\right)$ the state obtained by the ideal noise-free computation. Most importantly, one can check that the composition of multiple depolarizing channels is still a depolarizing channel with probability parameter $1-p_{\text {tot }}=\prod_{i}\left(1-p_{i}\right)$, where $p_{i}$ is the probability associated with each depolarizing noise. In such a case, it is possible to deconvolve all noise at once, using the deconvolution formula for the depolarizing noise with the total noise parameter $p_{\text {tot }}$ (see Eq. (8.37)).

Similarly, this also holds for computations involving multi qubits subject to global depolarizing errors. The authors in ref. [310] leverage this property to perform a simple yet effective error
mitigation technique for quantum computers, based on the assumption that noise in quantum circuits is well described by global depolarizing error channels. While exact depolarizing errors (either local or global) are hardly found in realistic quantum circuits where errors are both due to coherent (i.e. unitary) and incoherent noise (i.e. interaction), Pauli twirling and randomised compiling techniques [96, 127,311,313] can be used to approximately tailor noise to stochastic Pauli channels, preferably depolarizing noise, and then use the procedure above to mitigate it [306].

### 8.4 Inversion of common noise maps

We now proceed by explicitly evaluating the inverse maps of some of the most common noisy channels, leveraging the Pauli Transfer Matrix formalism introduced in Sec 8.2. The general method for finding the inverse map goes as follows: we first evaluate the matrix representation (8.6) of the channel, we then invert this matrix, and from this recover the operator sum representation of the inverse channel whenever this exists. We start from simpler cases to build some intuition on the construction of the inverse maps, and then proceed towards more complicated cases. In Table 8.1 we summarise the results obtained in this section, comprising all noise channels considered in this analysis together with their inverse maps.

|  | Noise Channel $\mathcal{N}(\rho)$ | Inverse Map $\mathcal{N}^{-1}(O)$ |
| :--- | :---: | :---: |
| Bit-Flip | $(1-p) \rho+p \sigma_{x} \rho \sigma_{x}$ | $\frac{1-p}{1-2 p} O-\frac{p}{1-2 p} \sigma_{x} O \sigma_{x}$ |
| Phase-Flip (dephasing) | $(1-p) \rho+p \sigma_{z} \rho \sigma_{z}$ | $\frac{1-p}{1-2 p} O-\frac{p}{1-2 p} \sigma_{z} O \sigma_{z}$ |
| Bit-Phase-Flip | $(1-p) \rho+p \sigma_{y} \rho \sigma_{y}$ | $\frac{1-p}{1-2 p} O-\frac{p}{1-2 p} \sigma_{y} O \sigma_{y}$ |
| Depolarizing | $(1-p) \rho+p \frac{\mathbb{1}}{2}$ | $\frac{1}{1-p}\left(O-\frac{p}{2} \operatorname{Tr}[O] \mathbb{I}\right)$ |
| General Pauli Channel | $p_{0} \rho+\sum_{k=x, y, z} p_{k} \sigma_{k} \rho \sigma_{k}$ | $\beta_{0} O+\sum_{k=x, y, z} \beta_{k} \sigma_{k} O \sigma_{k}$ |
| (see Eq. (8.39)) | $V_{0} \rho V_{0}+V_{1} \rho V_{1}^{\dagger}$ | $K_{0} O K_{0}-K_{1} O K_{1}^{\dagger}$ |
| Amplitude Damping | $V_{0}=\|0\rangle\langle 0\|+\sqrt{1-\gamma}\|1\rangle\langle 1\|$ | $K_{0}=\|0\rangle\langle 0\|+\sqrt{\frac{1}{1-\gamma}}\|1\rangle\langle 1\|$ |
|  | $V_{1}=\sqrt{\gamma}\|0\rangle\langle 1\|$ | $K_{1}=\sqrt{\frac{\gamma}{1-\gamma}}\|0\rangle\langle 1\|$ |
| 2-Kraus Channel | $A_{0} \rho A_{0}+A_{1} \rho A_{1}^{\dagger}$ | $B_{0} O B_{0}^{\dagger}-B_{1} O B_{1}^{\dagger}$ |
| (see Eq. (8.48)) | $A_{0}=\cos \alpha\|0\rangle\langle 0\|+\cos \beta\|1\rangle\langle 1\|$ | $B_{0}=\sqrt{h_{\alpha \beta}}(\cos \beta\|0\rangle\langle 0\|+\cos \alpha\|1\rangle\langle 1\|)$ |
|  | $A_{1}=\sin \beta\|0\rangle\langle 1\|+\sin \alpha\|1\rangle\langle 0\|$ | $B_{1}=\sqrt{h_{\alpha \beta}}(\sin \beta\|0\rangle\langle 1\|+\sin \alpha\|1\rangle\langle 0\|)$ |

Table 8.1: Table summarising the results of the present analysis, consisting of some of the most common single-qubit noisy channels $\mathcal{N}$, along with their inverse noise maps $\mathcal{N}^{-1}$, defined as the map such that $\left(\mathcal{N}^{-1} \circ \mathcal{N}\right)(\rho)=\rho \forall \rho$. Clearly, all noise channels are CPTP maps, while the inverse channels are not, yet they admit an operator-sum representation. All the noise maps except for amplitude damping and 2-Kraus channel have trivial adjoint channels, so one must pay attention in using the adjoint channel inside the deconvolution formula (8.16). As discussed in Eq. (8.48), the coefficient in the inverse 2 -Kraus channel is $h_{\alpha \beta}=2 /(\cos 2 \alpha+\cos 2 \beta)$.

### 8.4.0.1 Bit-flip, phase-flip and bit-phase-flip

The bit-flip, phase-flip and bit-phase-flip channels are described by the Kraus operators, $A_{0}=\sqrt{p} \mathbb{I}$ and $A_{1, \alpha}=\sqrt{1-p} \sigma_{\alpha}$, with $\sigma_{\alpha} \in\left\{\sigma_{x}, \sigma_{z}, \sigma_{y}\right\}$ respectively. For simplicity, in the following we focus only on the bit-flip channel (generated by $\sigma_{x}$ ), but the results hold equivalently also for the other two channels. The bit-flip channel acts as

$$
\begin{equation*}
\mathcal{N}_{x}(\rho)=(1-p) \rho+p \sigma_{x} \rho \sigma_{x}, \tag{8.23}
\end{equation*}
$$

and its PTM is given by

$$
\Gamma_{x}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{8.24}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1-2 p & 0 \\
0 & 0 & 0 & 1-2 p
\end{array}\right] .
$$

In order to find an operator-sum expression for the inverse map $\mathcal{N}_{x}^{-1}$, consider the inverse matrix

$$
\Gamma_{x}^{-1}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{8.25}\\
0 & 1 & 0 & 0 \\
0 & 0 & \frac{1}{(1-2 p)} & 0 \\
0 & 0 & 0 & \frac{1}{(1-2 p)}
\end{array}\right]
$$

It's clear that $\Gamma_{x}$ can be inverted provided that $p \neq 1 / 2$, since in that case $\operatorname{det} \Gamma_{x}=0$. This is not a problem for real case scenarios, where the probability of errors are usually small, and can safely assume $0<p<1 / 2$. We now proceed using a derivation similar to that proposed in [36].

Note that $\Gamma_{x}^{-1}$ is diagonal in the Pauli basis, thus has eigenvectors $\left.\left.\left.\left\{|\mathbb{I}\rangle,\left|\sigma_{x}\right\rangle\right\rangle\left|\sigma_{y}\right\rangle\right\rangle\left|\sigma_{z}\right\rangle\right\rangle\right\}$ with eigenvalues $\boldsymbol{\lambda}=\left(1,1,(1-2 p)^{-1},(1-2 p)^{-1}\right)$ respectively. Now, consider the generic map

$$
\begin{equation*}
\mathcal{E}(O)=\sum_{k=0}^{3} \beta_{k} \sigma_{k} O \sigma_{k} . \tag{8.26}
\end{equation*}
$$

Also this map has eigenvectors $\{\mathbb{I}, \boldsymbol{\sigma}\}$, but with eigenvalues $\boldsymbol{\beta}=\left(\beta_{0}, \beta_{1}, \beta_{2}, \beta_{3}\right)$. Since two maps are equal if they have the same action on a basis, if we can find a way to match the two sets of eigenvalues $\lambda$ and $\boldsymbol{\beta}$, we would then recover the operator-sum representation for $\Gamma_{x}^{-1}$.

By evaluating the $\operatorname{PTM} \Gamma_{\mathcal{E}}$ of $\mathcal{E}(\cdot)(8.26)$, we can relate the coefficients in the operator-sum representation (8.26), with those appearing in the expression for $\Gamma_{x}^{-1}$ (see Appendix E. 4 for a derivation). In particular, we want these to hold

$$
\begin{align*}
& \left(\Gamma_{x}^{-1}\right)_{11}=\beta_{0}+\beta_{1}-\beta_{2}-\beta_{3},  \tag{8.27}\\
& \left(\Gamma_{x}^{-1}\right)_{22}=\beta_{0}-\beta_{1}+\beta_{2}-\beta_{3},  \tag{8.28}\\
& \left(\Gamma_{x}^{-1}\right)_{33}=\beta_{0}-\beta_{1}-\beta_{2}+\beta_{3}, \tag{8.29}
\end{align*}
$$

plus the trace-preserving condition $1=\beta_{0}+\beta_{1}+\beta_{2}+\beta_{3}$, that the inverse map must satisfy because the direct map is trace-preserving. This condition is inherently satisfied by $\Gamma_{x}^{-1}$, since its first row has the form $(1,0,0,0)$. This system has solutions $\beta_{0}=(1-p) /(1-2 p), \beta_{1}=-p /(1-2 p)$, and $\beta_{2}=\beta_{3}=0$, and substituting them back into Eq. (8.26), we obtain the operator-sum representation of the inverse bit-flip map

$$
\begin{equation*}
\mathcal{N}_{x}^{-1}(O)=\frac{1-p}{1-2 p} O-\frac{p}{1-2 p} \sigma_{x} O \sigma_{x} . \tag{8.30}
\end{equation*}
$$

By virtue of Corollary II, and noticing that the coefficients appearing in the expression above have always opposite signs, we are sure that this map is not CP , as expected, yet it possesses an
operator-sum representation. Note how similar the direct and inverse map are, a feature which we will encounter in all the cases discussed here.

The same procedure can be applied to phase-flip (also referred to as dephasing, generated by $\sigma_{z}$ ), and bit-phase-flip (generated by $\sigma_{y}$ ) channels, yielding inverse maps

$$
\begin{align*}
& \mathcal{N}_{z}^{-1}(O)=\frac{1-p}{1-2 p} O-\frac{p}{1-2 p} \sigma_{z} O \sigma_{z}  \tag{8.31}\\
& \mathcal{N}_{y}^{-1}(O)=\frac{1-p}{1-2 p} O-\frac{p}{1-2 p} \sigma_{y} O \sigma_{y} \tag{8.32}
\end{align*}
$$

We can plug these inversion maps in the deconvolution formula (8.16) to obtain noise-free expectation values of observables. In particular, assume we are measuring a Pauli matrix $O=\sigma_{\alpha}$, and that the system is subject to one of the noise processes $\rho \rightarrow \rho_{\beta}=\mathcal{N}_{\beta}(\rho)$ with $\beta=\{x, y, z\}$. Then the ideal expectation values $\left\langle\sigma_{\alpha}\right\rangle_{\rho}=\operatorname{Tr}\left[\sigma_{\alpha} \rho\right]$ can be expressed in compact form as (see Appendix E. 4 for the explicit derivation)

$$
\begin{equation*}
\left\langle\sigma_{\alpha}\right\rangle=\delta_{\alpha \beta}\left\langle\sigma_{\alpha}\right\rangle_{\rho_{\beta}}+\left(1-\delta_{\alpha \beta}\right) \frac{1}{1-2 p}\left\langle\sigma_{\alpha}\right\rangle_{\rho_{\beta}} \tag{8.33}
\end{equation*}
$$

where $\delta_{\alpha \beta}$ is a Kronecker delta. It is then clear that if the noise happens along the measurement direction $(\alpha=\beta)$, then the noise does not affect the measurement statistics, as the ideal and noisy value coincide. While for orthogonal directions $(\alpha \neq \beta)$, these are equally contracted by a factor $1-2 p$, thus recovering the usual pictorial representation of the contracting Bloch sphere on the plane orthogonal to the noise [220].

### 8.4.0.2 Depolarizing noise

The depolarizing noise channel is defined as

$$
\begin{equation*}
\mathcal{N}_{\mathrm{dep}}(\rho)=(1-p) \rho+\frac{p \mathbb{I}}{2} \tag{8.34}
\end{equation*}
$$

whose action is to leave the state untouched with probability $1-p$, and sends it to the completely mixed state $\mathbb{I} / 2$ with probability $p$. The channel can be expressed in Kraus form in multiple ways, one of them being [220]

$$
\begin{equation*}
\mathcal{N}_{\mathrm{depol}}(\rho)=\left(1-\frac{3 p}{4}\right) \rho+\frac{p}{4}\left(\sigma_{x} \rho \sigma_{x}+\sigma_{y} \rho \sigma_{y}+\sigma_{z} \rho \sigma_{z}\right) \tag{8.35}
\end{equation*}
$$

with corresponding Kraus operators $A_{0}=\sqrt{1-3 p / 4} \mathbb{I}, A_{1}=\sqrt{p} \sigma_{x} / 2, A_{2}=\sqrt{p} \sigma_{y} / 2, A_{3}=\sqrt{p} \sigma_{z} / 2$. Following the same procedure outlined before for the bit-flip channel, one can easily recover the inverse linear map (see Appendix E. 4 for explicit derivation)

$$
\begin{equation*}
\mathcal{N}_{\text {depol }}^{-1}(O)=\frac{1}{1-p}\left(O-\frac{p}{2} \operatorname{Tr}[O] \mathbb{I}\right) \tag{8.36}
\end{equation*}
$$

While this is already a known result in the literature [33, 74, 79, 139, 299], it is presented without an explicit constructive derivation, as given here.

Using this formula in the deconvolution tomographic reconstruction (8.16), we find

$$
\begin{equation*}
\langle O\rangle=\frac{1}{2} \operatorname{Tr}[O]+\sum_{\alpha} \frac{\operatorname{Tr}\left[O \sigma_{\alpha}\right]}{1-p}\left\langle\sigma_{\alpha}\right\rangle_{\mathcal{N}_{\mathrm{dep}}(\rho)} \tag{8.37}
\end{equation*}
$$

where it is clear that to counterbalance the effect of the depolarizing channel, whose effect on the Bloch sphere is to contract it uniformly, one needs perform an expansion of the same amount, obtained dividing by $1-p$.

While our analysis is focused only on single qubit systems, it is worth noticing that a similar approach can be used to correct correlated and asymmetric depolarizing channels acting on multiqubits systems [47], as recently shown in [254].

### 8.4.0.3 General Pauli channel

A more general and interesting case is that of general Pauli channels, where noise acts with different strength along the three Pauli axes, defined as

$$
\begin{equation*}
\mathcal{N}_{\boldsymbol{p}}(\rho)=p_{0} O+p_{x} \sigma_{x} \rho \sigma_{x}+p_{y} \sigma_{y} \rho \sigma_{y}+p_{z} \sigma_{z} \rho \sigma_{z} . \tag{8.38}
\end{equation*}
$$

The channel is parametrized by the probabilities $\boldsymbol{p}=\left(p_{0}, p_{x}, p_{y}, p_{z}\right)$, with the trace-preserving condition implying $p_{0}=1-p_{x}-p_{y}-p_{z}$. Importantly, upon choosing appropriate values for $\boldsymbol{p}$, this channel reduces to all noise maps treated before. Though of considerable more general structure, the inverse map of this channel is derived using the same machinery developed above, and eventually one obtains

$$
\begin{align*}
& \mathcal{N}_{p}^{-1}(O)=\beta_{0} O+\beta_{1} \sigma_{x} O \sigma_{x}+\beta_{2} \sigma_{y} O \sigma_{y}+\beta_{3} \sigma_{z} O \sigma_{z}, \quad \text { with } \\
& \beta_{0}=\frac{1}{4}\left(1+\frac{1}{1-2\left(p_{x}+p_{y}\right)}+\frac{1}{1-2\left(p_{x}+p_{z}\right)}+\frac{1}{1-2\left(p_{y}+p_{z}\right)}\right), \\
& \beta_{1}=\frac{1}{4}\left(1-\frac{1}{1-2\left(p_{x}+p_{y}\right)}-\frac{1}{1-2\left(p_{x}+p_{z}\right)}+\frac{1}{1-2\left(p_{y}+p_{z}\right)}\right),  \tag{8.39}\\
& \beta_{2}=\frac{1}{4}\left(1-\frac{1}{1-2\left(p_{x}+p_{y}\right)}+\frac{1}{1-2\left(p_{x}+p_{z}\right)}-\frac{1}{1-2\left(p_{y}+p_{z}\right)}\right), \\
& \beta_{3}=\frac{1}{4}\left(1+\frac{1}{1+2\left(p_{x}+p_{y}\right)}-\frac{1}{1-2\left(p_{x}+p_{z}\right)}-\frac{1}{1-2\left(p_{y}+p_{z}\right)}\right) .
\end{align*}
$$

One can check that varying $\boldsymbol{p}$ it is possible to recover the inverse maps of all the cases treated before. For example, for $\boldsymbol{p}=(1-p, p, 0,0)$ corresponding to the bit-flip channel in Eq. (8.23), one gets $\beta_{0}=(1-p) /(1-2 p)$ and $\beta_{1}=-p /(1-2 p)$, as in Eq. (8.30).

The noise deconvolution applied to measurements of Pauli matrices $O \in\left\{\sigma_{x}, \sigma_{y}, \sigma_{z}\right\}$, leads to the following relations

$$
\begin{align*}
\left\langle\sigma_{x}\right\rangle & =\frac{1}{1-2\left(p_{y}+p_{z}\right)}\left\langle\sigma_{x}\right\rangle_{\mathcal{N}_{p}(\rho)}, \\
\left\langle\sigma_{y}\right\rangle & =\frac{1}{1-2\left(p_{x}+p_{z}\right)}\left\langle\sigma_{y}\right\rangle_{\mathcal{N}_{p}(\rho)},  \tag{8.40}\\
\left\langle\sigma_{z}\right\rangle & =\frac{1}{1-2\left(p_{x}+p_{y}\right)}\left\langle\sigma_{z}\right\rangle_{\mathcal{N}_{p}(\rho)},
\end{align*}
$$

which can be used together with Eq. (8.16) to reconstruct the expectation value of a general observable $O$. As before, we see that the noise disturbs the estimation along orthogonal directions. Note that the explicit inversion of the general Pauli channel was also recently reported in ref. [292].

### 8.4.0.4 Amplitude Damping

The amplitude damping (AD) channel describes the energy loss of a quantum system, for example obtained through relaxation from the excited to the ground state. Its Kraus representation is

$$
\mathcal{N}_{\mathrm{AD}}(\rho)=V_{0} \rho V_{0}^{\dagger}+V_{1} \rho V_{1}^{\dagger}, \quad V_{0}=\left[\begin{array}{cc}
1 & 0  \tag{8.41}\\
0 & \sqrt{1-\gamma}
\end{array}\right], \quad V_{1}=\left[\begin{array}{cc}
0 & \sqrt{\gamma} \\
0 & 0
\end{array}\right],
$$

where $\gamma \in[0,1]$ is a parameter that encodes the strength of the energy loss process, which for real systems is often expressed in terms of characteristic decay times, as discussed in Sec. 8.5.

While still being trace preserving (TP), amplitude damping channel is not unital, since $\mathcal{N}_{\mathrm{AD}}(\mathbb{I})=\mathbb{I}+\gamma Z$. This in turn implies that the Pauli Transfer Matrix $\Gamma_{\mathrm{AD}}$ is not diagonal, but has an addition nonzero element in the last row of first column. This changes the derivation of the
inverse map with respect to the previous cases, but it can still be carried out without major changes, as shown in Appendix E.4.4. The inverse linear map in operator-sum representation is then found to be

$$
\mathcal{N}_{\mathrm{AD}}^{-1}(\rho)=K_{0} O K_{0}^{\dagger}-K_{1} O K_{1}^{\dagger} \quad K_{0}=\left[\begin{array}{cc}
1 & 0  \tag{8.42}\\
0 & \frac{1}{\sqrt{1-\gamma}}
\end{array}\right], \quad K_{1}=\left[\begin{array}{cc}
0 & \sqrt{\frac{\gamma}{1-\gamma}} \\
0 & 0
\end{array}\right] .
$$

Up until now, all noisy channels (and their inverse maps) had trivial adjoint map, since all Kraus operators were Hermitian. However this is not the case for amplitude damping, since both $V_{1} \neq V_{1}^{\dagger}$ and $K_{1} \neq K_{1}^{\dagger}$. Thus, one must be careful in applying the adjoint inverse $\hat{\mathcal{N}}^{-1}$ in Eq. (8.16), and not just $\mathcal{N}^{-1}$ of (8.42) (see Appendix E.4.4 for an extended discussion). Deconvolution of amplitude damping for measurements of the Pauli matrices leads to

$$
\begin{align*}
\left\langle\sigma_{x}\right\rangle & =\frac{1}{\sqrt{1-\gamma}}\left\langle\sigma_{x}\right\rangle_{\mathcal{N}_{\mathrm{AD}}(\rho)}, \\
\left\langle\sigma_{y}\right\rangle & =\frac{1}{\sqrt{1-\gamma}}\left\langle\sigma_{y}\right\rangle_{\mathcal{N}_{\mathrm{AD}}(\rho)},  \tag{8.43}\\
\left\langle\sigma_{z}\right\rangle & =\frac{1}{1-\gamma}\left(\left\langle\sigma_{z}\right\rangle_{\mathcal{N A D}(\rho)}-\gamma\right) .
\end{align*}
$$

Similarly, one can also obtain the inverse map of the generalised amplitude damping (GAD) channel, used to model the interaction of a qubit with an environment at a finite temperature [46, 220]. Such channel is parameterised by two parameters $\gamma$ and $p$, and it is defined as

$$
\begin{align*}
& \mathcal{N}_{\mathrm{GAD}}(\rho)=A_{0} \rho A_{0}^{\dagger}+A_{1} \rho A_{1}^{\dagger}+A_{2} \rho A_{2}^{\dagger}+A_{3} \rho A_{3}^{\dagger} \\
& A_{0}=\sqrt{p}\left[\begin{array}{cc}
1 & 0 \\
0 & \sqrt{1-\gamma}
\end{array}\right], \quad A_{1}=\sqrt{p}\left[\begin{array}{cc}
0 & \sqrt{\gamma} \\
0 & 0
\end{array}\right],  \tag{8.44}\\
& A_{2}=\sqrt{1-p}\left[\begin{array}{cc}
\sqrt{1-\gamma} & 0 \\
0 & 1
\end{array}\right], \quad A_{3}=\sqrt{1-p}\left[\begin{array}{cc}
0 & \\
\sqrt{\gamma} & 0
\end{array}\right] .
\end{align*}
$$

One can check that the following map is the inverse of the GAD channel

$$
\left.\begin{array}{l}
\mathcal{N}_{\mathrm{GAD}}^{-1}(\rho)=B_{0} \rho B_{0}^{\dagger}-B_{1} \rho B_{1}^{\dagger}+B_{2} \rho B_{2}^{\dagger}-B_{3} \rho B_{3}^{\dagger} \\
B_{0}=\sqrt{p}\left[\begin{array}{cc}
1 & 0 \\
0 & \sqrt{\frac{1}{1-\gamma}}
\end{array}\right], \quad B_{1}=\sqrt{p}\left[\begin{array}{cc}
0 & \sqrt{\frac{\gamma}{1-\gamma}} \\
0 & 0
\end{array}\right],  \tag{8.45}\\
B_{2}=\sqrt{1-p}\left[\begin{array}{cc}
\sqrt{\frac{1}{1-\gamma}} & 0 \\
0 & 1
\end{array}\right], \quad B_{3}=\sqrt{1-p}\left[\begin{array}{cc}
0 & \sqrt{\frac{\gamma}{1-\gamma}}
\end{array}\right]
\end{array}\right], \$
$$

with corresponding noise deconolved Pauli expectation values given by

$$
\begin{align*}
& \left\langle\sigma_{x}\right\rangle=\frac{1}{\sqrt{1-\gamma}}\left\langle\sigma_{x}\right\rangle_{\mathcal{N}_{\mathrm{GAD}}(\rho)}, \\
& \left\langle\sigma_{y}\right\rangle=\frac{1}{\sqrt{1-\gamma}}\left\langle\sigma_{y}\right\rangle_{\mathcal{N}_{\mathrm{GAD}}(\rho)},  \tag{8.46}\\
& \left\langle\sigma_{z}\right\rangle=\frac{1}{1-\gamma}\left(\left\langle\sigma_{z}\right\rangle_{\mathcal{N}_{\mathrm{GAD}}(\rho)}-\gamma(2 p-1)\right) .
\end{align*}
$$

### 8.4.0.5 Two-Kraus channels

We conclude the analysis of single-qubit noise channels by considering the set of channels generated by two parametrized Kraus operators, namely

$$
\begin{equation*}
\mathcal{N}_{\mathrm{two}}(\rho)=\sum_{i=1,2} A_{i} \rho A_{i}^{\dagger} \tag{8.47}
\end{equation*}
$$

with $A_{1}=\cos \alpha|0\rangle\langle 0|+\cos \beta|1\rangle\langle 1|$, and $A_{2}=\sin \beta|0\rangle\langle 1|+\sin \alpha|1\rangle\langle 0|$. This channel reduces to bit-flip for $\alpha=\beta$, and to amplitude damping for $\alpha=0$. Following a procedure similar to the amplitude damping case, the inverse map of the two-Kraus channels is found to be

$$
\begin{align*}
& \mathcal{N}_{\mathrm{two}}(O)^{-1}=B_{1} O B_{1}^{\dagger}-B_{2} O B_{2}^{\dagger}, \\
& B_{1}=\left[\begin{array}{cc}
\frac{\sqrt{2} \cos \beta}{\sqrt{\cos 2 \alpha+\cos 2 \beta}} & 0 \\
0 & \frac{\sqrt{2} \cos \alpha}{\sqrt{\cos 2 \alpha+\cos 2 \beta}}
\end{array}\right],  \tag{8.48}\\
& B_{2}=\left[\begin{array}{cc}
0 & \frac{\sqrt{2} \sin \beta}{\sqrt{\cos 2 \alpha+\cos 2 \beta}} \\
\frac{\sqrt{2} \sin \alpha}{\sqrt{\cos 2 \alpha+\cos 2 \beta}} & 0
\end{array}\right] .
\end{align*}
$$

Similarly to amplitude damping, one of the generators $\left(B_{2}\right)$ is not Hermitian, thus we must employ the adjoint inverse map when evaluating the deconvolved expectation values. By straightforward calculations the following holds

$$
\begin{align*}
& \left\langle\sigma_{x}\right\rangle=\frac{1}{\cos (\alpha-\beta)}\left\langle\sigma_{x}\right\rangle_{\mathcal{N}_{\mathrm{two}}(\rho)}, \\
& \left\langle\sigma_{y}\right\rangle=\frac{1}{\cos (\alpha+\beta)}\left\langle\sigma_{y}\right\rangle_{\mathcal{N}_{\mathrm{two}}(\rho)},  \tag{8.49}\\
& \left\langle\sigma_{z}\right\rangle=h_{\alpha \beta}\left(\cos ^{2} \beta+\sin ^{2} \alpha-1+\left\langle\sigma_{z}\right\rangle_{\mathcal{N}_{\mathrm{two}}(\rho)}\right),
\end{align*}
$$

with $h_{\alpha \beta}=2 /(\cos (2 \alpha)+\cos (2 \beta))$. Note that upon varying the parameters $\alpha$ and $\beta$, the formulas above correctly reduce to the other limiting channels. For example, setting $\alpha=0$ leads to amplitude damping channel in Eq. (8.43) with $\cos (\beta):=\sqrt{1-\gamma}$.

### 8.5 Experimental deconvolution

In this section we provide some concrete applications of the noise deconvolution procedures for qubit tomography outlined above. In particular, we show both numerically and by experimentation on superconducting quantum hardware by Rigetti how to address a decoherence noise model, and we also provide numerical evidence for the deconvolution of the general Pauli channel (8.38). All simulations are performed using PyQuil and the real quantum device used is "Aspen-9", accessed via Rigetti's Quantum Cloud Services (QCS) [157, 286].

### 8.5.1 Decoherence noise model

The concurrent action of a dephasing channel followed by amplitude damping is referred to as decoherence noise, which is an effective way to describe the noisy evolution a qubit undergoes due to uncontrolled interaction with its external environment. Using the definitions (8.23) and (8.41), one obtains

$$
\begin{align*}
\mathcal{N}_{\mathrm{dec}}(\rho) & =\left(\mathcal{N}_{\mathrm{AD}}(\gamma) \circ \mathcal{N}_{z}(p)\right)\left(\left[\begin{array}{cc}
a & b \\
c & 1-a
\end{array}\right]\right) \\
& =\left[\begin{array}{cc}
1-(1-a)(1-\gamma) & (1-2 p) \sqrt{1-\gamma} b \\
(1-2 p) \sqrt{1-\gamma} c & (1-\gamma)(1-a)
\end{array}\right]  \tag{8.50}\\
& =\left[\begin{array}{cc}
1-(1-a) e^{-t / T_{1}} & e^{-t / T_{2}} b \\
e^{-t / T_{2}} c & e^{-t / T_{1}}(1-a)
\end{array}\right],
\end{align*}
$$

where we have introduced the relaxation times $T_{1}$ and $T_{2}$ characterising the "quality" of the physical qubits. These are related to the noise parameters $\gamma$ and $p$ through the following relations

$$
\begin{equation*}
\gamma=1-e^{-t / T_{1}}, \quad p=\frac{1}{2}\left(1-e^{-\left(t / T_{2}-t / 2 T_{1}\right)}\right), \tag{8.51}
\end{equation*}
$$

where $t$ is a time parameter indicating the duration of the noise process.
Since the correction terms in the deconvolution formulas for dephasing (8.43) and amplitude damping (8.33) are multiplicative, for a decoherence channel these combine as

$$
\begin{align*}
& \left\langle\sigma_{x}\right\rangle=\frac{1}{(1-2 p)} \frac{1}{\sqrt{1-\gamma}}\left\langle\sigma_{x}\right\rangle_{\mathcal{N d e c}_{\mathrm{dec}}(\rho)}, \\
& \left\langle\sigma_{y}\right\rangle=\frac{1}{(1-2 p)} \frac{1}{\sqrt{1-\gamma}}\left\langle\sigma_{y}\right\rangle_{\mathcal{N d e c}(\rho)},  \tag{8.52}\\
& \left\langle\sigma_{z}\right\rangle=\frac{1}{1-\gamma}\left(\left\langle\sigma_{z}\right\rangle_{\mathcal{N e c e c}(\rho)}-\gamma\right) .
\end{align*}
$$

Additionally, if the quantum system under investigation is subject to repeated applications of a decoherence noise channel, i.e. $\left.\mathcal{N}_{\text {dec }}^{\circ m}(\rho)=\mathcal{N}^{(1)}\right)_{\text {dec }} \circ \mathcal{N}_{\text {dec }}^{(2)} \cdots \circ \mathcal{N}_{\text {dec }}^{(m)}(\rho)$, then the ideal expectation values are obtained through the following equations

$$
\begin{align*}
\left\langle\sigma_{x}\right\rangle & =\frac{1}{((1-2 p) \sqrt{1-\gamma})^{m}}\left\langle\sigma_{x}\right\rangle_{\mathcal{N d e c}_{\text {dec }}(\rho)}, \\
\left\langle\sigma_{y}\right\rangle & =\frac{1}{((1-2 p) \sqrt{1-\gamma})^{m}}\left\langle\sigma_{y}\right\rangle_{\mathcal{N d e c}_{\text {dec }}(\rho)},  \tag{8.53}\\
\left\langle\sigma_{z}\right\rangle & =\frac{1}{(1-\gamma)^{m}}\left(\left\langle\sigma_{z}\right\rangle_{\mathcal{N}_{\mathrm{dec}}(\rho)}-1+(1-\gamma)^{m}\right) .
\end{align*}
$$

In Figure 8.2 we show the application of these formulas to deconvolve the decoherence noise occurring on a qubit. The specific quantum circuit used for the experiments is showed in Figure 8.2a: first the system is prepared in the superposition state $|+\rangle=H|0\rangle=(|0\rangle+|1\rangle) / \sqrt{2}$, then we let qubit decohere for a certain amount of time dictated by the number $D$ of (noisy) identities each of which supposedly takes a time $t$, and at last we measure the expectation value of the operator $\sigma_{x}$. Clearly, in a noise-free scenario, the result would always be $\left\langle\sigma_{x}\right\rangle=1$, independent of the depth $D$. Figure 8.2c shows a simulation of these circuits with stochastic measurement outcomes for different values of $D$, and for a given choice of noise parameters $p$ and $\gamma$. For comparison, the individual effect of dephasing and amplitude damping channels alone are also showed. Thanks to Eq. (8.53) we can invert the effect of the decoherence noise, and so retrieve the ideal noise-free results.

We also tested this procedure on real superconducting quantum hardware provided by Rigetti, in particular on the device "Aspen-9", whose topology is reported in Fig. 8.2b. The device comes with the calibration data reporting the $T_{1}$ and $T_{2}$ parameters for any qubit, as well as the time duration of a single gate. Identities in the circuits are used to introduce time delays, and thus let the qubit decohere for longer intervals of time, depending on the depth $D$. Differently from the previous simulations where only the identities are supposed to introduce (decoherence) noise, in the real case scenario noise happens along the whole computation, including state preparation, application of all gates in the circuit (both Hadamards and Identities), and finally measurement errors. Of these, the most detrimental are undoubtedly readout errors, and we addressed them by using the standard mitigation technique of calibrating the device and inverting the assignment probability matrix to recover readout mitigated results. Calibration data reports that the time it takes to execute a single qubit identity gate is $t=40 \mathrm{~ns}$, and together with $T_{1}$ and $T_{2}$, these are used to calculate the parameters $p$ and $\gamma$ of the decoherence noise, using relations (8.51). These are in turn used inside the deconvolution formulas to recover the noise-free results. Figures 8.2 d and 8.2 e show the results of the execution of circuit Fig. 8.2a on qubits 4 and 25, respectively.

The noise mitigation procedure on qubit 4 shown in panel 8.2 d yields slightly unphysical results, in that the mitigated expectation values exceeds one at times. A naive solution to this problem could be to impose that the mitigation results are in the physical range $\left\langle\sigma_{\alpha}\right\rangle \in[-1,+1]$, so that if the result exceed the limits, it should be substituted with the appropriate physical bound. Though, assuming a gate time duration of $t=35 \mathrm{~ns}$ instead of standard 40 ns , yields results which are more


Figure 8.2: Deconvolution of decoherence noise both on a simulator and the real quantum device Aspen- 9 by Rigetti. (a) Scheme of the quantum circuit used in the simulations and runs on the actual quantum device. A qubit is prepared in the superposition state and then it is left to decohere for a certain amount of time, dependent on the number $D$ of identities in the circuit. Eventually the qubit is measured in the $x$-basis to estimate the expectation value $\sigma_{x}$. (b) Scheme of Aspen-9, the real quantum device by Rigetti used to run the quantum circuit. (c) Simulation of the decoherence noise for dephasing $(p)$ and damping $(\gamma)$ intensities equal to those characterising qubit 25 of Aspen- 9 , with gate duration of 40 ns . For comparison, the effect of the action of these channels alone is also showed. Using the deconvolution formulas for decoherence noise (8.53), it is possible to mitigate the decay caused by the noise, and recover the ideal result. Each expectation value is estimated evaluating the mean over $n_{\text {shots }}=2048$ measurement outcomes, and the error bars showed are the statistical error of the mean. (d) Results obtained from running the circuit on qubit 4 of Aspen-9, characterised by relaxation times $T_{1}=17.43 \cdot 10^{-6} \mathrm{~s}$ and $T_{2}=10.67 \cdot 10^{-6} \mathrm{~s}$, with $n_{\text {shots }}=2048$, and the error bars are twice the error of the mean. See main text for comments on the results. (e) Results obtained from running the circuit on qubit 25 of Aspen- 9 , characterised by relaxation times $T_{1}=35.91 \cdot 10^{-6} \mathrm{~s}$ and $T_{2}=25.11 \cdot 10^{-6} \mathrm{~s}$, with $n_{\text {shots }}=1024$. Also in this case the error bars are equals to twice the error of the mean. See main text for comments on the results.
in agreement with the expected theoretical behaviour for decoherence noise, as the deconvoluted results are compatible with one, as expected. This hints that either the quality of the qubit is better then reported in the available calibration data (either due to shorter gate times $t$, or larger $T_{1}$ and $T_{2}$ ), or that the decoherence model alone poorly describes the noise happening on idle qubit 4 left interacting with the external environment. However, the good accordance between the deconvoluted results with $t=35 \mathrm{~ns}$ and the experiments suggests the first hypothesis to hold.

Such conclusion is also corroborated by the experimental results obtained with qubit 25 . In fact, using the deconvolution formulas with reported $T_{1}, T_{2}$ and standard gate time ( $t=40 \mathrm{~ns}$ ), we are able to mitigate the effect of noise with good accuracy, as showed in Fig. 8.2e, hinting that indeed the decay law of the qubit is well described through a decoherence noise model of Eq. (8.50). Also, note that the simulation in Fig. 8.2c is tuned with the same noise parameters $p$ and $\gamma$ characterising
qubit 25 . Apart from fluctuations due to, e.g imperfect readout, stochastic measurement outcomes, and noisy Hadamards, there is good agreement between the simulated (red curve in panel (c)) and experimental result (red curve in panel (e)). We do not report analogues experiments using other qubits in the device that produced obviously biased data.

### 8.5.2 Arbitrary Pauli channel

We implemented a simulation of the noise deconvolution of the general Pauli channel (8.38), using the quantum virtual machine (QVM) simulator provided with PyQuil [286]. The simulated circuit is showed on top of Figure 8.3. A qubit starting in the ground state is rotated in the Bloch sphere around the $y$ axis via $R_{Y}(\theta)=e^{-i \theta \sigma_{y} / 2}$, and then it is subject to the general Pauli noise (yellow box), simulated applying a Pauli transformation chosen randomly with probabilities $p_{x}, p_{y}$ and $p_{z}$. At last, we estimate the expectation value of the three Pauli matrices by appending the appropriate change of basis gate, i.e $M_{j} \in\left\{\mathbb{I}, H, H S^{\dagger}\right\}$ for $\left\{\sigma_{z}, \sigma_{x}, \sigma_{y}\right\}$ respectively.

The noise parameters $\left(p_{x}, p_{y}, p_{z}\right)$ are used within the deconvolution formulas (8.40) to recover the mitigated results (green curve), which are, as expected, in perfect agreement with the ideal noise-free ones, obtained from executing the quantum circuit without the noisy channel (red curve).

### 8.6 Conclusions

In conclusion we have shown how mathematically invertible noise maps can always be removed from the final measurement stage, so that one can obtain unbiased expectation values of general observables provided that the noise process is known. We illustrated the method on most known qubit noise maps, and systematically derived their inverse maps (see Table 8.1). We simulated the noise deconvolution procedure for the case of a general Pauli channel (Fig. 8.3) and illustrated our method on noise on actual quantum hardware (Fig. 8.2).


Figure 8.3: Simulation of the deconvolution process for the general Pauli channel $\mathcal{N}_{p}$ (8.38). The noise parameters along the three Pauli axes are set to $p_{x}=0.1, p_{y}=0.05, p_{z}=0.2$. The results are obtained simulating the circuit portrayed on top of the image for $n_{\text {shots }}=1024$ shots and for multiple values of the angle $\theta$. Then, the deconvolution formulas (8.40) are used to retrieve the ideal noise-free result. It is clear that the deconvolution effectively mitigates the Pauli noise yielding a final result which is much closer to the ideal noise-free one, up to differences due to stochastic measurement outcomes. In particular, the estimation of $\sigma_{y}$ is dominated by the statistical error, which is amplified by the correction factor $1 /\left(1-2\left(p_{x}+p_{z}\right)\right)=2.5$.


The greatest success of our field [quantum computation and informatics] will not be to speed up calculations or communicate in secrecy, but to help people understand that this world is quantum-mechanical.

Charles Henry Bennett
as reported by Simone Severini in his book "Nella terra dei qubit" [272].

In this Thesis we have covered several topics regarding variational quantum algorithms and quantum machine learning, providing several compelling examples of how parameterized quantum circuits can be understood as machine learning models.

Indeed, we have started in Chapter 2 with a bird's eye view on the new and exciting field of variational quantum algorithms, that is that ensemble of procedures that leverage parameterized quantum circuits and classical computing power in tandem to take full advantage of near-term quantum computing devices. Before future experimental and theoretical advancements pave the way toward the construction of large-scale noise-resilient quantum computers, near-term devices (NISQ) allow experimenting with quantum information processing, with an eye also on the possibility of achieving some sort of useful quantum advantage already with this new paradigm of hybrid quantum-classical computation.

The analysis of variational quantum algorithms then culminated in Chapter 3 where the field of Quantum Machine Learning was thoroughly characterised. Importantly, we have found how parameterized quantum models can be effectively described using tools from classical machine learning, for example when discussing kernel methods, expressing the output of data-dependent quantum circuits as truncated Fourier series, and last but not least how the classical statistical learning framework can be applied to derive statements about the generalisation performances of quantum neural networks.

The discussion then moved on to some concrete examples of quantum learning models, presenting some novel contributions to the field. In Chapter 4 we have reported on a novel quantum algorithm implementing a generalised perceptron model on a qubit-based quantum device that accepts and analyses continuously valued input data. The proposed algorithm can be readily run on existing quantum hardware, and it takes full advantage of the exponentially large Hilbert space available to encode input data on the phases of large superposition states, known as locally
maximally entanglable (LME) states. In addition, we saw how the proposed model can be used to implement classification tasks and pattern recognition involving grey-scale images.

In Chapter 5 we reviewed a discrete version of the continuous quantum neuron discussed in Ch .4 and we introduced variational training methods for efficiently handling the manipulation of classical and quantum input data. Through extensive numerical analysis, we compared the effectiveness of different circuit structures and learning strategies, highlighting potential benefits brought by hardware-compatible entangling operations and by layerwise training routines that use local, instead of global, cost functions. In all envisioned applications, our proposed protocols are intended as an effective method for the analysis of quantum states as provided, e.g., by external devices or sensors, while it is worth stressing that the general problem of efficiently loading classical data into quantum registers still stands open.

Building on the phase encoding strategy introduced for the continuous quantum neuron, in Chapter 6 we have presented a toy model for a quantum pipeline comprising a quantum autoencoder and a classifier for analysing data coming from an industrial power plant. Specifically, we have implemented a variational quantum autoencoder that can compress information stored on a multipartite quantum state onto just some of its constituents. The compressed quantum states coming from the trained quantum autoencoder were then used as inputs to a quantum classifier to perform a binary classification task. For both tasks, the quantum procedures performed equally well to comparable classical counterparts, and they were also tested on real superconducting quantum hardware provided by IBM. While the achievement of a clear quantum advantage is still out of reach, this approach sets a milestone in the field of quantum machine learning, since it is one of the first examples of a direct application of quantum computing software and hardware to analyse real data sets from industrial sources.

Finally, in the last Chapters, we broadened our analysis to include more quantum informationrelated topics, discussing entanglement and noise. Specifically, in Chapter 7 we discussed in detail the Entanglement generated by different promising Quantum Neural Networks (QNNs) when these are initialised with random parameters, and showed that they reproduce the same properties of Haar random quantum states under various measures. Employing tensor network methods (MPS) we could simulate wide quantum circuits of up to 50 qubits, and introduced a new measure, the entangling speed, to characterise the rate of production of entanglement of a given circuit ansatz as its depth is increased.

At last, Chapter 8 moved our attention to discussing the impact of quantum noise on the estimation of expectation values of observables. Indeed, we have shown how mathematically invertible noise maps can always be removed from the final measurement stage so that one can obtain unbiased expectation values of general observables provided that the noise process is known. We illustrated the method on most known qubit noise maps, systematically derived their inverse maps, and also provided simulation and experimental application of the method on actual superconducting quantum hardware provided by Rigetti.

Quantum computing research is currently experiencing a surge of interest, with a significant amount of effort devoted to not only studying the long-term goal of universal fault-tolerant quantum devices, but also maximising the potential of current-generation quantum computers, both scientifically and technologically. In this thesis, we provided an extensive description of the state-of-the-art of variational quantum algorithms and machine learning, as well as several compelling original contributions to the field, some of which are more applied and others more fundamental.

Although the scientific value of near-term quantum computers is undeniable, the field is still too immature to confidently assess when and how a useful quantum advantage will be achieved. This is especially true when it comes to Quantum Machine Learning, which is the convergence of quantum physics and computing with artificial intelligence and deep learning, two notoriously complex and theoretically difficult fields.

Ultimately, only time will tell whether we will discover a useful and indisputable computational
advantage from quantum computing and/or quantum machine learning. In the meantime, we have the privilege of witnessing the evolution of this exciting field, and we should enjoy the journey as much as the destination.
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## A. Variational Quantum Algorithms

## A. 1 Global and local cost functions

In this Appendix we report the toy model introduced in [57] to show that the global cost functions can lead to the emergence of vanishing gradients, hence the use of local costs is advisable to ensure trainability of the parameterised quantum circuit. Consider a simple tensor-product parameterised ansatz

$$
\begin{equation*}
U(\boldsymbol{\theta})=\bigotimes_{i=1}^{n} e^{-i \theta_{i} X / 2} \tag{A.1}
\end{equation*}
$$

and the global and local observables

$$
\begin{equation*}
O_{G}=\mathbb{I}^{\otimes n}-|\mathbf{0}\rangle\langle\mathbf{0}|, \quad O_{L}=1-\frac{1}{n} \sum_{i=1}^{n} \mathbb{I}^{(1)} \otimes \cdots \otimes|0\rangle\left\langle\left. 0\right|^{(i)} \otimes \cdots \otimes \mathbb{I}^{(n)}\right. \tag{A.2}
\end{equation*}
$$

where $|\mathbf{0}\rangle\langle\mathbf{0}|=|0\rangle\left\langle\left. 0\right|^{\otimes n}\right.$ is the ground state of quantum system of $n$ qubits, and the local cost is given by the sum of terms composed of single-qubit operators $|0\rangle\langle 0|{ }^{(i)}$ acting on the $i$-th site, and trivially on the others. Then, consider the corresponding cost functions

$$
\begin{equation*}
C_{G}(\boldsymbol{\theta})=\operatorname{Tr}\left[O_{G} V(\boldsymbol{\theta})|\mathbf{0}\rangle\langle\mathbf{0}| V(\boldsymbol{\theta})^{\dagger}\right], \quad C_{L}(\boldsymbol{\theta})=\operatorname{Tr}\left[O_{L} V(\boldsymbol{\theta})|\mathbf{0}\rangle\langle\mathbf{0}| V(\boldsymbol{\theta})^{\dagger}\right], \tag{A.3}
\end{equation*}
$$

which has the same vanish on the same solution, that is $C_{G}(\boldsymbol{\theta})=0 \Longleftrightarrow C_{L}(\boldsymbol{\theta})=0$. By direct calculation the cost functions can be easily shown to be

$$
\begin{equation*}
C_{G}(\boldsymbol{\theta})=1-\prod_{i=1}^{n} \cos ^{2} \frac{\theta_{i}}{2}, \quad C_{L}(\boldsymbol{\theta})=1-\frac{1}{n} \sum_{i=1}^{n} \cos ^{2} \frac{\theta_{i}}{2} . \tag{A.4}
\end{equation*}
$$

whose partial derivatives amount to

$$
\begin{equation*}
\frac{\partial C_{G}(\boldsymbol{\theta})}{\partial \theta_{k}}=\frac{\sin \theta_{k}}{2} \prod_{i \neq k}^{n} \cos ^{2} \frac{\theta_{i}}{2}, \quad \frac{\partial C_{L}(\boldsymbol{\theta})}{\partial \theta_{k}}=\frac{\sin \theta_{k}}{2 n} \tag{A.5}
\end{equation*}
$$

Assuming that each variational angle is sampled independently from the uniform distribution $\theta_{i} \sim \operatorname{Unif}[0,2 \pi]$, then the expectation value of the partial derivative vanishes

$$
\begin{equation*}
\mathbb{E}\left[\frac{\partial C_{G}(\boldsymbol{\theta})}{\partial \theta_{k}}\right]=\mathbb{E}\left[\frac{\sin \theta_{k}}{2}\right] \prod_{i \neq k}^{n} \mathbb{E}\left[\cos ^{2} \frac{\theta_{i}}{2}\right]=\int_{0}^{2 \pi} \frac{d \theta_{k}}{2 \pi} \frac{\sin \theta_{k}}{2} \cdot\left(\int_{0}^{2 \pi} \frac{d \theta}{2 \pi} \cos ^{2} \frac{\theta}{2}\right)^{n-1}=0 \tag{A.6}
\end{equation*}
$$

and similarly for the local cost $\mathbb{E}\left[\partial_{k} C(\boldsymbol{\theta})\right]=0$. The variance of the gradients can be calculated in a similar way, thus obtaining

$$
\begin{align*}
\operatorname{Var}\left[\frac{\partial C_{G}(\boldsymbol{\theta})}{\partial \theta_{k}}\right] & =\mathbb{E}\left[\left(\frac{\partial C_{G}(\boldsymbol{\theta})}{\partial \theta_{k}}\right)^{2}\right]=\int_{0}^{2 \pi} \frac{d \theta_{k}}{2 \pi} \frac{\sin ^{2} \theta_{k}}{4} \cdot\left(\int_{0}^{2 \pi} \frac{d \theta}{2 \pi} \cos ^{4} \frac{\theta}{2}\right)^{n-1}  \tag{A.7}\\
& =\frac{1}{8} \cdot\left(\frac{3}{8}\right)^{n-1} \xrightarrow[n \rightarrow \infty]{ } 0 \tag{A.8}
\end{align*}
$$

which is exponentially vanishing with the number of qubits, the hallmark of barren plateaus. On the contrary, the local cost has a variance which vanish only polynomially with the number of qubits, since

$$
\begin{equation*}
\operatorname{Var}\left[\frac{\partial C_{L}(\boldsymbol{\theta})}{\partial \theta_{k}}\right]=\mathbb{E}\left[\left(\frac{\sin \theta_{k}}{2 n}\right)^{2}\right]=\int_{0}^{2 \pi} \frac{d \theta_{k}}{2 \pi} \frac{\sin ^{2} \theta_{k}}{4 n^{2}}=\frac{1}{8 n^{2}} . \tag{A.9}
\end{equation*}
$$

This example makes it clear that a careful choice of the cost function is necessary to ensure trainability of the circuit. Indeed, in this case we showed that even a depth one circuit suffer of exponentially vanishing gradients if a global cost function is used. Thus, the use of a local cost function, that is one that only uses local measurements on a subset of the qubits, can ameliorate the barren plateau phenomenon, at least for shallow circuits whose depth $L$ scales logarithmically with the system size $n$, that is $L \sim \mathcal{O}(\log n)$ [57].

## A. 2 Variance of gradients

We are interested in evaluating the following expectation values

$$
\begin{equation*}
\operatorname{Var}\left[\partial_{k} C(\boldsymbol{\theta})\right]=\mathbb{E}\left[\left(\partial_{k} C(\boldsymbol{\theta})\right)^{2}\right]=-\frac{1}{4} \mathbb{E}\left[\operatorname{Tr}\left[U_{A}^{\dagger} O U_{A}\left[P_{k}, U_{B} \rho U_{B}^{\dagger}\right]\right]^{2}\right], \tag{A.10}
\end{equation*}
$$

under the assumption that the unitary ensembles $\mathbb{U}_{A, B}$ generated by $U_{A, B}$ are 2-designs, so that we can apply the explicit formula for integration over random unitary matrices reported in Eqs. (2.65), (2.67), and (2.66), which we recall also here for $d=2^{n}$

$$
\begin{align*}
\mathbb{E}_{U}\left[U A U^{\dagger}\right]= & \int d \mu(U) U A U^{\dagger}=\frac{\operatorname{Tr}[A] \mathbb{I}}{d}  \tag{A.11}\\
\mathbb{E}_{U}\left[A U B U^{\dagger} C U D U^{\dagger}\right]= & \int d \mu(U) A U B U^{\dagger} C U D U^{\dagger} \\
= & \frac{\operatorname{Tr}[B D] \operatorname{Tr}[C] A+\operatorname{Tr}[B] \operatorname{Tr}[D] A C}{d^{2}-1}  \tag{A.12}\\
& -\frac{\operatorname{Tr}[B D] A C+\operatorname{Tr}[B] \operatorname{Tr}[C] \operatorname{Tr}[D] A}{d\left(d^{2}-1\right)} \\
\mathbb{E}_{U}\left[\operatorname{Tr}\left[U A U^{\dagger} B\right] \operatorname{Tr}\left[U C U^{\dagger} D\right]\right]= & \int d \mu(U) \operatorname{Tr}\left[U A U^{\dagger} B\right] \operatorname{Tr}\left[U C U^{\dagger} D\right] \\
= & \frac{\operatorname{Tr}[A] \operatorname{Tr}[B] \operatorname{Tr}[C] \operatorname{Tr}[D]+\operatorname{Tr}[A C] \operatorname{Tr}[B D]}{d^{2}-1}  \tag{A.13}\\
& -\frac{\operatorname{Tr}[A C] \operatorname{Tr}[B] \operatorname{Tr}[D]+\operatorname{Tr}[A] \operatorname{Tr}[C] \operatorname{Tr}[B D]}{d\left(d^{2}-1\right)}
\end{align*}
$$

$\mathbb{U}_{A}$ is a 2-design First, we start with the case when $\mathbb{U}_{A}$ is a 2-design. Then, by direct application of (A.13) to (A.10), and setting $Q=\left[P_{k}, U_{B} \rho U_{B}^{\dagger}\right]$, one has

$$
\begin{align*}
-4 \operatorname{Var}_{\mathbb{U}_{A}}\left[\partial_{k} C(\boldsymbol{\theta})\right] & =\mathbb{E}_{\mathbb{U}_{A}}\left[\operatorname{Tr}\left[U_{A}^{\dagger} O U_{A} Q\right] \operatorname{Tr}\left[U_{A}^{\dagger} O U_{A} Q\right]\right] \\
& =\frac{\operatorname{Tr}[O]^{2} \operatorname{Tr}[Q]^{2}+\operatorname{Tr}\left[O^{2}\right] \operatorname{Tr}\left[Q^{2}\right]}{2^{2 n}-1}-\frac{\operatorname{Tr}\left[O^{2}\right] \operatorname{Tr}[Q]^{2}+\operatorname{Tr}[O]^{2} \operatorname{Tr}\left[Q^{2}\right]}{2^{n}\left(2^{2 n}-1\right)} \\
& =\frac{\operatorname{Tr}\left[O^{2}\right] \operatorname{Tr}\left[Q^{2}\right]}{2^{2 n}-1}-\frac{\operatorname{Tr}[O]^{2} \operatorname{Tr}\left[Q^{2}\right]}{2^{n}\left(2^{2 n}-1\right)} \\
& =\frac{1}{2^{2 n}-1}\left(\operatorname{Tr}\left[O^{2}\right]-\frac{\operatorname{Tr}[O]^{2}}{2^{n}}\right) \operatorname{Tr}\left[\left[P_{k}, U_{B} \rho U_{B}^{\dagger}\right]^{2}\right], \tag{A.14}
\end{align*}
$$

where in the second line we made use of Eq. (A.13), and in the third line the terms having $\operatorname{Tr}[Q]^{2}$ vanish because $\operatorname{Tr}[Q]=0$ since $Q$ is a commutator.
$\mathbb{U}_{B}$ is a 2-design The procedure is very similar if $\mathbb{U}_{B}$ is a 2-design. First, we rearrange the partial derivative as

$$
\begin{equation*}
\partial_{k} C(\boldsymbol{\theta})=-\frac{i}{2} \operatorname{Tr}\left[U_{A}^{\dagger} O U_{A}\left[P_{k}, U_{B} \rho U_{B}^{\dagger}\right]\right]=-\frac{i}{2} \operatorname{Tr}\left[U_{B} \rho U_{B}^{\dagger}\left[U_{A}^{\dagger} O U_{A}, P_{k}\right]\right] \tag{A.15}
\end{equation*}
$$

and then apply again Eq. (2.67). Setting $Q=\left[U_{A}^{\dagger} O U_{A}, P_{k}\right]$, one then obtains

$$
\begin{align*}
-4 \operatorname{Var}_{\mathbb{U}_{B}}\left[\partial_{k} C(\boldsymbol{\theta})\right] & =\mathbb{E}_{\mathbb{U}_{B}}\left[\operatorname{Tr}\left[U_{B} \rho U_{B}^{\dagger} Q\right] \operatorname{Tr}\left[U_{B} \rho U_{B}^{\dagger} Q\right]\right] \\
& =\frac{\operatorname{Tr}[\rho]^{2} \operatorname{Tr}[Q]^{2}+\operatorname{Tr}\left[\rho^{2}\right] \operatorname{Tr}\left[Q^{2}\right]}{2^{2 n}-1}-\frac{\operatorname{Tr}\left[\rho^{2}\right] \operatorname{Tr}[Q]^{2}+\operatorname{Tr}[\rho]^{2} \operatorname{Tr}\left[Q^{2}\right]}{2^{n}\left(2^{2 n}-1\right)} \\
& =\frac{1}{2^{2 n}-1}\left(\operatorname{Tr}\left[\rho^{2}\right]-\frac{1}{2^{n}}\right) \operatorname{Tr}\left[\left[U_{A}^{\dagger} O U_{A}, P_{k}\right]^{2}\right], \tag{A.16}
\end{align*}
$$

where as before terms with $\operatorname{Tr}[Q]$ vanish because $Q$ is a commutator, and in the last line we used $\operatorname{Tr}[\rho]=1$ by definition of density matrix.
$\mathbb{U}_{A, B}$ are both 2-designs Finally, we analyse what happens when both $\mathbb{U}_{A}$ and $\mathbb{U}_{B}$ are 2-designs. First, by setting again $O_{A}=U_{A}^{\dagger} O U_{A}$, we rewrite explicitly the squared commutator as

$$
\begin{align*}
\operatorname{Tr}\left[\left[O_{A}, P_{k}\right]^{2}\right] & =\operatorname{Tr}\left[O_{A} P_{k} O_{A} P_{k}-O_{A} P_{k}^{2} O_{A}-P_{k} O_{A}^{2} P_{k}+P_{k} O_{A} P_{k} O_{A}\right]  \tag{A.17}\\
& =2 \operatorname{Tr}\left[O_{A} P_{k} O_{A} P_{k}\right]-2 \operatorname{Tr}\left[O_{A}^{2} P_{k}^{2}\right] \tag{A.18}
\end{align*}
$$

and then use Eq. (A.12) to calculate the expectation values of these quantities. The first term amounts to

$$
\begin{align*}
& \mathbb{E}_{\mathbb{U}_{A}}\left[\operatorname{Tr}\left[U_{A}^{\dagger} O U_{A} P_{k} U_{A}^{\dagger} O U_{A} P_{k}\right]\right]=\operatorname{Tr}\left[\mathbb{E}_{\mathbb{U}_{A}}\left[U_{A}^{\dagger} O U_{A} P_{k} U_{A}^{\dagger} O U_{A}\right] P_{k}\right] \\
= & \operatorname{Tr}\left[\frac{\operatorname{Tr}\left[O^{2}\right] \operatorname{Tr}\left[P_{k}\right] \mathbb{I}+\operatorname{Tr}[O]^{2} P_{k}}{2^{2 n}-1} P_{k}\right]-\operatorname{Tr}\left[\frac{\operatorname{Tr}\left[O^{2}\right] P_{k}+\operatorname{Tr}[O]^{2} \operatorname{Tr}\left[P_{k}\right] \mathbb{I}}{2^{n}\left(2^{2 n}-1\right)} P_{k}\right] \\
= & \frac{\operatorname{Tr}\left[O^{2}\right] \operatorname{Tr}\left[P_{k}\right]^{2}+\operatorname{Tr}[O]^{2} \operatorname{Tr}\left[P_{k}^{2}\right]}{2^{2 n}-1}-\frac{\operatorname{Tr}\left[O^{2}\right] \operatorname{Tr}\left[P_{k}^{2}\right]+\operatorname{Tr}[O]^{2} \operatorname{Tr}\left[P_{k}\right]^{2}}{2^{n}\left(2^{2 n}-1\right)}, \tag{A.19}
\end{align*}
$$

and the second term can be calculated using the formula for first-order moments of Haar-random matrices (A.11)

$$
\begin{equation*}
\mathbb{E}_{\mathbb{U}_{A}}\left[\operatorname{Tr}\left[O_{A}^{2} P_{K}^{2}\right]\right]=\operatorname{Tr}\left[\mathbb{E}_{\mathbb{U}_{A}}\left[U_{A}^{\dagger} O^{2} U_{A}\right] P_{k}^{2}\right]=\operatorname{Tr}\left[\frac{\operatorname{Tr}\left[O^{2}\right] \mathbb{I}}{2^{n}} P_{k}^{2}\right]=\frac{\operatorname{Tr}\left[O^{2}\right] \operatorname{Tr}\left[P_{k}^{2}\right]}{2^{n}} \tag{A.20}
\end{equation*}
$$

Thus, one can eventually compute the expectation value over $\mathbb{U}_{A, B}$ by combining Eqs. (A.19) and (A.20) with (A.17), and plugging these into Eq. (A.16), obtaining

$$
\begin{align*}
-4 \operatorname{Var}_{\mathbb{U}_{A, B}}\left[\partial_{k} C(\boldsymbol{\theta})\right]= & -4 \mathbb{E}_{\mathbb{U}_{A}}\left[\mathbb{E}_{\mathbb{U}_{B}}\left[\left(\partial_{k} C(\boldsymbol{\theta})\right)^{2}\right]\right] \\
= & \left.\frac{1}{2^{2 n}-1}\left(\operatorname{Tr}\left[\rho^{2}\right]-\frac{1}{2^{n}}\right) \mathbb{E}_{\mathbb{U}_{A}}\left[\operatorname{Tr}\left[\left[U_{A}^{\dagger} O U_{A}, P_{k}\right]^{2}\right]\right]\right] \\
= & \frac{2}{2^{2 n}-1}\left(\operatorname{Tr}\left[\rho^{2}\right]-\frac{1}{2^{n}}\right)\left(\frac{\operatorname{Tr}\left[O^{2}\right] \operatorname{Tr}\left[P_{k}\right]^{2}+\operatorname{Tr}[O]^{2} \operatorname{Tr}\left[P_{k}^{2}\right]}{2^{2 n}-1}\right. \\
& \left.\quad-\frac{\operatorname{Tr}\left[O^{2}\right] \operatorname{Tr}\left[P_{k}^{2}\right]+\operatorname{Tr}[O]^{2} \operatorname{Tr}\left[P_{k}\right]^{2}}{2^{n}\left(2^{2 n}-1\right)}-\frac{\operatorname{Tr}\left[O^{2}\right] \operatorname{Tr}\left[P_{k}^{2}\right]}{2^{n}}\right) \tag{A.21}
\end{align*}
$$

Summing up, we summarise Equations (A.14), (A.16), and (A.21), as follows.
If $\mathbb{U}_{A}$ is at least a 2 -design, then $\forall k$ :

$$
\begin{equation*}
\operatorname{Var}_{\mathbb{U}_{A}}\left[\partial_{k} C(\boldsymbol{\theta})\right]=-\frac{1}{4} \frac{1}{2^{2 n}-1}\left(\operatorname{Tr}\left[O^{2}\right]-\frac{\operatorname{Tr}[O]^{2}}{2^{n}}\right) \operatorname{Tr}\left[\left[P_{k}, U_{B} \rho U_{B}^{\dagger}\right]^{2}\right] \tag{A.22}
\end{equation*}
$$

If $\mathbb{U}_{B}$ is at least a 2 -design, then $\forall k$ :

$$
\begin{equation*}
\operatorname{Var}_{\mathbb{U}_{B}}\left[\partial_{k} C(\boldsymbol{\theta})\right]=-\frac{1}{4} \frac{1}{2^{2 n}-1}\left(\operatorname{Tr}\left[\rho^{2}\right]-\frac{1}{2^{n}}\right) \operatorname{Tr}\left[\left[U_{A}^{\dagger} O U_{A}, P_{k}\right]^{2}\right] \tag{A.23}
\end{equation*}
$$

If $\mathbb{U}_{A, B}$ are both at least 2-designs, then $\forall k$ :

$$
\begin{align*}
\operatorname{Var}_{\mathbb{U}_{A, B}}\left[\partial_{k} C(\boldsymbol{\theta})\right]=-\frac{1}{4} & \frac{2}{2^{2 n}-1}\left(\operatorname{Tr}\left[\rho^{2}\right]-\frac{1}{2^{n}}\right)\left(\frac{\operatorname{Tr}\left[O^{2}\right] \operatorname{Tr}\left[P_{k}\right]^{2}+\operatorname{Tr}[O]^{2} \operatorname{Tr}\left[P_{k}^{2}\right]}{2^{2 n}-1}\right. \\
& \left.-\frac{\operatorname{Tr}\left[O^{2}\right] \operatorname{Tr}\left[P_{k}^{2}\right]+\operatorname{Tr}[O]^{2} \operatorname{Tr}\left[P_{k}\right]^{2}}{2^{n}\left(2^{2 n}-1\right)}-\frac{\operatorname{Tr}\left[O^{2}\right] \operatorname{Tr}\left[P_{k}^{2}\right]}{2^{n}}\right) \tag{A.24}
\end{align*}
$$

Note that despite the minus signs in front of the expressions, one can verify that all these variances are correctly positive. Indeed, for Eq. (A.22), by Cauchy-Schwarz it holds

$$
\operatorname{Tr}[O \mathbb{I}]^{2} \leq \operatorname{Tr}\left[O^{\dagger} O\right] \operatorname{Tr}[\mathbb{I}]=2^{n} \operatorname{Tr}\left[O^{2}\right] \Longrightarrow \operatorname{Tr}\left[O^{2}\right] \geq \frac{\operatorname{Tr}[O]^{2}}{2^{n}}
$$

and similarly for the term involving the purity $\operatorname{Tr}\left[\rho^{2}\right]$ in (A.23), where the latter can also be seen as a consequence of the minimum of the purity of a quantum state being achieved on the completely mixed state. On the contrary, the trace of squared commutators are always negative values, as for any matrices $A, B$ it holds $|\operatorname{Tr}[A B A B]| \leq \operatorname{Tr}\left[A^{\dagger} A B B^{\dagger}\right][30,234]$. Applying such inequality for the specific case of $A, B$ being Hermitian matrices, yields

$$
\begin{equation*}
\operatorname{Tr}\left[[A, B]^{2}\right]=2\left(\operatorname{Tr}[A B A B]-\operatorname{Tr}\left[A^{2} B^{2}\right]\right) \leq 2\left(\operatorname{Tr}\left[A^{2} B^{2}\right]-\operatorname{Tr}\left[A^{2} B^{2}\right]\right)=0, \tag{A.25}
\end{equation*}
$$

where in our case $A, B$ are the Hermitian operators $P_{k}, U_{B} \rho U_{B}^{\dagger}$, and $U_{A}^{\dagger} O U_{A}$, as both $P_{k}$ and $O$ are Hermitian.

The expressions for the variance take a simpler form when evaluated for the most common case of parameterised gates generated by Pauli rotations $P_{k}$, when the observable $O$ is a Pauli string, and the initial state is a pure state, for example $\rho=|0\rangle\langle 0|$. In this case, one has $\operatorname{Tr}\left[P_{k}\right]=\operatorname{Tr}[O]=0$, and $\operatorname{Tr}\left[P_{k}^{2}\right]=\operatorname{Tr}\left[O^{2}\right]=\operatorname{Tr}[\mathbb{I}]=2^{n}$, because Pauli matrices are traceless and involutory, and also $\operatorname{Tr}\left[\rho^{2}\right]=\operatorname{Tr}[\rho]=1$, because $\rho$ is a pure state. Then, the equations above greatly simplifies to

If $\mathbb{U}_{A}$ is at least a 2 -design, then $\forall k$ :

$$
\begin{equation*}
\operatorname{Var}_{\mathbb{U}_{A}}\left[\partial_{k} C(\boldsymbol{\theta})\right]=\frac{1}{2} \frac{2^{n}}{2^{2 n}-1}\left(1-\operatorname{Tr}\left[P_{k} U_{B} \rho U_{B}^{\dagger} P_{k} U_{B} \rho U_{B}^{\dagger}\right]\right) \tag{A.26}
\end{equation*}
$$

If $\mathbb{U}_{B}$ is at least a 2 -design, then $\forall k$ :

$$
\begin{equation*}
\operatorname{Var}_{\mathbb{U}_{B}}\left[\partial_{k} C(\boldsymbol{\theta})\right]=\frac{1}{2} \frac{1}{2^{n}\left(2^{n}+1\right)}\left(2^{n}-\operatorname{Tr}\left[P_{k} U_{A}^{\dagger} O U_{A} P_{k} U_{A}^{\dagger} O U_{A}\right]\right) \tag{A.27}
\end{equation*}
$$

If $\mathbb{U}_{A, B}$ are both at least 2-designs, then $\forall k$ :

$$
\begin{equation*}
\operatorname{Var}_{\mathbb{U}_{A, B}}\left[\partial_{k} C(\boldsymbol{\theta})\right]=\frac{2^{2 n}}{2\left(2^{n}+1\right)\left(2^{2 n}-1\right)} \tag{A.28}
\end{equation*}
$$

For all the cases treated above it is clear that the variance of the gradients vanish exponentially with the number of qubits, namely $\operatorname{Var}\left[\partial_{k} C(\boldsymbol{\theta})\right] \in \mathcal{O}\left(2^{-n}\right)$.

## B. Quantum Machine Learning

## B. 1 Generalisation bound for data-reuploading quantum neural networks

In this Appendix we show how to derive the generalisation bound for reuploading quantum neural networks as the one shown in Eq. (3.72), using Rademacher complexity as a measure of uniform convergence. In particular, we first start introducing definitions and tools on Rademacher complexity and show how to apply them to linear models with features in Sec. B.1.2. Then, in Sec.B.1.3 we show how to apply these results for the case of data reuploading quantum neural networks.

## B.1.1 Rademacher complexity and generalisation error

We now proceed introducing the Rademacher Complexity measure and the so-called Concentration Lemma, needed for the derivation of the generalisation bound. Then, we state the main theorem connecting the Rademacher complexity of an hypothesis class with its generalisation error.

Definition B. 1 - Empirical Rademacher Complexity. Let $\mathcal{F}$ a family of functions mapping a data space $\mathcal{Z}$ to $[a, b]$, and $S=\left(z_{1}, \ldots, z_{m}\right) \subset \mathcal{Z}^{m}$ a fixed sample of size $m$ with elements in $\mathcal{Z}$. The empirical Rademacher complexity of class $\mathcal{F}$ with respect to the sample $S$ is defined as

$$
\begin{equation*}
\mathcal{R}_{S}(\mathcal{F}):=\frac{1}{m} \mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{f \in \mathcal{F}} \sum_{i=1}^{m} \sigma_{i} f\left(z_{i}\right)\right] \tag{B.1}
\end{equation*}
$$

where $\boldsymbol{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{m}\right) \in\{ \pm 1\}^{m}$, with $\sigma_{i} \sim \operatorname{Unif}\{+1,-1\}$ are independent uniformly distributed binary random variables. The random variables $\sigma_{i}$ are called Rademacher variables.

More generally, given a set of vectors $A=\left\{\boldsymbol{a}_{1}, \boldsymbol{a}_{2}, \ldots \mid \boldsymbol{a}_{i} \in \mathbb{R}^{m}\right\} \subset \mathbb{R}^{m}$, one defines the Rademacher complexity of the set $A$ as

$$
\begin{equation*}
\mathcal{R}(A):=\frac{1}{m} \mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{\boldsymbol{a} \in A} \sum_{i=1}^{m} \sigma_{i} a_{i}\right] . \tag{B.2}
\end{equation*}
$$

We now state the Contraction lemma regarding the Rademacher complexity of composed functions.
Lemma B. 1 - Contraction Lemma (lemma 26.9 in ref. (274)). For each $i \in 1, \ldots, m$, let $\ell_{i}: \mathbb{R} \rightarrow \mathbb{R}$ be a $L$-Lipschitz function, namely for all $\alpha, \beta \in \mathbb{R}$ we have $\left|\ell_{i}(\alpha)-\ell_{i}(\beta)\right| \leq L|\alpha-\beta|$. For $\boldsymbol{a} \in \mathbb{R}^{m}$ let $\boldsymbol{\ell}(\boldsymbol{a})$ denote the vector $\boldsymbol{\ell}(\boldsymbol{a})=\left(\ell_{1}\left(a_{1}\right), \ldots, \ell_{m}\left(a_{m}\right)\right)$. Let $\boldsymbol{\ell} \circ A=\{\boldsymbol{\ell}(\boldsymbol{a}) \mid \boldsymbol{a} \in A\}$. Then,

$$
\begin{equation*}
\mathcal{R}(\ell \circ A) \leq L \mathcal{R}(A) \tag{B.3}
\end{equation*}
$$

Let $S=\left\{z_{1}, \ldots, z_{m}\right\} \subset \mathcal{Z}^{m}$ be a collection of iid variables sampled from a distribution $\mathcal{D}$ on $\mathcal{Z}$. In supervised learning scenarios one has $\mathcal{Z}=\mathcal{X} \times \mathcal{Y}$, where elements $z_{i}=\left(x_{i}, y_{i}\right)$ are pairs of input data $x_{i} \in \mathcal{X}$ and corresponding output $y_{i} \in \mathcal{Y}$. Let $\mathcal{M}$ denote an hypothesis class containing mappings form input to output space $\mathcal{M} \subset\{h \mid h: \mathcal{X} \rightarrow \mathcal{Y}\}$, and let $\ell$ denote a loss function $\ell: \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}$. In addition, let

$$
\begin{equation*}
\mathcal{G}=\ell \circ \mathcal{M}:=\{z=(x, y) \mapsto \ell(h(x), y) \mid h \in \mathcal{M}\} \tag{B.4}
\end{equation*}
$$

be the class of mappings from the data space $\mathcal{Z}$ to $\mathbb{R}$, obtained by combining the action of the models $h \in \mathcal{M}$ in the hypothesis class with the loss function $\ell$. With $g \in \mathcal{G}$, we define the true risk $L_{\mathcal{D}}(g)$ and the empirical risk $L_{S}(g)$, as

$$
\begin{equation*}
L_{\mathcal{D}}(g):=\mathbb{E}_{z \sim \mathcal{D}}[g(z)] \quad, \quad L_{S}(g):=\frac{1}{m} \sum_{i=1}^{m} g\left(z_{i}\right) \tag{B.5}
\end{equation*}
$$

which are defined in terms of the probability distribution $\mathcal{D}$ on data space $\mathcal{Z}$, the sample set $S$ consisting of $m$ data points, the hypothesis class $\mathcal{M}$ representing the parameterised learning model, and finally the loss function $\ell$ used to train the model. With these definitions, we are now ready to state the well-known theorem in classical statistical learning theory which bounds the generalisation error of a parameterised model with its Rademacher complexity.

Theorem B. 1 - Generalisation Bound via Rademacher Complexity (th. 26.5 in Ref. (274), th. 1.15 in Ref. (327). Be $\mathcal{Z}=\mathcal{X} \times \mathcal{Y}$ a data space with arbitrary inputs and outputs spaces, $\mathcal{X}$ and $\mathcal{Y}$. Consider an hypothesis class $\mathcal{M} \subset\{h: \mathcal{X} \rightarrow \mathcal{Y}\}$, a loss function $\ell: \mathcal{Y} \times \mathcal{Y} \rightarrow[0, c]$, and define $\mathcal{G}:=\{z \mapsto \ell(h(x), y) \mid h \in \mathcal{M}\}$. For any $\delta>0$, and probability measure $\mathcal{D}$ over $\mathcal{Z}$, with probability at least $1-\delta$ over the draw of a training set $S \in \mathcal{Z}^{m}$ of size m , for all $g \in \mathcal{G}$ :

$$
\begin{equation*}
L_{\mathcal{D}}(g)-L_{S}(g)<2 \mathcal{R}_{S}(\mathcal{G})+3 c \sqrt{\frac{\log 2 / \delta}{2 m}} \tag{B.6}
\end{equation*}
$$

## B.1.2 Rademacher complexity of Linear Classes

In the following we derive the Rademacher complexity of linear - with respect to the trainable parameters - models where we allow the inputs to be transformed with a feature map. The derivation follows that found in ref. [274], with the difference that we here allow inputs to go through a feature map, and we use a different final bound on the norm. Consider the hypothesis class of parametric linear models

$$
\begin{equation*}
\mathcal{M}=\left\{\boldsymbol{x} \mapsto \boldsymbol{w} \cdot \boldsymbol{\phi}(\boldsymbol{x}) \mid\|\boldsymbol{w}\|_{2} \leq B\right\} \tag{B.7}
\end{equation*}
$$

where $\boldsymbol{\phi}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{M}$ is a general feature map mapping inputs to feature vectors $\boldsymbol{x} \in \mathbb{R}^{d} \mapsto \boldsymbol{\phi}(\boldsymbol{x}) \in \mathbb{R}^{M}$, and $\|\cdot\|_{2}$ denotes the standard Euclidean norm.

Let $S=\left(\left(\boldsymbol{x}_{1}, y_{1}\right), \ldots,\left(\boldsymbol{x}_{m}, y_{m}\right)\right) \in\left(\mathbb{R}^{d} \times \mathbb{R}\right)^{m}$ be a training set, and $\ell: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ a $L$-lipschitz loss function. Then, consider the class

$$
\begin{equation*}
\mathcal{G}=\left\{\left(\boldsymbol{x}_{i}, y_{i}\right) \mapsto \ell\left(h\left(\boldsymbol{x}_{i}\right), y_{i}\right) \mid h \in \mathcal{M}\right\} . \tag{B.8}
\end{equation*}
$$

The empirical Rademacher complexity of class $\mathcal{G}$ on set $S$ is defined as (see Definition B.1)

$$
\begin{align*}
\mathcal{R}_{S}(\mathcal{G}) & =\frac{1}{m} \mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{g \in \mathcal{G}} \sum_{i=1}^{m} \sigma_{i} g\left(z_{i}\right)\right]  \tag{B.9}\\
& =\frac{1}{m} \mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{h \in \mathcal{M}} \sum_{i=1}^{m} \sigma_{i} \ell\left(h\left(\boldsymbol{x}_{i}\right), y_{i}\right)\right]  \tag{B.10}\\
& \leq \frac{L}{m} \mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{h \in \mathcal{M}} \sum_{i=1}^{m} \sigma_{i} h\left(\boldsymbol{x}_{i}\right)\right] \tag{B.11}
\end{align*}
$$

where in the last line we made use of the Contraction lemma B. 1 to remove the dependence on the loss function, by defining the map $\boldsymbol{\ell}(\boldsymbol{a}) \mapsto\left(\ell_{1}\left(a_{1}\right), \ldots, \ell_{m}\left(a_{m}\right)\right)=\left(\ell\left(a_{1}, y_{1}\right), \ldots, \ell\left(a_{m}, y_{m}\right)\right)$ with $\boldsymbol{a}=\left(h\left(\boldsymbol{x}_{1}\right), \ldots, h\left(\boldsymbol{x}_{m}\right)\right)$, and assuming that $\ell\left(a_{i}, y_{i}\right)$ is $L$-Lipschitz for all $a_{i}, y_{i}, i=1, \ldots, m$.

Substituting the definition of the linear model (B.8) $h\left(\boldsymbol{x}_{i}\right)=\boldsymbol{w} \cdot \boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right)$, we then have

$$
\begin{align*}
\mathcal{R}_{S}(G) & \leq \frac{L}{m} \mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{\|\boldsymbol{w}\|_{2} \leq B} \sum_{i=1}^{m} \sigma_{i} \boldsymbol{w} \cdot \boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right)\right]  \tag{B.12}\\
& =\frac{L}{m} \mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{\|\boldsymbol{w}\|_{2} \leq B} \boldsymbol{w} \cdot \sum_{i=1}^{m} \sigma_{i} \boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right)\right]  \tag{B.13}\\
\text { (Cauchy-Schwartz) } & \leq \frac{L}{m} \mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{\|\boldsymbol{w}\|_{2} \leq B}\|\boldsymbol{w}\|_{2}\left\|\sum_{i=1}^{m} \sigma_{i} \boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right)\right\|_{2}\right]  \tag{B.14}\\
& \leq \frac{B L}{m} \mathbb{E}_{\boldsymbol{\sigma}}\left[\left\|\sum_{i=1}^{m} \sigma_{i} \boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right)\right\|_{2}\right]  \tag{B.15}\\
& =\frac{B L}{m} \mathbb{E}_{\boldsymbol{\sigma}}\left[\left(\left\|\sum_{i=1}^{m} \sigma_{i} \boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right)\right\|_{2}^{2}\right)^{1 / 2}\right]  \tag{B.16}\\
\text { (Jensen's inequality) } & \leq \frac{B L}{m}\left(\mathbb{E}_{\boldsymbol{\sigma}}\left[\left\|\sum_{i=1}^{m} \sigma_{i} \boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right)\right\|_{2}^{2}\right]\right)^{1 / 2} \tag{B.17}
\end{align*}
$$

where in (B.14) we used Cauchy-Schwartz inequality $\boldsymbol{w} \cdot \boldsymbol{q} \leq\|\boldsymbol{w}\|_{2}\|\boldsymbol{q}\|_{2}$ followed by $\|\boldsymbol{w}\|_{2} \leq B$, and in (B.17) we used Jensen's inequality to move the square root out of the expectation value.

Now, since the Rademacher variables $\sigma_{i}$ are independent, the expectation can be calculated as follows

$$
\begin{align*}
\mathbb{E}_{\boldsymbol{\sigma}}\left[\left\|\sum_{i=1}^{m} \sigma_{i} \boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right)\right\|_{2}^{2}\right] & =\mathbb{E}_{\boldsymbol{\sigma}}\left[\sum_{i, j=1}^{m} \sigma_{i} \sigma_{j} \boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right) \cdot \boldsymbol{\phi}\left(\boldsymbol{x}_{j}\right)\right]  \tag{B.18}\\
& =\sum_{i \neq j}^{m} \boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right) \cdot \boldsymbol{\phi}\left(\boldsymbol{x}_{j}\right) \underbrace{\mathbb{E}_{\boldsymbol{\sigma}}\left[\sigma_{i} \sigma_{j}\right]}_{=0}+\sum_{i=1}^{m} \boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right) \cdot \boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right) \underbrace{\mathbb{E}_{\boldsymbol{\sigma}}\left[\sigma_{i}^{2}\right]}_{=1}  \tag{B.19}\\
& =\sum_{i=1}^{m}\left\|\boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right)\right\|_{2}^{2} \leq m \max _{i}\left\|\boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right)\right\|_{2}^{2}  \tag{B.20}\\
& \leq m M \max _{i}\left\|\boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right)\right\|_{\infty}^{2} \tag{B.21}
\end{align*}
$$

where in the last line we used that for any vector $\boldsymbol{\phi} \in \mathbb{R}^{M}$ one can bound the 2-norm with the infinity norm as $\|\boldsymbol{\phi}\|_{2} \leq \sqrt{M}\|\boldsymbol{\phi}\|_{\infty}$, where the infinity norm of a vector is defined as the maximum absolute value of its components, namely $\|\boldsymbol{\phi}\|_{\infty}=\max \left(\left|\phi_{1}\right|, \ldots,\left|\phi_{M}\right|\right)$.

Putting it all together, substituting Eq. (B.21) into Eq. (B.17), we have shown that the linear model class (B.8) has

$$
\begin{equation*}
\mathcal{R}_{S}(\mathcal{G}) \leq B L \max _{i}\left\|\boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right)\right\|_{\infty}^{2} \sqrt{\frac{M}{m}} \tag{B.22}
\end{equation*}
$$

## B.1.3 Generalisation bound of Quantum Neural Networks

Using the result on linear models with features, we are now ready to prove the generalisation bound shown in Eq. (3.72) for quantum neural networks.

We first show that a data reuploading quantum model can be written in terms of a "linear" model with trigonometric features. A quantum model can be expressed as

$$
\begin{equation*}
\operatorname{Tr}[\rho(\boldsymbol{x} ; \boldsymbol{\theta}) O]=f(\boldsymbol{x} ; \boldsymbol{\theta})=\sum_{\boldsymbol{\omega} \in \Omega} c_{\boldsymbol{\omega}}(\boldsymbol{\theta}) e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}} \tag{B.23}
\end{equation*}
$$

where the coefficients are such that $c_{-\boldsymbol{\omega}}=c_{\boldsymbol{\omega}}^{*}$, and the spectrum the spectrum $\Omega$ consists of positive and negative frequencies

$$
\begin{equation*}
\Omega=\left\{\Omega^{-}\right\} \cup\{\mathbf{0}\} \cup\left\{\Omega^{+}\right\} \quad \text { with } \quad \Omega^{-}=\left\{-\boldsymbol{\omega} \mid \boldsymbol{\omega} \in \Omega^{+}\right\} \tag{B.24}
\end{equation*}
$$

so that $|\Omega|=2\left|\Omega^{+}\right|+1$. Dropping the dependence of the coefficients on $\boldsymbol{\theta}$ for ease of notation, the model can be expressed in terms of real coefficients and trigonometric features as

$$
\begin{align*}
f(\boldsymbol{x} ; \boldsymbol{\theta}) & =\sum_{\boldsymbol{\omega} \in \Omega} c_{\boldsymbol{\omega}} e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}}  \tag{B.25}\\
& =\sum_{\boldsymbol{\omega} \in \Omega^{-}} c_{\boldsymbol{\omega}} e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}}+c_{0}+\sum_{\boldsymbol{\omega} \in \Omega^{+}} c_{\boldsymbol{\omega}} e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}}  \tag{B.26}\\
& =\sum_{\boldsymbol{\omega} \in \Omega^{+}} c_{\boldsymbol{\omega}}^{*} e^{i \boldsymbol{\omega} \cdot \boldsymbol{x}}+c_{0}+\sum_{\boldsymbol{\omega} \in \Omega^{+}} c_{\boldsymbol{\omega}} e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}}  \tag{B.27}\\
& =c_{0}+\sum_{\boldsymbol{\omega} \in \Omega^{+}}\left(c_{\boldsymbol{\omega}}^{*} e^{i \boldsymbol{\omega} \cdot \boldsymbol{x}}+c_{\boldsymbol{\omega}} e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}}\right)  \tag{B.28}\\
& =c_{0}+\sum_{\boldsymbol{\omega} \in \Omega^{+}}\left(\left(a_{\boldsymbol{\omega}}-i b_{\boldsymbol{\omega}}\right) e^{i \boldsymbol{\omega} \cdot \boldsymbol{x}}+\left(a_{\boldsymbol{\omega}}-i b_{\boldsymbol{\omega}}\right) e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}}\right)  \tag{B.29}\\
& =c_{0}+\sum_{\boldsymbol{\omega} \in \Omega^{+}} 2 a_{\boldsymbol{\omega}} \cos (\boldsymbol{\omega} \cdot \boldsymbol{x})+\sum_{\boldsymbol{\omega} \in \Omega^{+}} 2 b_{\boldsymbol{\omega}} \sin (\boldsymbol{\omega} \cdot \boldsymbol{x})  \tag{B.30}\\
& =\boldsymbol{w} \cdot \boldsymbol{\phi}(\boldsymbol{x}), \tag{B.31}
\end{align*}
$$

where we have introduced a Fourier-like feature map $\boldsymbol{\phi}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{|\Omega|}$ and coefficients vector defined as

$$
\begin{equation*}
\boldsymbol{x} \longmapsto \boldsymbol{\phi}(\boldsymbol{x})=\left[1, \cos \left(\boldsymbol{\omega}_{1} \cdot \boldsymbol{x}\right), \ldots, \cos \left(\boldsymbol{\omega}_{\left|\Omega^{+}\right|} \cdot \boldsymbol{x}\right), \sin \left(\boldsymbol{\omega}_{1} \cdot \boldsymbol{x}\right), \ldots, \sin \left(\boldsymbol{\omega}_{\left|\Omega^{+}\right|} \cdot \boldsymbol{x}\right)\right] \tag{B.32}
\end{equation*}
$$

and the vector of coefficients $\boldsymbol{w} \in \mathbb{R}^{|\Omega|}$

$$
\begin{equation*}
\boldsymbol{w}=\left[c_{0}, 2 a_{\boldsymbol{\omega}_{1}}, \ldots, 2 a_{\boldsymbol{\omega}_{\Omega \Omega^{+}} \mid}, 2 b_{\boldsymbol{\omega}_{1}}, \ldots, 2 b_{\boldsymbol{\omega}_{\Omega \Omega^{+}} \mid}\right] . \tag{B.33}
\end{equation*}
$$

Denote with $\boldsymbol{c}=\left[c_{\boldsymbol{\omega}}, \boldsymbol{\omega} \in \Omega\right]$ the vector of complex coefficients in Eq. (B.25), then the norm of the coefficient vectors $\boldsymbol{c}$ and $\boldsymbol{w}$ amounts to

$$
\begin{align*}
\|\boldsymbol{c}\|_{2}^{2} & =c_{0}^{2}+2 \sum_{\boldsymbol{\omega} \in \Omega^{+}} a_{\boldsymbol{\omega}}^{2}+b_{\boldsymbol{\omega}}^{2}  \tag{B.34}\\
\|\boldsymbol{w}\|_{2}^{2} & =c_{0}^{2}+4 \sum_{\boldsymbol{\omega} \in \Omega^{+}} a_{\boldsymbol{\omega}}^{2}+b_{\boldsymbol{\omega}}^{2}=2\|\boldsymbol{c}\|_{2}^{2}-c_{0}^{2} \leq 2\|\boldsymbol{c}\|_{2}^{2} . \tag{B.35}
\end{align*}
$$

Now, let $\boldsymbol{x} \in[0,2 \pi]^{d}$, and assume that the frequency spectrum is made of integer frequencies only, that is $\boldsymbol{\omega} \in \mathbb{Z}^{d}, \forall \boldsymbol{\omega} \in \Omega$. In this case, one can prove the so-called Parseval's equality, which connects the integral of a function to the the norm of the coefficients in the Fourier expansion of the function. Indeed, by dropping again the dependence on $\boldsymbol{\theta}$ for ease of notation, one can show that

$$
\begin{align*}
\int_{[0,2 \pi]^{d}} d \boldsymbol{x}|f(\boldsymbol{x})|^{2} & =\int_{[0,2 \pi]^{d}} d \boldsymbol{x} \sum_{\boldsymbol{\omega}, \boldsymbol{v} \in \Omega} c_{\boldsymbol{v}}^{*} c_{\boldsymbol{\omega}} e^{-i(\boldsymbol{\omega}-\boldsymbol{v}) \cdot \boldsymbol{x}}  \tag{B.36}\\
& =\sum_{\boldsymbol{\omega}, \boldsymbol{v} \in \Omega} c_{\boldsymbol{v}}^{*} c_{\boldsymbol{\omega}} \int_{[0,2 \pi]^{d}} d \boldsymbol{x} e^{-i(\boldsymbol{\omega}-\boldsymbol{v}) \cdot \boldsymbol{x}}  \tag{B.37}\\
& =\sum_{\boldsymbol{\omega}, \boldsymbol{v} \in \Omega} c_{\boldsymbol{v}}^{*} c_{\boldsymbol{\omega}} \prod_{j=1}^{d} \int_{0}^{2 \pi} d x^{(j)} e^{-i\left(\boldsymbol{\omega}^{(j)}-v^{(j)}\right) x^{(j)}}  \tag{B.38}\\
& =\sum_{\boldsymbol{\omega}, \boldsymbol{v} \in \Omega} c_{\boldsymbol{v}}^{*} c_{\boldsymbol{\omega}}(2 \pi)^{d} \delta_{\boldsymbol{\omega}, \boldsymbol{v}}=(2 \pi)^{d} \sum_{\boldsymbol{\omega} \in \Omega}\left|c_{\boldsymbol{\omega}}\right|^{2}=(2 \pi)^{d}\|\boldsymbol{c}\|_{2}^{2}, \tag{B.39}
\end{align*}
$$

where $\delta_{\boldsymbol{\omega}, \boldsymbol{v}}$ is a Kronecker delta which is one if $\boldsymbol{\omega}=\boldsymbol{v}$, and zero otherwise.

Since the output of the quantum model is the expectation value of the observable $O$, the maximum value it can attain is bounded by the operator norm (i.e. the largest eigenvalue) of the observable, namely

$$
\begin{equation*}
|f(\boldsymbol{x} ; \boldsymbol{\theta})|=|\operatorname{Tr}[\rho(\boldsymbol{x} ; \boldsymbol{\theta}) O]| \leq\|\boldsymbol{\rho}(\boldsymbol{x} ; \boldsymbol{\theta})\|_{1}\|O\|_{\infty}=\|O\|_{\infty} . \tag{B.40}
\end{equation*}
$$

where $\|\rho(\boldsymbol{x} ; \boldsymbol{\theta})\|_{1}=\operatorname{Tr}[\rho(\boldsymbol{x} ; \boldsymbol{\theta})]=1$ because $\rho(\boldsymbol{x} ; \boldsymbol{\theta})$ is a density matrix. Eventually, one can bound the 2 -norm of the Fourier coefficient vector $\boldsymbol{c}$, hence $\boldsymbol{w}$, as follows

$$
\begin{array}{rl}
\int_{[0,2 \pi]^{d}} & d \boldsymbol{x}|f(\boldsymbol{x})|^{2} \leq \int_{[0,2 \pi]^{d}} d \boldsymbol{x}\|O\|_{\infty}^{2}=(2 \pi)^{d}\|O\|_{\infty}^{2} \\
& \Longrightarrow\|\boldsymbol{c}\|_{2} \leq\|O\|_{\infty} \quad \text { and } \quad\|\boldsymbol{w}\|_{2} \leq 2\|O\|_{\infty} . \tag{B.42}
\end{array}
$$

Summing up, we have shown how to write a quantum reuploading model as a linear model with trigonometric features $f(\boldsymbol{x})=\boldsymbol{w} \cdot \boldsymbol{\phi}(\boldsymbol{x})$ (B.31), whose parameter have bounded 2-norm $\|\boldsymbol{w}\|_{2} \leq$ $2\|O\|_{\infty}$, so that the results from the previous section on linear models readily apply also to the case of quantum neural networks.

Let $\mathcal{M}_{\text {QNN }}$ denote the model class implemented by a quantum neural network with an encoding scheme generating an integer-valued spectrum $\Omega$, obtained by measuring an observable $O$. Such class and its composition with a $L$-lipschitz loss function $\ell$ can then be expressed respectively as (see B.1.2)

$$
\begin{align*}
\mathcal{M}_{\mathrm{QNN}}=\left\{\boldsymbol{x} \mapsto \boldsymbol{w} \cdot \boldsymbol{\phi}(\boldsymbol{x}) \mid\|\boldsymbol{w}\|_{2} \leq 2\|O\|_{\infty},\right. & \boldsymbol{w} \in \mathbb{R}^{|\Omega|} \text { as in (B.33), }  \tag{B.43}\\
& \left.\boldsymbol{\phi}:[0,2 \pi]^{d} \rightarrow \mathbb{R}^{|\Omega|} \text { as in (B.32) }\right\},
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{G}_{\mathrm{QNN}}=\boldsymbol{\ell} \circ \mathcal{H}_{\mathrm{QNN}}=\left\{\left(\boldsymbol{x}_{i}, y_{i}\right) \mapsto \ell\left(h\left(\boldsymbol{x}_{i}\right), y_{i}\right) \mid h \in \mathcal{M}_{\mathrm{QNN}}\right\} . \tag{B.44}
\end{equation*}
$$

Since the feature map $\boldsymbol{\phi}$ consists of trigonometric functions of the input data, it holds that $\boldsymbol{\phi}\left(\boldsymbol{x}_{\boldsymbol{i}}\right) \in$ $[-1,1]^{|\Omega|} \forall i=1, \ldots, m$. Hence $\max _{i}\left\|\boldsymbol{\phi}\left(\boldsymbol{x}_{i}\right)\right\|_{\infty}=1$, achieved on the first element of the vector, it being the constant feature 1 . Thus, finally, using (B.22) on class $\mathcal{G}_{\mathrm{QNN}}$, one has

$$
\begin{equation*}
\mathcal{R}_{S}\left(\mathcal{G}_{\mathrm{QNN}}\right) \leq 2\|O\|_{\infty} L \sqrt{\frac{|\Omega|}{m}} \tag{B.45}
\end{equation*}
$$

and plugging this in the generalisation theorem (B.6), one finally has the desired generalisation bound.

Theorem B. 2 - Generalisation Bound for Quantum Neural Networks (see also Theorem 6
in ref. (53)). Be $\mathcal{Z}=[0,2 \pi]^{d} \times \mathbb{R}$ a data space of inputs and outputs. Consider a data reuploading quantum circuit whose encoding scheme generates an integer-valued spectrum $\Omega$, whose model class is $\mathcal{M}_{\mathrm{QNN}}:=\left\{\boldsymbol{x} \mapsto \operatorname{Tr}[\rho(\boldsymbol{x} ; \boldsymbol{\theta}) O]=\sum_{\boldsymbol{\omega} \in \Omega} c_{\boldsymbol{\omega}} e^{-i \boldsymbol{\omega} \cdot \boldsymbol{x}}\right\}$. Be $\ell: \mathbb{R} \times \mathbb{R} \rightarrow[0, c]$ an $L$-Lipschitz loss function and define $\mathcal{G}_{\mathrm{QNN}}:=\left\{z=(x, y) \mapsto \ell(h(x), y) \mid h \in \mathcal{M}_{\mathrm{QNN}}\right\}$. For any $\delta>0$ and probability measure $\mathcal{D}$ over $\mathcal{Z}$, with probability at least $1-\delta$ over the drawn of a training set $S \in \mathcal{Z}^{m}$ of size m , for all $g \in \mathcal{G}_{\mathrm{QNN}}$ :

$$
\begin{equation*}
L_{\mathcal{D}}(g)-L_{S}(g)<4\|O\|_{\infty} L \sqrt{\frac{|\Omega|}{m}}+3 c \sqrt{\frac{\log 2 / \delta}{2 m}} \tag{B.46}
\end{equation*}
$$

## C. Continuous Quantum Neuron

## C. 1 Proof of the activation function of the quantum neuron

Consider a collection of complex numbers $z_{i}=r_{i} e^{i \gamma_{i}} \in \mathbb{C}, i=1, \ldots, N$. The squared modulus of their sum can be explicitly calculated as follows

$$
\begin{align*}
\left|\sum_{i=1}^{N} z_{i}\right|^{2} & =\left(\sum_{i=1}^{N} z_{i}\right)\left(\sum_{j=1}^{N} z_{j}^{*}\right)=\sum_{i, j=1}^{N} z_{i} z_{j}^{*}=\sum_{i=j}^{N}\left|z_{i}\right|^{2}+\sum_{i \neq j}^{N} r_{i} r_{j} e^{i\left(\gamma_{i}-\gamma_{j}\right)}  \tag{C.1}\\
& =\sum_{i=j}^{N} r_{i}^{2}+2 \sum_{i<j}^{N} r_{i} r_{j} \cos \left(\gamma_{j}-\gamma_{i}\right) \tag{C.2}
\end{align*}
$$

where in the last line the following relation has been applied

$$
\begin{equation*}
e^{i x}+e^{-i x}=2 \cos (x) \tag{C.3}
\end{equation*}
$$

Setting $r_{i}=1 / N$ and $\gamma_{i}=\theta_{i}-\phi_{i}$, one obtains

$$
\begin{equation*}
\left|\sum_{i=1}^{N} \frac{e^{i\left(\theta_{i}-\varphi_{i}\right)}}{N}\right|^{2}=\frac{1}{N}+\frac{2}{N^{2}} \sum_{i<j}^{N} \cos \left(\left(\theta_{j}-\varphi_{j}\right)-\left(\theta_{i}-\varphi_{i}\right)\right) \tag{C.4}
\end{equation*}
$$

which correctly reduces to Eq. (4.6) in the main text upon substituting $N=2^{n}$ and shifting the summation indices to start from zero.

## C. 2 Noise resilience

Consider an input vector $\boldsymbol{\theta}$ equal to the weight vector $\boldsymbol{\varphi}=\boldsymbol{\theta}$, and suppose that the input is corrupted by some noise and transformed into $\boldsymbol{\theta} \rightarrow \boldsymbol{\theta}+\boldsymbol{\Delta}=\boldsymbol{\varphi}+\boldsymbol{\Delta}$, with $\Delta=\left(\Delta_{0}, \Delta_{1}, \ldots, \Delta_{2^{n}-1}\right)$. The activation function in Eq. (4.6) thus reduces to

$$
\begin{equation*}
f(\boldsymbol{\Delta})=\frac{1}{2^{n}}+\frac{1}{2^{2 n-1}} \sum_{i<j}^{2^{n}-1} \cos \left(\Delta_{j}-\Delta_{i}\right) \tag{C.5}
\end{equation*}
$$

Assuming that the noise values $\Delta_{i}$ are sampled from the uniform distribution

$$
\begin{equation*}
p\left(\Delta_{i}\right)=\frac{1}{a} \quad \text { for } \Delta_{i} \in\left[-\frac{a}{2}, \frac{a}{2}\right], \quad a \in \mathbb{R} \tag{C.6}
\end{equation*}
$$

it is possible to evaluate the average activation function as

$$
\begin{align*}
\mathbb{E}_{\Delta}[f(\Delta)] & =\frac{1}{2^{n}}+\frac{1}{2^{2 n-1}} \sum_{i<j}^{2^{n}-1} \mathbb{E}_{\boldsymbol{\Delta}}\left[\cos \left(\Delta_{j}-\Delta_{i}\right)\right] \\
& =\frac{1}{2^{n}}+\frac{1}{2^{2 n-1}} \frac{2^{n}\left(2^{n}-1\right)}{2}\left\langle\cos \left(\Delta_{j}-\Delta_{i}\right)\right\rangle \tag{C.7}
\end{align*}
$$

where in the last line used that $\mathbb{E}_{\boldsymbol{\Delta}}\left[\cos \left(\Delta_{j}-\Delta_{i}\right)\right]$ is the same for all $i, j$. Averaging then yields

$$
\begin{align*}
\mathbb{E}_{\Delta}\left[\cos \left(\Delta_{j}-\Delta_{i}\right)\right] & :=\int_{-\frac{a}{2}}^{\frac{a}{2}} \int_{-\frac{a}{2}}^{\frac{a}{2}} \cos \left(\Delta_{j}-\Delta_{i}\right) \frac{d \Delta_{i} d \Delta_{j}}{a^{2}} \\
& =2\left(\frac{1-\cos (a)}{a^{2}}\right) \tag{C.8}
\end{align*}
$$

Substituting back into (C.7) one obtains

$$
\begin{equation*}
\mathbb{E}_{\boldsymbol{\Delta}}[f(\boldsymbol{\Delta})]=\frac{1}{2^{n}}+\frac{2^{n}-1}{2^{n-1}}\left(\frac{1-\cos (a)}{a^{2}}\right) . \tag{C.9}
\end{equation*}
$$

Consider now the case where the input and weight vectors are different $\boldsymbol{\theta} \neq \boldsymbol{\varphi}$, and we ask again how much does the activation function change if the input is corrupted by the presence of noise. As before, considering an input $\boldsymbol{\theta} \rightarrow \boldsymbol{\theta}+\boldsymbol{\Delta}$, the activation function reads

$$
\begin{equation*}
f(\boldsymbol{\theta}, \boldsymbol{\phi}, \Delta)=\frac{1}{2^{n}}+\frac{1}{2^{2 n-1}} \sum_{i<j}^{2^{n}-1} \cos \left(A_{i j}+D_{i j}\right) . \tag{C.10}
\end{equation*}
$$

with $A_{i j}=\left(\theta_{j}-\phi_{j}\right)-\left(\theta_{i}-\phi_{i}\right)$, and $D_{i j}=\Delta_{j}-\Delta_{i}$. Since $\cos \left(A_{i j}+D_{i j}\right)=\cos \left(A_{i j}\right) \cos \left(D_{i j}\right)+$ $\sin \left(A_{i j}\right) \sin \left(D_{i j}\right)$, and $\mathbb{E}_{\Delta}\left[\sin \left(D_{i j}\right)\right]=0$ for uniformly distributed noise (C.6), the activation function finally results in

$$
\begin{equation*}
\langle f(\boldsymbol{\theta}, \boldsymbol{\phi}, \boldsymbol{\Delta})\rangle=\frac{1}{2^{n}}+\frac{D}{2^{2 n-1}} \sum_{i<j}^{2^{n}-1} \cos \left(A_{i j}\right) . \tag{C.11}
\end{equation*}
$$

with $D=2(1-\cos (a)) / a^{2}$. A more realistic noise model would consist of a Gaussian distribution centred in zero with width $\sigma=a / 2$, namely

$$
\begin{equation*}
p\left(\Delta_{i}\right)=\frac{1}{\sqrt{2 \pi(a / 2)^{2}}} e^{-\frac{\Delta_{i}^{2}}{2(a / 2)^{2}}} \tag{C.12}
\end{equation*}
$$

By repeating the same procedure above one obtains

$$
\begin{equation*}
\mathbb{E}_{\Delta}\left[\cos \left(\Delta_{i}-\Delta_{j}\right)\right]=\frac{2}{\pi a^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-\sqrt{2}\left(\Delta_{i}+\Delta_{i}\right)^{2} / a^{2}} \cos \left(\Delta_{i}-\Delta_{j}\right) d \Delta_{i} d \Delta_{j}=e^{-a^{2} / 4} \tag{C.13}
\end{equation*}
$$

which is comparable to the uniform distribution noise model, but less effective in terms of noise resilience due to the Gaussian tails having the net effect of lowering the mean activation. Nonetheless, this qualitative behaviour proves the quantum neuron to have some internal degree of noise resilience.

## C. 3 Alternative schemes for the data encoding operations

Several strategies can be envisioned to reduce the time complexity of the proposed quantum neuron algorithm. First, the encoding of input data could be effectively replaced by a direct call to a quantum memory, such as a qRAM [111]. In this case, the information to be analyzed would be directly stored in the form of quantum states coming, e.g. from quantum internet applications or quantum simulators.

Alternatively, one could make use of some specific properties of the LME states arising from the phase encoding procedure used in the main text. Indeed, let $U_{\psi}$ be the unitary operation whose action is to create an LME state from a blank register, i.e $U_{\psi}|\mathbf{0}\rangle=|\psi\rangle$. It is then easy to check that, for $W_{k}=U_{\psi} Z_{k} U_{\psi}^{\dagger}$, where $Z_{k}$ is the Pauli- $Z$ operator acting on the $k$-th qubit, it holds that $W_{k}|\phi\rangle=|\phi\rangle \forall k$ if and only if $|\phi\rangle=|\psi\rangle$. This means that the operators $\left\{W_{1}, W_{2}, \ldots, W_{n}\right\}$ stabilise the state $|\psi\rangle$. Depending on the values of the phases $\left\{\alpha_{i}\right\}_{i=0}^{n-1}$, these operators $\left\{W_{k}\right\}_{k=0}^{n-1}$ may be quasi-local, meaning that they only act on a smaller subsystem of the whole $n$-qubit register. In this case, it can be shown $[167,169]$ that there exists a quantum dissipative process for which $|\psi\rangle$ is the only stationary state. Of course, this property strongly depends on the nature of the phases $\alpha_{i}$ of the target LME state, i.e., correlations in the phases are directly related to a specific preparation scheme. However, it might be the case that for some special classes of incoming inputs, a clear a priori
correlation exists between the phases, which would allow to replace the "brute force" approach used in the main text with a more efficient preparation scheme.

Finally, it is worth mentioning that more general strategies to load probability distributions and classical datasets on quantum states are known in the literature [119, 266], whose application could be investigated also in the present case.

Additional room for improvement could be represented by a more efficient implementation of the inner product operation $U_{w} 4.2$. In this case, instead of simply inverting the preparation circuit, one could devise a variational circuit optimised to output the desired result (4.5) using the approach shown in Figure C.1. There $V_{w}(\boldsymbol{\phi}, \boldsymbol{\omega})$ is an operator approximating the unitary $U_{w}$ depending on variational parameters $\boldsymbol{\omega}$ and the weights of neuron $\boldsymbol{\phi}$, and $L\left(\boldsymbol{\omega} ;\left\langle\boldsymbol{\psi}_{w} \mid \boldsymbol{\psi}_{i}\right\rangle\right)$ is a cost function evaluating the distance between the output of a the circuit using $V_{w}(\boldsymbol{\phi}, \boldsymbol{\omega})$, and the desired inner product $\left\langle\boldsymbol{\psi}_{w} \mid \psi_{i}\right\rangle$. Optimisation of the trainable parameters $\boldsymbol{\omega}$ could yield an approximate yet efficient implementation for evaluating the inner product gate $U_{w}$.

It is also interesting to notice that such optimization procedure could in principle be carried out in combination with a supervised learning approach in order to simultaneously train the value of the weight vector and the actual quantum circuit realisation of the required operation. Finally, if an efficient preparation scheme exists for both the quantum input state $\left\langle\psi_{i}\right\rangle$ and the quantum weight state $\left|\psi_{w}\right\rangle$, their inner product could also be evaluated by means of specialised algorithms, such as the SWAP test or the Bell basis algorithm [64].


Figure C.1: Scheme of a variational approach for implementing the $U_{w}$ operation in the quantum neuron model shown in Fig. 4.2.

## D. Entanglement of Quantum Neural Networks

## D. 1 Lower bound on entanglement entropy for unitary 2-designs

The presented derivation is a straightforward application of known results on the entanglement of random states and properties of Rényi-entropies [184, 258]. The Rényi $\alpha$-entropies of a density operator $\rho$ are defined as

$$
\begin{equation*}
S_{\alpha}(\rho):=\frac{1}{1-\alpha} \log \operatorname{Tr}\left[\rho^{\alpha}\right], \tag{D.1}
\end{equation*}
$$

where $\lim _{\alpha \rightarrow 1} S_{\alpha}(\rho)=S(\rho)$ is the Von Neumann entropy of Eq. (7.2), and it holds that $S_{\beta}(\rho) \leq$ $S_{\alpha}(\rho)$ for $\beta \geq \alpha$. Of particular interest is the Rényi 2-entropy $S_{2}(\rho)=-\log \operatorname{Tr}\left[\rho^{2}\right]$ depending on the purity $\operatorname{Tr}\left[\rho^{2}\right]$ of the system, which is much easier to computer and it can be used to lower bound the Von Neumann entropy via $S(\rho)>S_{2}(\rho)$.

Indeed, let $|\psi\rangle \in\left(\mathbb{C}^{2}\right)^{\otimes n}$ be the state of a composite system made of subsystems $A$ and $B$ with dimensions $d_{A}=2^{n_{A}}$ and $d_{B}=2^{n-n_{A}}$ respectively, and suppose that $|\psi\rangle$ is a random state $|\psi\rangle=U\left|\psi_{0}\right\rangle$, where $U$ is sampled from an ensemble of unitaries that constitutes at least a unitary 2-design. Then, the average value of the purity of the reduced density matrix $\rho_{A}=\operatorname{Tr}_{B}[|\psi\rangle\langle\psi|]$ amounts to [184, 258]

$$
\begin{equation*}
\mathbb{E}_{2-\text { design }} \operatorname{Tr}\left[\rho_{A}^{2}\right]=\frac{d_{A}+d_{B}}{d_{A} d_{B}+1} \tag{D.2}
\end{equation*}
$$

By the convexity of Renyi-entropies with respect to $\operatorname{Tr}\left[\rho^{\alpha}\right]$, and using Jensen's inequality (that is, $\mathbb{E} f \geq f \mathbb{E}$ ), one can lower bound the average Rényi 2 -entropy as

$$
\begin{equation*}
\mathbb{E}_{2 \text {-design }}\left[S_{2}\left(\rho_{A}\right)\right] \geq-\log \mathbb{E}_{2 \text {-design }}\left[\rho_{A}^{2}\right] \tag{D.3}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\mathbb{E}_{2-\operatorname{design}}\left[S_{2}\left(\rho_{A}\right)\right] \geq-\log \frac{d_{A}+d_{B}}{d_{A} d_{B}+1}>\log d_{A}-\log \frac{d_{A}+d_{B}}{d_{B}}>\log d_{A}-1 \tag{D.4}
\end{equation*}
$$

Then, since $S(\rho)=S_{1}(\rho) \geq S_{2}(\rho) \forall \rho$, taking the expectation value on both sides yields a lower bound on the average Von Neumann entropy of $\rho_{A}$, namely

$$
\begin{equation*}
\log d_{A}-1<\mathbb{E}_{2 \text {-design }}\left[S_{2}\left(\rho_{A}\right)\right] \leq \mathbb{E}_{2 \text {-design }}\left[S\left(\rho_{A}\right)\right] \leq \log d_{A} \tag{D.5}
\end{equation*}
$$

which is the bound shown in Eq. (7.12) in the main text.
If the state $|\psi\rangle$ is instead a truly Haar-random state, that is $U$ is sampled from the uniform Haar distribution and not just from a 2-design, the entanglement entropy is given by the Page value of Eq. (7.8) in the main text, which is itself lower bounded by [132]

$$
\begin{equation*}
\mathbb{E}_{\text {Haar }}\left[S\left(\rho_{A}\right)\right]>\log d_{A}-\frac{1}{2} \frac{d_{A}}{d_{B}}>\log d_{A}-\frac{1}{2} \quad\left(d_{A}<d_{B}\right) \tag{D.6}
\end{equation*}
$$

Summarising, for $d_{A}<d_{B}$, putting together the bounds (D.5) and (D.6) one has

$$
\begin{align*}
& \log d_{A}-1<\mathbb{E}_{2 \text {-design }}\left[S\left(\rho_{A}\right)\right]<\log d_{A}  \tag{D.7}\\
& \log d_{A}-\frac{1}{2}<\mathbb{E}_{\text {Haar }}\left[S\left(\rho_{A}\right)\right]<\log d_{A} \tag{D.8}
\end{align*}
$$

Alternatively, in the limit when the subsystem $B$ is much larger than $A, d_{B} \gg d_{A}$, then by approximating the logarithm $\log (1+x) \approx x$ in (D.4) one also has

$$
\begin{align*}
& \log d_{A}-\frac{d_{A}}{d_{B}}<\mathbb{E}_{2 \text {-design }}\left[S\left(\rho_{A}\right)\right]<\log d_{A}  \tag{D.9}\\
& \log d_{A}-\frac{1}{2} \frac{d_{A}}{d_{B}}<\mathbb{E}_{\text {Haar }}\left[S\left(\rho_{A}\right)\right]<\log d_{A} \tag{D.10}
\end{align*}
$$

Thus, the entanglement entropy of a state sampled from a 2-design is close to that of a truly Haar-random state, with both achieving near-maximal entanglement. Of course, one also expects the Von Neumann entropy of a general $t$-design to be upper bounded by the Page value, $\mathbb{E}_{t \text {-design }}\left[S\left(\rho_{A}\right)\right]<\mathbb{E}_{\text {Haar }}\left[S\left(\rho_{A}\right)\right]$, with equality obtained in the limit $t \gg 1$.

## D. 2 Details on Haar entanglement

While Eq. (7.8) is the theoretical definition of the Haar entanglement entropy, it is not possible to exactly compute it due to the exponential number of terms in the sum. However, it is possible to exploit the similarity of the sum with the harmonic series to obtain a good approximation.

Indeed, first denote with $H_{n}$ the truncated harmonic series

$$
\begin{equation*}
H_{n}:=\sum_{k=1}^{n} \frac{1}{k} . \tag{D.11}
\end{equation*}
$$

Then, rewrite the sum in Eq. (7.8) in a more convenient form

$$
\begin{equation*}
\sum_{j=d_{B}+1}^{d_{A} d_{B}} \frac{1}{j}=\sum_{j=1}^{d_{A} d_{B}} \frac{1}{j}-\sum_{j=1}^{d_{B}} \frac{1}{j}=H_{d_{A} d_{B}}-H_{d_{B}} \tag{D.12}
\end{equation*}
$$

where each term can be approximated effectively using a well-known result for truncated Harmonic series [130], namely

$$
\begin{equation*}
H_{n}=\log n+\gamma+\frac{1}{2 n}-\varepsilon_{n} \tag{D.13}
\end{equation*}
$$

where $\gamma \simeq 0.5772$ is the Euler-Mascheroni constant, and $0 \leq \varepsilon_{n} \leq 1 / 8 n^{2}$. Thus, the correction $\varepsilon_{n}$ goes to zero as the number of terms in the sum $n$ increases, allowing for a meaningful approximation of the value. Using this technique, we are able to estimate the Haar entanglement entropy of a 50 -qubit state with an error of the order $10^{-16}$.

We now proceed to compute the maximum and average of the distribution with a fixed number of qubits $n$. Using Eq. 7.8 and recalling $d_{A(B)}=2^{n_{A(B)}}, n_{B}=n-n_{A}, n_{A} \in[1, n / 2]$ we can write:

$$
\begin{align*}
\mathbb{E}\left[S\left(\psi_{A}\right)\right] & =H_{d_{A} d_{B}}-H_{d_{B}}-\frac{d_{A}-1}{2 d_{B}}  \tag{D.14}\\
& =H_{2^{n}}-H_{2^{n-n_{A}}}-\frac{2^{n_{A}}-1}{2^{n-n_{A}+1}}  \tag{D.15}\\
& =\log 2^{n_{A}}-\frac{2^{n_{A}}-1}{2^{n-n_{A}+1}}+O\left(\frac{1}{2^{n-n_{A}}}\right) . \tag{D.16}
\end{align*}
$$

We are now interested in the maximum and average of the distribution. It is easy to see that the maximum is achieved for $n_{A}=n / 2$. In this scenario, when $2^{n_{A}} \gg 1$, one then has

$$
\begin{equation*}
\max _{A}\left(\mathbb{E}\left[S\left(\psi_{A}\right)\right]\right)=\frac{n}{2} \log 2-\frac{1}{2}+O\left(\frac{1}{2^{n / 2}}\right) . \tag{D.17}
\end{equation*}
$$

Taking into account that for an $n$-qubit system the maximum of the entanglement entropy is $S=\frac{n}{2} \log 2$ we can state that, in the large $n$ limit, a Haar state presents a maximally entangled bond.

```
Algorithm 3: Full (or all-to-all) entangling map
    Data: \(q_{1}, \ldots q_{n}\), qubits
    Result: Quantum circuit
    for \(i=1, \ldots, n \mathbf{d o}\)
        for \(j=i, \ldots, n\) do
            \(\mathrm{CNOT}_{q_{i}, q_{j}} ;\)
        end
    end
```


## D. 3 Triviality of the full entangling map

The full (or all-to-all) entangling map defined in Alg. 3 can be shown to be equivalent to a nearest neighbours entangling map with the gates in reversed order, see Fig. D.1. The proof is straightforward and obtained by direct evaluation, making use of some circuit identities for networks of CNOTs [105]. In particular, (i) a CNOT can be distributed into four CNOTs acting on an additional intermediate qubit

(ii) CNOTs having different controls and targets commute with each other

(iii) a cascade of CNOTs can be decomposed as



The full entangling map can be highly simplified using these three rules, reducing it to a simple sequence of nearest-neighbors interactions. For example, for $n=3$ qubits, using ( $i$ ) to distribute the long-range CNOT, one obtains


The simplification process can be iterated for a higher number of qubits by first commuting long range CNOTs at the end of the circuit to create a final cascade, and then making use of the result


Figure D.1: Equivalence of the full entangling map with a nearest-neighbours scheme. Using the circuit identities discussed in the main text, it is straightforward to check that the all-to-all entangling scheme as defined in Alg. 3 is equivalent to a nearest-neighbours interaction.
from the lower dimension case. In Fig. D. 1 the simplification process for $n=4,5$ qubits is explicitly shown, and it is directly generalised for all numbers of qubits.

Clearly, these results only hold for networks composed of plain CNOTs, and do not apply for general two-qubit interactions made of controlled unitaries.

## D. 4 Expressibility of Parameterised Quantum Circuits

The expressibility introduced in [281] quantifies how well the QNN is able to explore the unitary space by comparing the distribution of fidelities of states generated by the QNN with that of randomly Haar-distributed ones.

Let $U(\boldsymbol{\varphi})$ be the unitary operation implemented by a parameterized quantum circuit with parameters $\boldsymbol{\varphi}$, and let $\left|\psi_{\boldsymbol{\varphi}}\right\rangle=U(\boldsymbol{\varphi})|\mathbf{0}\rangle$. Given two realizations of the quantum circuit with parameters $\boldsymbol{\varphi}_{1}$ and $\boldsymbol{\varphi}_{2}$, consider the fidelity $F=\left|\left\langle\psi_{\boldsymbol{\varphi}_{1}} \mid \psi_{\boldsymbol{\varphi}_{2}}\right\rangle\right|^{2}$. By repeatedly sampling two sets of parameters and evaluating the corresponding fidelity $F$, one can construct a histogram approximating the probability distribution $\hat{\mathcal{P}}(F)$ of the fidelity for states generated by the considered parameterised quantum circuit.

For truly Haar random quantum states, the probability density function of fidelity is known and amounts to $P_{\text {Haar }}(F)=(N-1)(1-F)^{N-1}$, where $N=2^{n}$ is the dimension of the Hilbert space [335]. The expressibility is then defined as the Kullback-Leibler divergence $D_{K L}$ between the estimated fidelity distribution and that of a Haar-distributed ensemble, namely

Expressibility $:=D_{K L}\left(\hat{P}_{\mathrm{PQC}}(F)| | P_{\text {Haar }}(F)\right)$.

## D. 5 Entanglement scaling with increasing depth

In Figure D. 2 we show the behaviour of the total entanglement $S_{\text {tot }}$ defined in Eq. (7.15) for four different QNNs, and as the depth of the quantum circuit is increased. Note that each QNN is considered with all the three possible entangling topologies (linear, circular and full as defined in Fig. 7.1), and the results are shown for several numbers of qubits $n=4,6,8,10,12$. At last, note that all QNNs leverage the same variational form $V=\mathrm{C}_{2}$, while the feature map is changed, $\mathcal{F}=\mathrm{C}_{\mathrm{zz}}, \mathrm{C}_{2}, \mathrm{C}_{3}, \mathrm{C}_{1}$ for panels (a), (b), (c) and (d), respectively. See main text for comments on results.


Figure D.2: Total entanglement $S_{\text {tot }}$ (7.15) for four different QNN architectures, each evaluated with different entangling topologies (linear, circular and full), shown for increasing number of layers $L$ and for several numbers of qubits $n$. QNNs architecture given by: (a) $\mathcal{F}=\mathrm{C}_{\mathrm{zz}}, V=\mathrm{C}_{2}$; (b) $\mathcal{F}=\mathrm{C}_{2}, V=\mathrm{C}_{2}$; (c) $\mathcal{F}=\mathrm{C}_{3}, V=\mathrm{C}_{2}$; (d) $\mathcal{F}=\mathrm{C}_{1}, V=\mathrm{C}_{2}$. Note that QNNs leverage the same variational form $V$, while the feature map $\mathcal{F}$ is changed. See the main text for a discussion of the results.

## D. 6 Convergence of MPS simulations

Using tensor network methods, MPS in this case, it is possible to approximately simulate large qubit systems, and in our analysis we go up to simulating circuits of $n=50$ qubits.

The error introduced by the approximations can be monitored and so one has always an estimate of the faithfulness of the tensor network simulation [150]. Let $\left|\psi_{\text {exact }}\right\rangle$ be the true state of the quantum system after the $i$-th two qubit gates in the circuit is applied (one qubit gates do not imply approximation errors), and let $\left|\psi_{\text {trunc }}\right\rangle$ denote the truncated quantum state represented by the MPS. The fidelity between these two states evaluated on the $i$-th step of the computation is

$$
\begin{align*}
F_{i} & =\left|\left\langle\psi_{\text {exact }} \mid \psi_{\text {trunc }}\right\rangle\right|^{2}=\left|\sum_{\alpha=1}^{\chi_{\text {exact }}} \lambda_{\alpha}\left\langle\left.\xi_{\alpha}\right|_{1} \otimes\left\langle\left.\eta_{\alpha}\right|_{2} \sum_{\beta=1}^{\chi_{s}} \lambda_{\beta} \mid \xi_{\beta}\right\rangle_{1} \otimes \mid \eta_{\beta}\right\rangle_{2}\right|^{2}  \tag{D.19}\\
& =\left|\sum_{\alpha=1}^{\chi_{s}} \lambda_{\alpha}^{2}\right|^{2}=\left|1-\sum_{\alpha=\chi_{s}+1}^{\chi_{\text {exact }}} \lambda_{\alpha}^{2}\right|^{2}, \tag{D.20}
\end{align*}
$$

where we represented the states in the Schmidt decomposition with respect to the bond where the $i$-th two-qubit gate was applied, and $\chi_{s}$ is the bond dimension of the MPS state. The fidelity $F_{t}$ of the simulation after application of the $t$-th two-qubit gate is lower bounded by the product of the previous fidelities $F_{i}$, as [150]

$$
\begin{equation*}
F_{t} \geq \prod_{i=1}^{t-1} F_{i} \tag{D.21}
\end{equation*}
$$

where we note that the single step fidelities $F_{i}$ are readily accessed during the MPS simulation, since one calculates the fidelity before the truncation of the singular values takes place. Equation (D.21) gives a lower bound to the error introduced by truncation in terms of the fidelity between the true state and the one evolved using an MPS simulation, and one can then control the faithfulness of the simulation at any given time step of the circuit.

In Figure D. 3 we show the infidelity $1-F$ of the final state from the circuit for $n=30,50$ with a maximum bond dimension $\chi_{s}=4096$. The plotted result is the average over $M=10$ realisation of the quantum circuit with different sets of parameters. Defining reliable results with the infidelity of at most $1-F=10^{-4}$ we observe that, for $n=50$, we describe reliably circuits up to $L=11$ layers, while for $n=30$ we can reach $L=12$ layers.


Figure D.3: We show the infidelity of the state as a function of the number of layers for $n=30,50$ qubits. The results are reliable up to $L=11$ layers for $n=50$ and up to $L=12$ for $n=30$.

## D. 7 Entanglement evolution during training

In this section we discuss some preliminary investigation regarding the evolution of entanglement entropy while training a quantum neural network. Indeed, the focus of Chapter 7 was the study of the relationship between entanglement growth and depth in common parameterized quantum ansätze, specifically when they are initialised with uniform random parameters and no optimization has yet started. Though the key ingredient in variational quantum algorithms is the learning procedure, and it is natural to ask what role plays the entanglement - if any - during the optimization process.

In combinatorial problems based on QAOA [100] the final state of the quantum circuit should correspond to the specific bitstring solving the binary optimization problem at hand. One then expects that as the number of layers in QAOA is increased, the entanglement may first grow but then decrease when the circuit is deep enough to find the correct solution [90]. While theoretically sound, this situation is not always met in real instances [61, 90], and the role of entanglement for the performance and classical simulability of QAOA is still an active area of research [89, 288].

However, differently from binary optimization problems or ground state solver [326], in general, there is no a priori structure that can be used to assess the entanglement properties of states coming from optimised quantum neural networks, independently of their depth. While the use of deep QNNs could offer some optimization advantages due to overparametrization [9, 162, 172], randomicity-induced barren plateaus can hinder the training of these circuits altogether [57, 202]. Current proposals then advocate for the use of constrained quantum ansätze specifically tailored to the problem under investigation [173, 208, 284], and then one expects the impact of depth to be highly dependant on the specific task to be solved, and dataset to fit, either classical or quantum [275]. The general impact of circuit depth on the accuracy quantum machine learning model is still not fully established, let alone the entanglement features of the quantum states
generated by the model.
As we are specifically focused on the entanglement properties of quantum neural networks, in the following we start to shed light on the relation between entanglement and optimization by considering a fixed depth circuit and studying how entanglement entropy evolves during training. Specifically, we reproduce the classification task of the well-known IRIS dataset [103] proposed by Abbass et al. in [4] to study the expressivity of quantum machine learning models, but instead focus our attention on its entanglement features.

In Fig. D. 4 we show the results of training the QNNs shown in panel (c), to classify the first two classes of the IRIS dataset, consisting of $m=100$ samples of normalised four-dimensional inputs vectors, whose features distribution is shown in panel (a). We refer to Sec. D.7.1 for extended details on the preprocessing of the dataset, the choice of the ansatz, and the optimization process. The training procedure is run 100 times starting from different initialisations of the parameters, thus obtaining multiple training trajectories which are plotted in Fig. D.4b.


Figure D.4: Evolution of entanglement entropy while training a parameterized quantum circuit to classify the IRIS dataset, using the same setup proposed in [3, 4]. Extended details on the preprocessing of the data, the optimiser, the quantum circuit, and the loss function for training the classifier can be found in Appendix D.7.1. (a) Plot of the distribution of the IRIS features after normalisation of the dataset. (b) Parameterised quantum circuit used in [4], which uses one qubit per input data feature. Two repetitions of a ZZFEATUREMAP with an all-to-all connectivity are used to encode the data, followed by a variational ansatz with 8 trainable parameters. The two-qubit operations in the feature map are shown in Eq. D.23. (c) Training loss for $10^{2}$ training runs starting with different initialisation of the variational parameters. The dashed line is the average over such training trajectories. Curves are grouped into three classes denoted by the colours (green, red, purple), depending on the final loss they achieve at the end of training. Such colour-coding is used in panel (d) to distinguish the training trajectories and study how the final loss relates to the entanglement created in the circuit. (d) Mean entanglement entropy (D.22) averaged over the full training dataset, for the bipartitions occurring at bonds $e_{1}, e_{2}$, and $e_{3}$. The curves are coloured according to the final loss obtained at the end of the training, as shown in panel (c). Dashed lines are obtained by averaging over all the trajectories.

At the end of the training, trajectories cluster around three possible values of the final loss, and each curve is coloured depending on the cluster they belong to, that is the final loss they achieve at the end of training. Such colour coding scheme is then used to distinguish trajectories in panel (d), which shows the evolution of the mean (over the dataset) entanglement entropy Eq. (D.22) during training, across the three bipartitions corresponding to bonds $e_{1}, e_{2}$, and $e_{3}$, indicated in the Figure.

Finally, dashed lines in panels (b) and (d) are obtained by taking the mean over all curves in the corresponding plots.

The mean entanglement entropy $\Sigma_{k}(t)$ is defined as the average over the full training dataset of the entanglement entropy corresponding to bond $e_{k}$, when the parameter vector is $\boldsymbol{\theta}_{t}$ at training step $t$, namely

$$
\begin{equation*}
\Sigma_{k}(t)=\frac{1}{m} \sum_{i=1}^{m} S\left(e_{k} ; \boldsymbol{x}_{i}, \boldsymbol{\theta}_{t}\right), \tag{D.22}
\end{equation*}
$$

where $m=100$ is the size of the dataset, $\boldsymbol{x}_{i}$ is an input vector from the dataset, and $S\left(e_{k} ; \boldsymbol{x}_{m}, \boldsymbol{\theta}_{t}\right)$ is the entanglement entropy of the bipartition corresponding to cut $e_{k}$ of the quantum state $\rho=U\left(\boldsymbol{x}_{i}, \boldsymbol{\theta}_{t}\right)|\mathbf{0}\rangle\langle\mathbf{0}| U\left(\boldsymbol{x}_{i}, \boldsymbol{\theta}_{t}\right)^{\dagger}$, see Eq. (7.14).

Entanglement at $t=0$ Various observations can be drawn from the simulation results reported in Fig. D.4. First of all, the mean entanglement at the start of training $\Sigma_{k}(t=0)$, when the circuit is initialized with random parameters, is very different on single qubit cuts corresponding to bonds $e_{1}$ and $e_{3}$. While the first qubit starts with a highly entangled state with the rest of the system, even more than a typical Haar-random state, qubit four has instead a much lower initial entanglement. This can be understood as a consequence of the structure of the quantum circuit, as well as the actual numerical values of the features. Indeed, the two-qubits gates used in the feature map are parameterized ZZ-interactions of the form

$$
\begin{equation*}
Z Z_{i j}\left(\phi_{i j}\right)=\exp \left(-i \phi_{i j} Z_{i} \otimes Z_{j} / 2\right), \tag{D.23}
\end{equation*}
$$

where the rotation amount is a function on the numerical value of the features, in our case $\phi_{i j}=$ $\phi\left(x_{i}, x_{j}\right)=2 x_{i} \cdot 2 x_{j}$.

If the rotation angle is small $\phi \ll 1$, then $Z Z(\phi) \sim \mathbb{I}$, and so little entanglement is created between the interested interacting qubits. Since the feature $x_{3}$ is particularly smaller than the other features (especially for class zero, see Fig. D.4a), then the $Z Z$ interactions involving the fourth qubit will be closer to the identity, and hence the entanglement generated in the feature map between the fourth qubit and the rest of the system will be consequently smaller.

In addition, the variational part of the circuit consists of a reversed linear network of CNOT gates, which has a different impact on different qubits. For example, only one CNOT is inside the past light cone of the fourth qubit (corresponding to the feature $x_{3}$ ), while the state of the first qubit (corresponding to feature $x_{0}$ ) is affected by all the CNOTs.

Thus, overall due to the specific structure of the feature map and the variational ansatz, one can expect the fourth qubit to have little entanglement with the rest of the system, which is indeed confirmed by the numerical results. At last, it is worth noticing that while the circuit uses two repetitions of an all-to-all feature map, these are arranged in a sequential manner, and thus entanglement at the central bond $e_{2}$ has not yet reached the Haar-random value, as one would expect from a two-layered all-to-all circuit, see App. D.5.

Entanglement at $t>0$ We now move our attention to the dynamics of entanglement during training. First, looking at the average dashed lines in panel (d) of Fig. D.4, entanglement among qubits generally decreases as training progresses, especially for cut $e_{3}$, but also for $e_{2}$ to a lesser extent. The training trajectories that reach better solutions (lower loss, indicated in green) are those that correspond to lowest entanglement, thus indicating that for this specific setup a decrease in entanglement is beneficial to reach good performances. This is particularly true for the fourth qubit, as the training procedure drives the system towards states where the qubit is further disentangled from the rest of the system.

Specifically, in Sec. D.7.1 we show how the entanglement evolves for the two classes separately, that is evaluating $\Sigma_{k}$ in Eq. (D.22) not on the full dataset but on each class separately. We see that
elements in class 0 are almost disentangled from the rest of the system as training proceeds towards good minima (green curves). The specific choice of the variational ansatz impacts the shape of the loss landscape, and it is such that continuing to disentangle the fourth qubit is the most effective strategy to ensure good performance.

A few concluding remarks The dependence between the entanglement generated in the data encoding part of the quantum circuit and the numerical values of the features underlines the importance of preprocessing the classical data, which is known to have a profound impact on the class of functions the parameterized quantum model have access to, so its performances [109, 269]. Moreover, the trainable part of the circuit has a profound impact on how training can increase or diminish entanglement among qubits.

Finally, we stress that as the quantum model is trained to minimize the loss function, the entanglement entropy in the circuit must not be a monotone function of the training step, and in fact, we check numerically that varies a lot both within a single training run, as well as across several training trajectories. It would be interesting to study whether the exploration of different regimes of entanglement is related to the performances of a quantum machine learning model.

## D.7.1 Details on the classification procedure

For the optimization task of the IRIS dataset we use a custom Pennylane [27] implementation based on the code [3], accompanying the results presented in Abbass et al. [4].

IRIS dataset The IRIS dataset [103] consists of 150 samples of four dimensional real input vectors $\boldsymbol{x}_{i}=\left(x_{0}^{(i)}, x_{1}^{(i)}, x_{2}^{(i)}, x_{3}^{(i)}\right) \in \mathbb{R}^{4}$, each one paired with a corresponding class label $\lambda_{i} \in\{0,1,2\}$. We consider a classification task involving only the first two classes $\lambda_{i} \in\{0,1\}$, so the actual dataset considered for our analysis consists of $m=100$ samples $^{1}$, namely

$$
\begin{equation*}
S=\left\{\left(\boldsymbol{x}_{i}, y_{i}\right) \in \mathbb{R}^{4} \times\{0,1\} \mid\left\|\boldsymbol{x}_{i}\right\|=1, i=1, \ldots, 100\right\} \tag{D.24}
\end{equation*}
$$

where each input vector was normalised $\boldsymbol{x}_{i} \rightarrow \boldsymbol{x}_{i} /\left\|\boldsymbol{x}_{i}\right\|$, and we defined the desired output label as $y_{i}=1-\lambda_{i}$, that is $y_{i}=1$ if the sample is in class $\lambda_{i}=0$, and zero otherwise.

In Fig. D. 5 we summarise the properties of the IRIS dataset used in our simulations. Note that the plots on the diagonal are those shown in Fig. D.4a, and represent the continuous probability density of the corresponding features, obtained by smoothing the histogram of the frequencies [314].

Quantum neural network circuit and optimisation The quantum neural network ansatz, denoted with $U\left(\boldsymbol{x}_{i} ; \boldsymbol{\theta}\right)$, acts on $n=4$ qubits and it is showed in Fig. D.4c. It consists of two layers of the ZZFEATUREMAP with an all-to-all (full) entangling connectivity which encodes the inputs $\boldsymbol{x}_{i}$ into the circuit, where one qubit per feature is used.

The encoding part of the circuit is followed by a variational ansatz with eight trainable parameters $\boldsymbol{\theta} \in \mathbb{R}^{8}$, and a network of CNOT gates. Note that we used a reversed linear network of CNOTs, as this is equivalent to the full entangling connectivity originally used in [3, 4], as shown previously in Appendix D.3.

Given an input $\boldsymbol{x}_{i}$ and trainable parameters $\boldsymbol{\theta}$, the output of the circuit is obtained by measuring a Pauli- $Z$ operator on all qubits $\langle O\rangle_{\boldsymbol{x}_{i} ; \boldsymbol{\theta}}=\langle\mathbf{0}| U\left(\boldsymbol{x}_{i} ; \boldsymbol{\theta}\right)^{\dagger} \boldsymbol{Z}^{\otimes 4} U\left(\boldsymbol{x}_{i} ; \boldsymbol{\theta}\right)|\mathbf{0}\rangle$, and by constructing the predicted class probability

$$
\begin{equation*}
\tilde{y_{i}}(\boldsymbol{\theta})=\frac{1+\langle O\rangle_{x_{i} \boldsymbol{\theta}}}{2} \in[0,1], \tag{D.25}
\end{equation*}
$$

which is equivalent to measuring the parity of the bitstrings at the output of the circuit.

[^31]

Figure D.5: Summary of the preprocessed IRIS dataset used in our simulations to reproduce the classification task proposed in [4]. The plots on the diagonal of the grid correspond to a smoothed version of the histogram of the frequencies of each feature built with seaborn [314], and are the same plots shown in Fig. D. 4 in the main text.

The circuit is optimized through gradient descent with Adam optimiser [165] with learning rate set to $\eta=0.1$, which was used to to minimize the cross-entropy loss function averaged over the whole training dataset

$$
\begin{equation*}
L(\boldsymbol{\theta})=\frac{1}{m} \sum_{i=1}^{m} \ell_{i}\left(y_{i}, \hat{y}_{i}(\boldsymbol{\theta})\right)=-\frac{1}{100} \sum_{i=1}^{100}\left(y_{i} \log \hat{y}_{i}+\left(1-y_{i}\right) \log \left(1-\hat{y}_{i}\right)\right) . \tag{D.26}
\end{equation*}
$$

We run the training process 100 times, each time initialising the circuit with variational parameters sampled randomly from the uniform distribution $\theta_{i} \sim \operatorname{Unif}[0,2 \pi)$.

Mean entanglement entropy per class In Fig. D. 6 we report the mean entanglement entropy $\Sigma_{k}(t)$ defined in Eq. (D.22), where the average is taken separately over elements belonging to the
two different classes, namely

$$
\begin{array}{ll}
\Sigma_{k}^{(0)}(t)=\frac{1}{50} \sum_{m=1}^{50} S\left(e_{k} ; \boldsymbol{x}_{m}, \boldsymbol{\theta}_{t}\right) & \text { for } \lambda_{m}=0, \\
\Sigma_{k}^{(1)}(t)=\frac{1}{50} \sum_{m=1}^{50} S\left(e_{k} ; \boldsymbol{x}_{m}, \boldsymbol{\theta}_{t}\right) & \text { for } \lambda_{m}=1 . \tag{D.28}
\end{array}
$$

As discussed in the main text, the entanglement entropy for cut $e_{3}$ for elements belonging to class 0 is smaller in general, due to the feature $x_{3}$ for Class 0 being roughly one order of magnitude smaller than the remaining features, see Fig. D.5.


Figure D.6: Mean entanglement entropy $\Sigma_{k}$ (D.22) averaged over elements belonging to the different classes, for the three bonds $e_{1}, e_{2}, e_{3}$. Dashed lines represent averages over the various training trajectories.

## E. Noise Deconvolution

## E. 1 Kraus Decomposition

A quantum physical evolution is represented by (i) linear, (ii)completely-positive and (iii) tracepreserving (CPTP) maps taking quantum density operators to quantum density operators. A map satisfying these three properties is called a quantum channel, and can be interpreted as a quantum evolution obtained through the interaction of the system with an external environment. A map is a quantum channel if and only if it admits a Kraus (or operator-sum) representation as

$$
\begin{equation*}
\rho \longrightarrow \mathcal{E}(\rho)=\sum_{k} A_{k} \rho A_{k}^{\dagger} \tag{E.1}
\end{equation*}
$$

with the trace preserving condition requiring

$$
\begin{equation*}
\operatorname{Tr}[\mathcal{E}(\rho)]=\operatorname{Tr}[\rho] \Longrightarrow \sum_{k} A_{k}^{\dagger} A_{k}=\mathbb{I} \tag{E.2}
\end{equation*}
$$

The operators $\left\{A_{k}\right\}_{k}$ are called the Kraus operators of the channel, which are however nonunique [220]. Such channels are often referred to as stochastic channels [28, 45], and if they also preserve identity $(\mathcal{E}(\mathbb{I})=\mathbb{I}$ ), they are called unital (or bistochastic). Unitality corresponds to the requirement that also $\sum_{k} A_{k} A_{k}^{\dagger}=\mathbb{I}$, from which it is clear that a sufficient condition for a CPTP map to be unital is that its Kraus operators be self-adjoint $A_{k}=A_{k}^{\dagger} \forall k$.

## E. 2 Tomographic reconstruction formula for qubits

In this Appendix, we show how the tomographic reconstruction formula for systems made of qubits $\mathcal{H}=\mathbb{C}^{2}$ can be recovered starting from the standard basis expansion in terms of the Pauli matrices [70]. The set of matrices $\left\{\mathbb{I}, \sigma_{x}, \sigma_{y}, \sigma_{z}\right\}$ forms an orthonormal set and constitutes a basis for the space of $2 \times 2$ complex matrices $\mathcal{L}(\mathcal{H})=\mathbb{C}^{2 \times 2}$. So, given an operator $O \in \mathcal{L}(\mathcal{H})$, it can be expressed as

$$
\begin{align*}
O & =\frac{\mathbb{I} \operatorname{Tr}[O]+\sigma_{x} \operatorname{Tr}\left[O \sigma_{x}\right]+\sigma_{y} \operatorname{Tr}\left[O \sigma_{y}\right]+\sigma_{z} \operatorname{Tr}\left[O \sigma_{z}\right]}{2} \\
& =\frac{\operatorname{Tr}[O]}{2} \mathbb{I}+\sum_{\alpha=x, y, z} \frac{\operatorname{Tr}\left[O \sigma_{\alpha}\right]}{2} \sigma_{\alpha} \\
& =\sum_{\alpha=x, y, z} \frac{1}{3}\left(\frac{3 \operatorname{Tr}\left[O \sigma_{\alpha}\right]}{2} \sigma_{\alpha}+\frac{\operatorname{Tr}[O]}{2} \mathbb{I}\right) \\
& =\sum_{\alpha=x, y, z} \frac{1}{3} \mathcal{E}[O]\left(\sigma_{\alpha}\right), \tag{E.3}
\end{align*}
$$

where we defined

$$
\begin{equation*}
\mathcal{E}[O]\left(\sigma_{\alpha}\right)=\left(\frac{3 \operatorname{Tr}\left[O \sigma_{\alpha}\right]}{2} \sigma_{\alpha}+\frac{\operatorname{Tr}[O]}{2} \mathbb{I}\right) \tag{E.4}
\end{equation*}
$$

which is the desired quantum estimator, with $\left\{\sigma_{x}, \sigma_{y}, \sigma_{z}\right\}$ constituting the quorum of observables of the tomographic reconstruction. The equation (E.3) has the same form of the tomographic reconstruction formula in Eq. (8.11), with substitutions

$$
\int_{\Lambda} \longrightarrow \sum_{\lambda}, \quad d \lambda \longrightarrow 1 / 3, \quad \lambda \longrightarrow\{x, y, z\}, \quad\left\{Q_{\lambda}\right\} \longrightarrow\left\{\sigma_{x}, \sigma_{y}, \sigma_{z}\right\}
$$

which account for the fact that we are dealing with a discrete, and not continuous, basis expansion.
Also, note that (E.3) is not the unique choice for the tomographic formula. In fact, one could use a continuous parameterisation of the group $S U(2)$ given by the operator $\mathcal{R}(\vec{n}, \psi)=e^{i s \cdot \vec{n} \psi}$, where $\vec{s}$ is the spin of the particle $(\vec{s}=\vec{\sigma} / 2$ for qubits), $\vec{n}=(\cos \phi \sin \theta, \sin \phi \sin \theta, \cos \phi), \theta \in[0, \pi]$ and $\phi, \psi \in[0,2 \pi][70]$.

## E. 3 Noise deconvolution for qubits

In this appendix, we derive the noise deconvolution formula for qubits. Let $\rho$ be a quantum state, and $\mathcal{N}$ be a noise channel that admits an inverse map $\mathcal{N}^{-1}$, and $\hat{\mathcal{N}}^{-1}$ its adjoint map. Then, using Eq. (8.15) in (8.13), one obtains

$$
\begin{align*}
\langle O\rangle & =\sum_{\alpha} \frac{1}{3} \operatorname{Tr}\left[\hat{\mathcal{N}}^{-1}\left(\mathbb{E}(O)\left[\sigma_{\alpha}\right]\right) \mathcal{N}(\rho)\right] \\
& =\sum_{\alpha} \frac{1}{3} \operatorname{Tr}\left[\left(\frac{3}{2} \operatorname{Tr}\left[O \sigma_{\alpha}\right] \hat{\mathcal{N}}^{-1}\left(\sigma_{\alpha}\right)+\frac{1}{2} \operatorname{Tr}[O] \hat{\mathcal{N}}^{-1}(\mathbb{I})\right) \mathcal{N}(\rho)\right] \\
& =\sum_{\alpha} \frac{1}{3}(\frac{3}{2} \operatorname{Tr}\left[O \sigma_{\alpha}\right]\left\langle\hat{\mathcal{N}}^{-1}\left(\sigma_{\alpha}\right)\right\rangle_{\mathcal{N}(\rho)}+\frac{1}{2} \operatorname{Tr}[O] \underbrace{\operatorname{Tr}\left[\hat{\mathcal{N}}^{-1}(\mathbb{I}) \mathcal{N}(\rho)\right]}_{=\operatorname{Tr}[\mathbb{I} \rho]=1})  \tag{E.5}\\
& =\frac{1}{2} \operatorname{Tr}[O]+\frac{1}{2} \sum_{\alpha=x, y, z} \operatorname{Tr}\left[O \sigma_{\alpha}\right]\left\langle\hat{\mathcal{N}}^{-1}\left(\sigma_{\alpha}\right)\right\rangle_{\mathcal{N}(\rho)}
\end{align*}
$$

This equation (E.5) lets us deconvolve the effect of noise by evaluating the expectation value of the noise-inverted Pauli matrices $\sigma_{\alpha}$ on the noisy state $\mathcal{N}(\rho)$. In particular, note that the formula remains valid whether the noise is unital or not. In fact, in the second line we can always move the adjoint inverse noise $\hat{\mathcal{N}}^{-1}$ from the identity to the noisy state $\mathcal{N}(\rho)$, thus obtaining $\operatorname{Tr}\left[\hat{\mathcal{N}}^{-1}(\mathbb{I}) \mathcal{N}(\rho)\right]=\operatorname{Tr}\left[\mathbb{I} \mathcal{N}^{-1}(\mathcal{N}(\rho))\right]=\operatorname{Tr}[\rho]=1$.

## E. 4 Inverse maps of Noise channels

We hereby report the explicit calculations to derive the inverse maps of the noise channels considered in the main text.

## E.4.1 Bit-flip, phase-flip, and bit-phase-flip channels

We focus on the bit-flip channel, but the calculations are identical for the phase-flip and bit-phaseflip channels as well. The bit-flip channel is described by Kraus operators $A_{0}=\sqrt{1-p} \mathbb{I}$ and $A_{1}=$ $\sqrt{p} \sigma_{x}$, so that its action is given by

$$
\begin{equation*}
\mathcal{N}_{x}(\rho)=(1-p) \rho+p \sigma_{x} \rho \sigma_{x} \tag{E.6}
\end{equation*}
$$

The Pauli Transfer Matrix $\Gamma_{x}$ is defined as

$$
\begin{equation*}
\left(\Gamma_{x}\right)_{i j}=\frac{1}{2} \operatorname{Tr}\left[\sigma_{i} \mathcal{N}_{x}\left(\sigma_{j}\right)\right] \tag{E.7}
\end{equation*}
$$

and by straightforward calculation one obtains

$$
\begin{aligned}
& \left(\Gamma_{x}\right)_{11}=(1-p)+p=1 \\
& \left(\Gamma_{x}\right)_{22}=(1-p)-p=1-2 p \\
& \left(\Gamma_{x}\right)_{33}=(1-p)-p=1-2 p \\
& \left(\Gamma_{x}\right)_{i j}=0, \quad \text { for } i \neq j
\end{aligned}
$$

thus yielding

$$
\Gamma_{x}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{E.8}\\
0 & 1 & 0 & 0 \\
0 & 0 & (1-2 p) & 0 \\
0 & 0 & 0 & (1-2 p)
\end{array}\right]
$$

whose inverse is trivially

$$
\Gamma_{x}^{-1}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{E.9}\\
0 & 1 & 0 & 0 \\
0 & 0 & \frac{1}{(1-2 p)} & 0 \\
0 & 0 & 0 & \frac{1}{(1-2 p)}
\end{array}\right]
$$

The eigenvectors of such Pauli Transfer Matrix are clearly the Pauli matrices $\left.\left.\left.\mathbb{I}\rangle,\left|\sigma_{x}\right\rangle\right\rangle,\left|\sigma_{y}\right\rangle\right\rangle,\left|\sigma_{z}\right\rangle\right\rangle$, with eigenvalues $\boldsymbol{\lambda}=(1,1,1 /(1-2 p), 1 /(1-2 p))$, respectively.

The operator sum representation of $\mathcal{N}_{x}^{-1}$ can be reconstructed by noticing that the map

$$
\begin{equation*}
\mathcal{E}(O)=\sum_{j=0}^{3} \beta_{j} \sigma_{j} O \sigma_{j} \tag{E.10}
\end{equation*}
$$

has also the Pauli matrices as eigenvectors, but with eigenvalues $\boldsymbol{\beta}=\left(\beta_{0}, \beta_{1}, \beta_{2}, \beta_{3}\right)$. Since two maps are equal if they have the same action on a basis, we can find the operator-sum representation of $\mathcal{N}_{x}^{-1}$ by finding those $\beta_{j}$ such that $\boldsymbol{\lambda}=\boldsymbol{\beta}$. If we can find such a mapping, then inserting those values into (E.10), we recover the operator sum of the inverse map. The PTM matrix $\Gamma_{\mathcal{E}}$ of $\mathcal{E}$ amounts to

$$
\begin{array}{r}
\Gamma_{\mathcal{E}}=\operatorname{diag}\left(\beta_{0}+\beta_{1}+\beta_{2}+\beta_{3}, \beta_{0}+\beta_{1}-\beta_{2}-\beta_{3}\right. \\
\left.\beta_{0}-\beta_{1}+\beta_{2}-\beta_{3}, \beta_{0}-\beta_{1}-\beta_{2}+\beta_{3}\right) \tag{E.12}
\end{array}
$$

The equality $\Gamma_{x}^{-1}=\Gamma_{\mathcal{E}}$ correspond to the system of equations

$$
\left\{\begin{array}{l}
1=\beta_{0}+\beta_{1}+\beta_{2}+\beta_{3}  \tag{E.13}\\
1=\beta_{0}+\beta_{1}-\beta_{2}-\beta_{3} \\
\frac{1}{1-2 p}=\beta_{0}-\beta_{1}+\beta_{2}-\beta_{3} \\
\frac{1}{1-2 p}=\beta_{0}-\beta_{1}-\beta_{2}+\beta_{3}
\end{array}\right.
$$

where the first equation is the trace-preserving condition, dictated by the fact that the direct map is TP , and so the inverse map has to be. This condition is also evident from the expression of $\Gamma_{x}^{-1}$ and $\Gamma_{\mathcal{E}}$, since the first row is of the form $(1,0,0,0)$. The system of equations (E.13) has solutions

$$
\beta_{0}=\frac{1-p}{1-2 p}, \quad \beta_{1}=-\frac{p}{1-2 p}, \quad \beta_{2}=\beta_{3}=0
$$

and substituting these values in Eq. (E.10) leads to the desired operator-sum representation

$$
\begin{equation*}
\mathcal{N}_{x}^{-1}(O)=\frac{1-p}{1-2 p} O-\frac{p}{1-2 p} \sigma_{x} O \sigma_{x} \tag{E.14}
\end{equation*}
$$

Similarly, the same procedure can be carried out for the dephasing (generated by $\sigma_{z}$ ) and bit-phase-flip channel (generated by $\sigma_{y}$ ), leading to

$$
\begin{align*}
& \mathcal{N}_{z}^{-1}(O)=\frac{1-p}{1-2 p} O-\frac{p}{1-2 p} \sigma_{z} O \sigma_{z}  \tag{E.15}\\
& \mathcal{N}_{y}^{-1}(O)=\frac{1-p}{1-2 p} O-\frac{p}{1-2 p} \sigma_{y} O \sigma_{y} \tag{E.16}
\end{align*}
$$

Note that for all these three cases, the adjoint channels are equal to the direct ones, i.e. $\hat{\mathcal{N}}^{-1}=\mathcal{N}^{-1}$, since the generating operators are all Hermitian (see Appendix E.4.4 for a case where this is not true).

We now proceed to evaluate the explicit form of the deconvolution formula. Let $\beta \in\{x, y, z\}$ index one of the noise channels $\mathcal{N}_{\beta} \in\left\{\mathcal{N}_{x}, \mathcal{N}_{y}, \mathcal{N}_{z}\right\}$, the action of the inverse map on a Pauli matrix $\sigma_{\alpha}$ amounts to

$$
\begin{equation*}
\mathcal{N}_{\beta}^{-1}\left(\sigma_{\alpha}\right)=\frac{1}{1-2 p}\left((1-p) \sigma_{\alpha}-p \sigma_{\beta} \sigma_{\alpha} \sigma_{\beta}\right)=\frac{1-2 \delta_{\alpha \beta} p}{1-2 p} \sigma_{\alpha} \tag{E.17}
\end{equation*}
$$

where in the second line we made use of the fact that $\sigma_{\beta} \sigma_{\alpha} \sigma_{\beta}=\left(2 \delta_{\alpha \beta}-1\right) \sigma_{\alpha}$. Substituting this in Eq (E.5), one obtains

$$
\begin{equation*}
\langle O\rangle_{\beta}=\frac{1}{2} \operatorname{Tr}[O]+\frac{1}{2(1-2 p)} \sum_{\alpha=x, y, z} \operatorname{Tr}\left[O \sigma_{\alpha}\right]\left(1-2 \delta_{\alpha \beta} p\right)\left\langle\sigma_{\alpha}\right\rangle_{\mathcal{N}_{\beta}(\rho)}, \tag{E.18}
\end{equation*}
$$

where the subscript $\beta$ in $\langle O\rangle_{\beta}$ is just used to denote that we are deconvolving with respect to noise $\mathcal{N}_{\beta}$, but remember that it correspond to the mitigated noise-free result. Clearly, when the observable to be measured is itself a Pauli matrix $O=\sigma_{\gamma}$, this further simplifies to

$$
\begin{align*}
\left\langle\sigma_{\gamma}\right\rangle_{\beta} & =\frac{1}{2(1-2 p)} \sum_{\alpha=x, y, z} \underbrace{\operatorname{Tr}\left[\sigma_{\gamma} \sigma_{\alpha}\right]}_{=2 \delta_{\gamma \alpha}}\left(1-2 \delta_{\alpha \beta} p\right)\left\langle\sigma_{\alpha}\right\rangle_{\mathcal{N}_{\beta}(\rho)}  \tag{E.19}\\
& =\frac{1-2 \delta_{\gamma \beta} p}{1-2 p}\left\langle\sigma_{\gamma}\right\rangle_{\mathcal{N}_{\beta}(\rho)} \tag{E.20}
\end{align*}
$$

## E.4.2 Depolarizing channel

The depolarizing noise channel is represented by the map

$$
\mathcal{N}_{\mathrm{dep}}(\rho)=\left(1-\frac{3 p}{4}\right) \rho+\frac{p}{4}\left(\sigma_{x} \rho \sigma_{x}+\sigma_{y} \rho \sigma_{y}+\sigma_{z} \rho \sigma_{z}\right)
$$

having Kraus operators $A_{0}=\sqrt{1-3 p / 4} \mathbb{I}, A_{1}=\sqrt{p} \sigma_{x} / 2, A_{2}=\sqrt{p} \sigma_{y} / 2$, and $A_{3}=\sqrt{p} \sigma_{z} / 2$. By straightforward calculation, the Pauli Transfer Matrix of the depolarising channel as well as its inverse, amounts to

$$
\begin{align*}
\Gamma_{\mathrm{dep}} & =\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1-p & 0 & 0 \\
0 & 0 & 1-p & 0 \\
0 & 0 & 0 & 1-p
\end{array}\right],  \tag{E.21}\\
\Gamma_{\mathrm{dep}}^{-1} & =\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \frac{1}{1-p} & 0 & 0 \\
0 & 0 & \frac{1}{1-p} & 0 \\
0 & 0 & 0 & \frac{1}{1-p}
\end{array}\right] . \tag{E.22}
\end{align*}
$$

Following the same procedure used for the bit-flip channel, one arrives at the system of equations

$$
\left\{\begin{array}{l}
1=\beta_{0}+\beta_{1}+\beta_{2}+\beta_{3}  \tag{E.23}\\
\frac{1}{1-p}=\beta_{0}+\beta_{1}-\beta_{2}-\beta_{3} \\
\frac{1}{1-p}=\beta_{0}-\beta_{1}+\beta_{2}-\beta_{3} \\
\frac{1}{1-p}=\beta_{0}-\beta_{1}-\beta_{2}+\beta_{3}
\end{array}\right.
$$

which has solutions $\beta_{0}=(4-p) / 4(1-p)$ and $\beta_{1}=\beta_{2}=\beta_{3}=-p / 4(1-p)$. Substituting these values in (E.10), and using the relation $2 \operatorname{Tr}[O] \mathbb{I}=O+\sigma_{x} O \sigma_{x}+\sigma_{y} O \sigma_{y}+\sigma_{z} O \sigma_{z}$, one obtains

$$
\begin{equation*}
\mathcal{N}_{\text {depol }}^{-1}(O)=\frac{1}{1-p}\left(O-\frac{p}{2} \operatorname{Tr}[O] \mathbb{I}\right) . \tag{E.24}
\end{equation*}
$$

Plugging this in the tomographic deconvolution formula (E.5), leads to:

$$
\begin{equation*}
\langle O\rangle=\frac{1}{2} \operatorname{Tr}[O]+\frac{1}{2} \sum_{\alpha} \frac{\operatorname{Tr}\left[O \sigma_{\alpha}\right]}{1-p}\left\langle\sigma_{\alpha}\right\rangle_{\mathcal{N}_{\operatorname{dep}}(\rho)}, \tag{E.25}
\end{equation*}
$$

from which it is clear that whenever a Pauli matrix is to be measured, $O=\sigma_{k}$, then the expectation values are contracted by a factor $1-p$, i.e. $\left\langle\sigma_{k}\right\rangle=\left\langle\sigma_{k}\right\rangle_{\text {dep }} /(1-p)$.

## E.4.3 General Pauli channel

The most general channel involving only Pauli operators is the channel given by

$$
\begin{equation*}
\mathcal{N}_{p}(\rho)=p_{0} \rho+p_{x} \sigma_{x} \rho \sigma_{x}+p_{y} \sigma_{y} \rho \sigma_{y}+p_{z} \sigma_{z} \rho \sigma_{z} \tag{E.26}
\end{equation*}
$$

characterized by probabilities $\boldsymbol{p}=\left(p_{0}, p_{x}, p_{y}, p_{z}\right)$, with the trace-preserving condition implying $p_{0}=1-p_{x}-p_{y}-p_{z}$. The PTM of this map is diagonal

$$
\begin{gather*}
\Gamma_{p}=\operatorname{diag}\left(1, p_{0}+p_{x}-p_{y}-p_{z},\right. \\
p_{0}-p_{x}+p_{y}-p_{z},  \tag{E.27}\\
\left.p_{0}-p_{x}-p_{y}+p_{z}\right),
\end{gather*}
$$

and has trivial inverse

$$
\begin{align*}
\Gamma_{p}^{-1}=\operatorname{diag} & (1, \\
& \left(p_{0}+p_{x}-p_{y}-p_{z}\right)^{-1}  \tag{E.28}\\
& \left(p_{0}-p_{x}+p_{y}-p_{z}\right)^{-1} \\
& \left.\left(p_{0}-p_{x}-p_{y}+p_{z}\right)^{-1}\right)
\end{align*}
$$

Again, using the same procedure as before, one arrives at the system of equations:

$$
\left\{\begin{array}{l}
1=\beta_{0}+\beta_{1}+\beta_{2}+\beta_{3}  \tag{E.29}\\
\frac{1}{p_{0}+p_{x}-p_{y}-p_{z}}=\beta_{0}+\beta_{1}-\beta_{2}-\beta_{3} \\
\frac{1}{p_{0}-p_{x}+p_{y}-p_{z}}=\beta_{0}-\beta_{1}+\beta_{2}-\beta_{3} \\
\frac{1}{p_{0}-p_{x}-p_{y}+p_{z}}=\beta_{0}-\beta_{1}-\beta_{2}+\beta_{3}
\end{array},\right.
$$

whose solution is reported in Eq. (8.39) in the main text. The action of the inverse map on the Pauli matrix $\sigma_{x}$ is

$$
\begin{align*}
\mathcal{N}_{p}^{-1}\left(\sigma_{x}\right) & =\beta_{0} \sigma_{x}+\beta_{1} \sigma_{x} \sigma_{x} \sigma_{x}+\beta_{2} \sigma_{y} \sigma_{x} \sigma_{y}+\beta_{3} \sigma_{z} \sigma_{x} \sigma_{z}  \tag{E.30}\\
& =\left(\beta_{0}+\beta_{1}-\beta_{2}-\beta_{3}\right) \sigma_{x}  \tag{E.31}\\
& =\frac{1}{1-2\left(p_{y}+p_{z}\right)} \sigma_{x}, \tag{E.32}
\end{align*}
$$

and a similar expression also hold for $\sigma_{y}$ and $\sigma_{z}$, from which one obtains the deconvolution formulas in Eq. (8.40).

## E.4.4 Amplitude Damping

The amplitude damping channel is given by the map

$$
\begin{align*}
& \mathcal{N}_{\mathrm{AD}}(\rho)=K_{0} \rho K_{0}^{\dagger}+K_{1} \rho K_{1}^{\dagger}, \\
& K_{0}=\left[\begin{array}{cc}
1 & 0 \\
0 & \sqrt{1-\gamma}
\end{array}\right] \quad K_{1}=\left[\begin{array}{cc}
0 & \sqrt{\gamma} \\
0 & 0
\end{array}\right] . \tag{E.33}
\end{align*}
$$

Differently from all the other cases treated above, this channel is not generated by coupled sigma matrices, and in addition one of its generators is not Hermitian. This has two consequences: first, we cannot straightforwardly apply the same eigenvalue matching procedure used above, second one must consider the adjoint channel when deconvolving.

The PTM of the amplitude damping channel is

$$
\Gamma_{\mathrm{AD}}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{E.34}\\
0 & \sqrt{1-p} & 0 & 0 \\
0 & 0 & \sqrt{1-p} & 0 \\
p & 0 & 0 & 1-p
\end{array}\right]
$$

whose inverse is

$$
\Gamma_{\mathrm{AD}}^{-1}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{E.35}\\
0 & \frac{1}{\sqrt{1-p}} & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{1-p}} & 0 \\
\frac{-p}{1-p} & 0 & 0 & \frac{1}{1-p}
\end{array}\right]
$$

In this case the eigenvalues of $\Gamma_{\mathrm{AD}}$ and $\Gamma_{\mathrm{AD}}^{-1}$ are not the Pauli matrices, and so we cannot use the eigenvalue matching with the general map in (8.2). However, the two PTMs have the same structure, so one may easily guess that the operator-sum representation of the two maps share the same operators, something that also always happened in all previous cases. Let us then suppose that the inverse map $\mathcal{N}_{\mathrm{AD}}^{-1}$ has the form

$$
\begin{equation*}
\mathcal{N}_{\mathrm{AD}}^{-1}(\cdot)=\tilde{K}_{0} \cdot \tilde{K}_{0}^{\dagger}-\tilde{K}_{1} \cdot \tilde{K}_{1}^{\dagger} \tag{E.36}
\end{equation*}
$$

with $\tilde{K}_{0}=|0\rangle\langle 0|+\kappa|1\rangle\langle 1|$, and $\tilde{K}_{1}=\tau|0\rangle\langle 1|$, with $\kappa, \tau$ free parameters to be determined. This map has corresponding PTM

$$
\Gamma(\kappa, \tau)=\left[\begin{array}{cccc}
\frac{1+\kappa^{2}-\tau^{2}}{2} & 0 & 0 & 0  \tag{E.37}\\
0 & \kappa & 0 & 0 \\
0 & 0 & \kappa & 0 \\
\frac{1-\tau^{2}-\kappa^{2}}{2} & 0 & 0 & \frac{1+\tau^{2}+\kappa^{2}}{2}
\end{array}\right]
$$

and by requiring that $\Gamma(\kappa, \tau)=\Gamma_{\mathrm{AD}}^{-1}$, we obtain

$$
\begin{equation*}
\kappa=\frac{1}{\sqrt{1-\gamma}}, \quad \tau=\sqrt{\frac{\gamma}{1-\gamma}}, \tag{E.38}
\end{equation*}
$$

thus recovering the inverse map

$$
\mathcal{N}_{\mathrm{AD}}^{-1}(O)=\tilde{K}_{0} O \tilde{K}_{0}^{\dagger}-\tilde{K}_{1} O \tilde{K}_{1}^{\dagger} \quad \tilde{K}_{0}=\left[\begin{array}{cc}
1 & 0  \tag{E.39}\\
0 & \frac{1}{\sqrt{1-\gamma}}
\end{array}\right], \tilde{K}_{1}=\left[\begin{array}{cc}
0 & \sqrt{\frac{\gamma}{1-\gamma}} \\
0 & 0
\end{array}\right] .
$$

In order to evaluate the deconvolution formula, we first need to calculate the adjoint of the inverse channel. Let $\Phi(\cdot)$ be a linear map acting on the space of operators $\mathcal{L}(\mathcal{H})$, its adjoint $\hat{\Phi}$ is defined as the unique map satisfying the following relation

$$
\begin{equation*}
\langle A, \Phi(B)\rangle=\langle\hat{\Phi}(A), B\rangle_{H S} \tag{E.40}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle_{H S}$ denotes the Hilbert-Schmidt inner product $\langle A, B\rangle \equiv \operatorname{Tr}\left[A^{\dagger} B\right]$. Let's consider a generic linear map of the form

$$
\begin{equation*}
\Phi(A)=\sum_{k} \alpha_{k} V_{k} A V_{k}^{\dagger}, \quad \alpha_{k} \in \mathbb{R} . \tag{E.41}
\end{equation*}
$$

which is, in general, neither CP nor TP, since we make no further hypothesis on $\alpha_{k}$ and $V_{k}$. By direct application of the definition of adjoint map, we obtain

$$
\begin{align*}
\langle A, \Phi(B)\rangle \equiv & \operatorname{Tr}\left[A^{\dagger} \Phi(B)\right]=\operatorname{Tr}\left[A^{\dagger} \sum_{k} \alpha_{k} V_{k} B V_{k}^{\dagger}\right]=\operatorname{Tr}\left[\sum_{k} \alpha_{k} V_{k}^{\dagger} A^{\dagger} V_{k} B\right]  \tag{E.42}\\
= & \operatorname{Tr}\left[\left(\sum_{k} \alpha_{k} V_{k}^{\dagger} A V_{k}\right)^{\dagger} B\right]=\left\langle\sum_{k} \alpha_{k} V_{k}^{\dagger} A V_{k}, B\right\rangle  \tag{E.43}\\
& \Rightarrow \hat{\Phi}(A)=\sum_{k} \alpha_{k} V_{k}^{\dagger} A V_{k}, \tag{E.44}
\end{align*}
$$

where we used the linearity and cyclic property of the trace, as well as the fact that the coefficients are real, $\alpha_{k}^{*}=\alpha_{k} \in \mathbb{R}$. We see that for any map of the form (E.41), its adjoint is obtained by simply substituting the operators with their adjoint, i.e. $V_{k} \rightarrow V_{k}^{\dagger}$. If the map $\Phi(\cdot)$ leverages only Hermitian operators $V_{k}=V_{k}^{\dagger}$, as it happens with every Pauli noise channel, than the adjoint and the direct map of course coincides, $\hat{\Phi}(\cdot)=\Phi(\cdot)$. However, the Amplitude Channel uses non Hermitian generators $V_{k}$, thus has a non-trivial, yet simple, adjoint map.

Straightforward application of the deconvolution formula then leads to the deconvolved expectation values

$$
\begin{align*}
\left\langle\sigma_{x}\right\rangle & =\frac{1}{\sqrt{1-\gamma}}\left\langle\sigma_{x}\right\rangle_{\mathcal{N}_{\mathrm{AD}}(\rho)}, \\
\left\langle\sigma_{y}\right\rangle & =\frac{1}{\sqrt{1-\gamma}}\left\langle\sigma_{y}\right\rangle_{\mathcal{N}_{\mathrm{AD}}(\rho)},  \tag{E.45}\\
\left\langle\sigma_{z}\right\rangle & =\frac{1}{1-\gamma}\left(\left\langle\sigma_{z}\right\rangle_{\mathcal{N}_{\mathrm{AD}}(\rho)}-\gamma\right) .
\end{align*}
$$

## E.4.5 2-Kraus channel

The set of channels considered here is generated by two parametrized Kraus operators

$$
\begin{equation*}
\mathcal{N}_{\mathrm{two}}(\rho)=\sum_{i=1,2} A_{i} \rho A_{i}^{\dagger} \tag{E.46}
\end{equation*}
$$

with $A_{1}=\cos \alpha|0\rangle\langle 0|+\cos \beta|1\rangle\langle 1|$, and $A_{2}=\sin \beta|0\rangle\langle 1|+\sin \alpha|1\rangle\langle 0|$. The PTM of this channel and its inverse are respectively

$$
\begin{align*}
& \Gamma_{\text {two }}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \cos (\alpha-\beta) & 0 & 0 \\
0 & 0 & \cos (\alpha+\beta) & 0 \\
\frac{\cos (2 \alpha)-\cos (2 \beta)}{2} & 0 & 0 & \frac{\cos (2 \alpha)+\cos (2 \beta)}{2}
\end{array}\right],  \tag{E.47}\\
& \Gamma_{\text {two }}^{-1}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \frac{1}{\cos (\alpha-\beta)} & 0 & 0 \\
0 & 0 & \frac{1}{\cos (\alpha+\beta)} & 0 \\
\frac{\cos (2 \beta)-\cos (2 \alpha)}{\cos (2 \alpha)+\cos (2 \beta)} & 0 & 0 & \frac{2}{\cos (2 \alpha)+\cos (2 \beta)}
\end{array}\right] . \tag{E.48}
\end{align*}
$$

Using the trigonometric relation

$$
\begin{align*}
\cos (2 \alpha)+\cos (2 \beta) & =2 \cos \left(\frac{2 \alpha-2 \beta}{2}\right) \cos \left(\frac{2 \alpha+2 \beta}{2}\right)  \tag{E.49}\\
& =2 \cos (\alpha-\beta) \cos (\alpha+\beta) \tag{E.50}
\end{align*}
$$

we can rewrite the elements of $\Gamma_{\mathrm{two}}^{-1}$ as

$$
\begin{align*}
& \left(\Gamma_{\mathrm{two}}^{-1}\right)_{11}=h_{\alpha \beta} \cos (\alpha+\beta)  \tag{E.51}\\
& \left(\Gamma_{\mathrm{two}}^{-1}\right)_{22}=h_{\alpha \beta} \cos (\alpha-\beta)  \tag{E.52}\\
& \left(\Gamma_{\mathrm{two}}^{-1}\right)_{33}=h_{\alpha \beta}^{2} \frac{\cos (2 \alpha)+\cos (2 \beta)}{2},  \tag{E.53}\\
& \left(\Gamma_{\mathrm{two}}^{-1}\right)_{30}=h_{\alpha \beta} \frac{\cos (2 \beta)-\cos (2 \alpha)}{2}, \tag{E.54}
\end{align*}
$$

with $h_{\alpha \beta}=2 /(\cos (2 \alpha)+\cos (2 \beta))$.
Expressed in this manner, these matrix elements are very similar to those in the Pauli transfer matrix of the direct channel $\Gamma_{\text {two }}$ in Eq. (E.47). The differences are in the presence of the pre-factor $h_{\alpha \beta}$, as well as in the signs of the angles in elements $\left(\Gamma_{\mathrm{two}}^{-1}\right)_{11}$ and $\left(\Gamma_{\mathrm{two}}^{-1}\right)_{22}$, and in the sign in the difference in element $\left(\Gamma_{\mathrm{two}}^{-1}\right)_{30}$. This suggests that the operator-sum representation of the inverse map can be obtained starting from the direct one with some small changes, as it happened with the amplitude damping channel. First of all, we can multiply the Kraus operators by $\sqrt{h_{\alpha \beta}}$ to introduce the pre-factor, then, to account for the difference in elements $\left(\Gamma_{\text {two }}^{-1}\right)_{11}$ and $\left(\Gamma_{\text {two }}^{-1}\right)_{22}$, we can subtract the two operators instead of summing them. At last, element $\left(\Gamma_{\text {two }}^{-1}\right)_{30}$ can be fixed by changing $\alpha \leftrightarrow \beta$ in the first Kraus operator $A_{1}$. Incidentally, these changes also fix the $\left(\Gamma_{\text {two }}^{-1}\right)_{33}$ element to the correct value. Thus, eventually, implementing these changes leads to the definition of the operators

$$
\begin{align*}
& B_{1}=\sqrt{h_{\alpha \beta}} \cos (\beta)|0\rangle\langle 0|+\sqrt{h_{\alpha, \beta}} \cos (\alpha)|1\rangle\langle 1|,  \tag{E.55}\\
& B_{2}=\sqrt{h_{\alpha \beta}} \sin (\beta)|0\rangle\langle 1|+\sqrt{h_{\alpha, \beta}} \sin (\alpha)|1\rangle\langle 0|,  \tag{E.56}\\
& h_{\alpha \beta}=\frac{2}{\cos (2 \alpha)+\cos (2 \beta)}, \tag{E.57}
\end{align*}
$$

to be used within the inverse map

$$
\begin{equation*}
\mathcal{N}_{\mathrm{two}}^{-1}(\cdot)=B_{1} \cdot B_{1}^{\dagger}-B_{2} \cdot B_{2}^{\dagger} . \tag{E.58}
\end{equation*}
$$

One can check that this map has the desired Pauli Transfer Matrix $\Gamma_{\text {two }}^{-1}$. As with the amplitude damping case, one the generators $\left(B_{2}\right)$ is not Hermitian, thus one must be careful in considering the adjoint inverse map when evaluating the deconvolved mean values. By explicit calculations the following holds

$$
\begin{align*}
& \left\langle\sigma_{x}\right\rangle=\frac{1}{\cos (\alpha-\beta)}\left\langle\sigma_{x}\right\rangle_{\mathcal{N}_{\mathrm{two}}(\rho)}, \\
& \left\langle\sigma_{y}\right\rangle=\frac{1}{\cos (\alpha+\beta)}\left\langle\sigma_{y}\right\rangle_{\mathcal{N}_{\mathrm{two}}(\rho)},  \tag{E.59}\\
& \left\langle\sigma_{z}\right\rangle=h_{\alpha \beta}\left(\cos ^{2}(\beta)+\sin ^{2}(\alpha)-1+\left\langle\sigma_{z}\right\rangle_{\mathcal{N}_{\mathrm{two}}(\rho)}\right) .
\end{align*}
$$


[^0]:    ${ }^{1}$ A term which is surprisingly recent, just as young as me at the time of writing, introduced for the first time in 1995 by Benjamin Schumacher [271].
    ${ }^{2}$ Normalisation of states is a useful requirement that makes Born's rule for probabilities of measurement outcomes easier to compute.

[^1]:    ${ }^{3}$ Operators and their matrix representation are not the same things, as one can define and use operators without invoking their matrix representation, which is specific to the chosen basis. In quantum computing however, the basis is always considered to be the computational basis, and, with a slight abuse of notation, in the following we use the same symbol to denote both the operator and its matrix representation.

[^2]:    ${ }^{4}$ For example, the two-qubit state $|11\rangle$ is denoted as $|11\rangle \rightarrow|3\rangle$, as $11_{2}$ in basis 2 is $3_{10}$ in basis 10 (the subscript denotes the basis).

[^3]:    ${ }^{5}$ This fact can be easily proven by considering an eigendecomposition of the density matrix, and using Lagrange multipliers to minimize the purity $\operatorname{Tr}\left[\rho^{2}\right]=\sum_{i=1}^{d} p_{i}^{2}$ under the constraint $\sum_{i=1}^{d} p_{i}=1$.

[^4]:    ${ }^{6}$ This can be easily proved as follows. Let $O=\sigma_{1} \otimes \sigma_{2} \otimes \cdots \otimes \sigma_{n}$ be an observable made of tensor products of single-qubit Pauli matrices $\sigma_{i} \in\{\mathbb{I}, X, Y, Z\}$. Since Pauli matrices are involutory, $\sigma_{i}^{2}=\mathbb{I}$, then $O^{2}=\mathbb{I}_{n}$. In addition, since the eigenvalues of $O=\sum_{i} o_{i}\left|o_{i}\right\rangle\left\langle o_{i}\right|$ are either $o_{i} \in\{ \pm 1\}$, expectation values $\langle O\rangle$ are bounded

    $$
    \begin{equation*}
    \left.|\langle O\rangle|=|\operatorname{Tr}[O \rho]|=\left|\sum_{i} o_{i}\left\langle o_{i}\right| \rho\right| o_{i}\right\rangle\left|\leq \sum_{i}\right| o_{i} \mid\left\langle o_{i}\right| \rho\left|o_{i}\right\rangle=\sum_{i}\left\langle o_{i}\right| \rho\left|o_{i}\right\rangle=1, \tag{2.31}
    \end{equation*}
    $$

    where we have used that $\left\langle o_{i}\right| \rho\left|o_{i}\right\rangle \geq 0$ are positive numbers because $\rho \geq 0$ is a positive operator, the eigenstates $\left\{\left|o_{i}\right\rangle\right\}_{i}$ are a basis of the space, and the state is normalized $\operatorname{Tr}[\rho]=1$. Thus, finally one has $0 \leq \operatorname{Var}[O]=\operatorname{Tr}\left[O^{2} \rho\right]-\operatorname{Tr}[O \rho]^{2}=$ $1-\operatorname{Tr}[O \rho]^{2} \leq 1$, where again we have used $\operatorname{Tr}[\rho]=1$ and $0 \leq \operatorname{Tr}[O \rho]^{2} \leq 1$ from (2.31).

[^5]:    ${ }^{7}$ In this list we omit computing platform based on quantum annealing, like D-Wave's machines [71], as they cannot implement universal quantum computation.
    ${ }^{8}$ By physical qubit one refers to a single noisy hardware implementation of a two-level quantum system corresponding to a qubit. These are opposed to logical qubits, which are instead ideal versions of the qubits that are immune to errors. A single logical qubit can be represented using multiple physical qubits along with quantum error correction codes [220].

[^6]:    ${ }^{9}$ The term "variational" as originally proposed by Peruzzo et al. [230] comes from the Rayleigh-Ritz variational principle to compute lowest energy eigenvalues. The term variational in turn comes from the idea of varying the parameters of a trial model in order to solve a task, a concept that is at the core of modern machine learning (ML) as well. The connection between VQAs and ML was developed later as the field gained momentum, and now there is a fruitful exchange of ideas and concepts between these two topics.

[^7]:    ${ }^{10}$ Note that this simplified loss is obtained whenever the general cost in Eq. (2.38) depends linearly on the expectation values, that is $f_{k}\left(\left\langle O_{k}\right\rangle\right)=c_{k}\left\langle O_{k}\right\rangle$. Then, by linearity of the trace and considering the overall observable $O=\sum_{k} c_{k} O_{k}$, one obtains Eq. (2.39). This is the case of quantum chemistry applications, as discussed earlier at the end of Sec. 2.1.4.

[^8]:    ${ }^{11}$ If the same parameter appears more than once in the circuit, one can check that the full derivative is given by shifting independently each parameterised gate, and then summing all contributions [270].

[^9]:    ${ }^{12}$ As briefly mentioned here when discussing Entanglement-induced BP and then carefully explained in Ch. 7, the sources of barren plateaus can be reduced to three, not four, since Expressibility-induced BP and Entanglement-induced BP are intimately connected to each other through randomness.

[^10]:    ${ }^{13}$ The fixed point of a noise channel $\mathcal{E}[\rho]$ is the state that is unchanged after application of the map, namely $\mathcal{E}[\rho]=\rho$. It is interesting to notice that every quantum noise channel has a fixed point [220]. The definition of noise channels and their properties can be found in Chapter 8.

[^11]:    ${ }^{1}$ Actually, the best practice for implementing a safe training procedure involves the use of three distinct datasets: training, test and validation set, where the latter is used to monitor the generalisation error of the model while the model is training.

[^12]:    ${ }^{2}$ When there are more samples than parameters $n>p$, the learning model is said to be underparameterised, and the related system of equations $\boldsymbol{X} \boldsymbol{w}=\boldsymbol{y}$ is underdetermined, which means that a solution may not exist. In this case, if $\boldsymbol{X}$ has full column rank, then $\left(\boldsymbol{X}^{\top} \boldsymbol{X}\right)^{-1}$ exists and the Moore-Penrose pseudoinverse reduces to $\boldsymbol{X}^{+}=\left(\boldsymbol{X}^{\top} \boldsymbol{X}\right)^{-1} \boldsymbol{X}^{\top}$, as in Eq. (3.18) for ordinary least squares. On the contrary, if there are more parameters than training data $n<p$, the model is said to be overparameterised and the system $\boldsymbol{X} \boldsymbol{w}=\boldsymbol{y}$ overdetermined, that is multiple solutions exist. In this case, if $\boldsymbol{X}$ has full row rank, then $\left(\boldsymbol{X} \boldsymbol{X}^{\top}\right)^{-1}$ exists and the Moore-Penrose presudoinverse reduces to $\boldsymbol{X}^{+}=\boldsymbol{X}^{\top}\left(\boldsymbol{X} \boldsymbol{X}^{\top}\right)^{-1}$. At last, if $n=p$ and $\boldsymbol{X}^{-1}$ exists, then the solution is simply $\boldsymbol{w}_{\mathrm{opt}}=\boldsymbol{X}^{-1} \boldsymbol{y}$. The introduction of a regularisation term as in Eq. (3.19) is not only useful to enforce generalisation, but also to ameliorate issues related to the singularity of the data matrices.

[^13]:    ${ }^{3}$ If the kernel $\kappa$ is a legitimate symmetric positive definite kernel, then it induces an inner product in a Reproducing Kernel Hilbert Space (RKHS) $\mathcal{F}$, so that $\kappa\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)=\left\langle\phi(\boldsymbol{x}) \mid \phi\left(\boldsymbol{x}^{\prime}\right)\right\rangle_{\mathcal{F}}$. Thus the kernel model can be written as

    $$
    \begin{equation*}
    h(\boldsymbol{x})=\sum_{i=1}^{m} \alpha_{i} \kappa\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)=\left\langle\phi(\boldsymbol{x}) \mid \sum_{i=1}^{m} \alpha_{i} \phi\left(\boldsymbol{x}^{\prime}\right)\right\rangle_{\mathcal{F}}=\langle\phi(\boldsymbol{x}) \mid \Phi\rangle_{\mathcal{F}} \tag{3.34}
    \end{equation*}
    $$

    which is a "linear model" in the RKHS of the kernel function, and the model "parameters" are given by the state $|\Phi\rangle=\sum_{i=1}^{m} \alpha_{i}\left|\phi\left(\boldsymbol{x}^{\prime}\right)\right\rangle$. Then, the norm of the model in the RKHS is defined as $\|h\|_{\mathcal{F}}=\sqrt{\langle h \mid h\rangle_{\mathcal{F}}}$, and so $\|h\|_{\mathcal{F}}^{2}=$ $\langle\Phi \mid \Phi\rangle=\sum_{i, j=1}^{m} \alpha_{i} \alpha_{k}\left\langle\phi\left(\boldsymbol{x}_{i}\right) \mid \phi\left(\boldsymbol{x}_{j}\right)\right\rangle=\sum_{i, j=1}^{m} \alpha_{i} \alpha_{k} \kappa\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)=\boldsymbol{\alpha}^{\top} K \boldsymbol{\alpha}$, where $K_{i j}=\kappa\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)$ is the kernel matrix.

[^14]:    ${ }^{4}$ Specifically, instead of considering the parameterised encoding unitary $\left|\psi_{\boldsymbol{x}}\right\rangle=U(\boldsymbol{x})|0\rangle^{\otimes n}$ depending on the input data $\boldsymbol{x}$, one can consider the unitary $U_{i}$ that prepares the desired input state when acting on the ground state $\left|\psi_{i}\right\rangle=U_{i}|0\rangle^{\otimes n}$. In this last case however, it is important to note the circuit implementation $U_{i}$ to implement a general (possibly Haar random) quantum state $\psi_{i}$ can be exponentially -with respect to the number of qubits- deep. Thus, ideally, either the input quantum states are efficiently preparable on the quantum computer, or there is a controllable physical evolution that outputs the desired quantum state to be then processed by an appropriate quantum computing device

[^15]:    ${ }^{5}$ Note that for ease of exposition we are ignoring some subtleties related to the definition of the feature quantum space, as this can be the space of states $|\phi(\boldsymbol{x})\rangle$ or that of Hermitian operators (density matrices) $\rho(\boldsymbol{x})$. For a detailed discussion on this topic, we refer to [263].

[^16]:    ${ }^{6}$ We hereby only count the number of values to be estimated on the quantum computer, ignoring the actual number of measurements needed to estimate each expectation value.

[^17]:    ${ }^{7}$ It is important to note that we are neglecting classical preprocessing step of the input data. That is, the data $\boldsymbol{x} \in \mathcal{X}$ are fed directly as parameters to the data encoding operations $U(\boldsymbol{x})$ without any classical preprocessing. If classical preprocessing is used, $\boldsymbol{y}=g(\boldsymbol{x})$, then the PQC is clearly a Fourier series of $\boldsymbol{y}$, not of the original data $\boldsymbol{x}$. Classical preprocessing can be used to change the functional dependence of the expectation value on the original input [209, 276].
    ${ }^{8}$ We already had an hint of this fact in Eq. (2.51), when we discussed how to derive the parameter-shift rule for parameterised quantum circuits. Also in that case, when fixing all the parameters but one, we saw that the circuit effectively implements a trigonometric function of that remaining parameter with frequency spectrum $\Omega=\{0,1\}$.

[^18]:    ${ }^{9}$ Given an operator $A$, its Shatten $p$-norm is equal to the vector $p$-norm of its singular values $\|A\|_{p}=\|\boldsymbol{s}(A)\|_{p}$ where $\boldsymbol{s}(A)$ is the vector of the singular values of $A$. A direct proof of the bound (3.68) can also be obtained without resorting to operator norms, but by direct computation as in eq. (2.31), namely

    $$
    \begin{equation*}
    |\langle O\rangle|=|\operatorname{Tr}[O \rho]|=|\sum_{i} o_{i} \underbrace{\left\langle o_{i}\right| \rho\left|o_{i}\right\rangle}_{\geq 0, \rho \geq 0}| \leq \sum_{i}\left|o_{i}\right|\left\langle o_{i}\right| \rho\left|o_{i}\right\rangle \leq \max _{i}\left|o_{i}\right| \underbrace{\sum_{i}\left\langle o_{i}\right| \rho\left|o_{i}\right\rangle}_{=\operatorname{Tr}[\rho]=1}=\max _{i}\left|o_{i}\right| . \tag{3.69}
    \end{equation*}
    $$

[^19]:    ${ }^{10}$ This result can be seen as an application of Nyquist-Shannon sampling theorem to reconstruct a continuous periodical signal given a discrete set observations. The output of a data-reuploading circuit is a truncated Fourier series (3.47), which is a periodic signal of the inputs composed of multiple waves having different frequencies. By sampling the signal -that is, measuring the output of the circuit- at inputs which are distant less than $1 / 2 \omega_{\max }$, where $\omega_{\max }$ is the largest frequency in the signal, then one can reconstruct classically the complete action of the circuit. The procedure is efficient as long as the maximum frequency in the spectrum of the circuit scales polynomially with the number of qubits, even though this is not always the case [232, 276].

[^20]:    ${ }^{1}$ The content of this chapter is based on the author's work [195], and all the figures in this chapter are taken from, or are adaptations of, the figures present in such work.

[^21]:    ${ }^{2}$ This encoding of gray-scale images employs a single byte (i.e., 8 bits) per pixel on a classical computing register.

[^22]:    ${ }^{3}$ This can be generalised in the case of a multi-class classification by adopting a one versus all approach.

[^23]:    ${ }^{4}$ The activation function in Eq. (4.6) only depends on the differences between the parameters, thus fixing one of the parameters to a constant value can be thought just as choosing a reference point. In other words, the additional parameter is a global phase that can be ignored.

[^24]:    ${ }^{5}$ True and predicted labels are $y_{i}, \hat{y_{i}} \in\{0,1\}$, and so the loss function (4.18) effectively measures the number of misclassified data, that is the number samples for which the true and predicted labels are different.

[^25]:    ${ }^{1}$ The content of this chapter is based on the author's work [296], and all the figures in this chapter are taken from, or are adaptations of, the figures present in such work.

[^26]:    ${ }^{2}$ As discussed later in Chapter 7, this all-to-all entangling scheme is actually equivalent to nearest-neighbour linear chain of CNOTs in reversed order. Thus, differences in performances between this entangling strategy $\mathcal{E}$ in Eq. (5.15) and the nearest-neighbour one $\mathcal{E}_{n n}$ in Eq. (5.18) discussed in this chapter are likely to be attributed to the former one being more suited to the specific tasks analysed in this work, rather then to the creation of "more" entanglement, as one would reasonably expect. Although the creation of nontrivial entanglement is necessary to avoid classical simulability (see Ch .7 ), these results confirm the importance of choosing problem-inspired variational ansätze for ensuring good performances.

[^27]:    ${ }^{1}$ The content of this chapter is based on the author's work [196], and all the figures in this chapter are taken from, or are adaptations of, the figures present in such work.

[^28]:    ${ }^{1}$ The content of this chapter is based on the author's work [18], and all the figures in this chapter are taken from, or are adaptations of, the figures present in such work.

[^29]:    ${ }^{2}$ Note that throughout the whole Chapter we consider logarithms in natural base $e$.

[^30]:    ${ }^{3}$ In Chapter 2 we anticipated that the four sources of BP shown in Fig. 2.4 actually can be reduced to three, since, as clearly explained in this section, expressibility-Induced BP and entanglement-induced BP both derive from an abundance of randomness inside the quantum circuit. For this reason, we hereby refer to these types of BPs as randomicity-induced BP.

[^31]:    ${ }^{1}$ The full IRIS dataset comprises 50 samples per class, for a total of 150 samples.

