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5G SAW-less FDD architecture design

by Simone Lecchi

This thesis introduces a new Full-Duplex (FD) architecture for mobile commu-
nication standards, eliminating the need for external Surface Acoustic Wave
(SAW) filters. It starts with a review of standard requirements, an analysis of
overall architecture constraints and presentation of simulation results, this work
proposes a two-path noise-cancelling architecture. In this architecture, the main
receiver captures the input signal from the antenna, while the auxiliary receiver
captures noise leakage from the transmitter. The noise cancellation is performed
in the digital domain through an adaptive digital filter.

A main receiver topology based on a positive translational feedback loop
is chosen for its excellent attributes, including high linearity and low noise.
The forward path includes a low-noise transconductance amplifier (LNTA), four
phase passive mixers and third-order filtering transimpedance amplifiers. A tun-
able RC feedback path is loaded at the baseband output, followed by additional
four-phase passive up-conversion mixers, enabling tunable, frequency-selective
input matching. An analytical model of the structure alongside measurement
results will be provided in the dedicated chapter.

The auxiliary receiver is designed specifically to increase the ratio between
its compression point and its noise figure, with minimal power consumption.
The architecture chosen is a LNTA-first with a second-order baseband filter.
Thanks to the high input impedance of this receiver it can be placed at the
transmitter output without adding considerable loading effects. Measurement
results of this auxiliary receiver are presented at the end of the chapter.

For the observation of noise cancellation, a Field-Programmable Gate Ar-
ray (FPGA) is programmed in order to acquire signals from the receivers. The
design includes a Clock and Data Recovery (CDR) module, a storage memory
and a Universal Asynchronous Receiver-Transmitter (UART) interface for signal
transmission to a computer. The design is subsequently validated, demonstrat-
ing signal cancellation in MATLAB through the use of an adaptive digital filter
employing the Least Mean Squares (LMS) algorithm.
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Introduction

In the last few years the field of Radio Frequency (RF) telecommunications
is in a non-stop growing trend due to the release of new communication
standards and market’s requirements. These improvements are point to in-
creasing the speed of services and set up more reliable wireless communica-
tion. The design of RF systems, which of course involves the development of
transmitters and receivers, meets different challenges and opportunities per-
secuting growing demands for speed and user capacity while trying to reach
ever lower power consumption and high performance.

A significant influencing factor in the evolution of RF design is the spread
of the Internet of Things (IoT) and the starting of the 5G communications
era. This convergence will lead to a wide and various network of connected
devices across numerous domains: from portable devices to industry, but
also healthcare, smart homes and cities or autonomous vehicles. These ap-
plications increase the request to access larger bandwidth, reaching a lower
latency, while increasing both reliability of the overall connected network. To
achieve these targets, new RF systems must be developped with the aim of
supporting multiple frequency bands ranging from sub-6 GHz to millimeter-
wave. This involves advanced techniques such as massive Multiple-Input
Multiple-Output (MIMO), beamforming and network slicing.

Regarding LTE-Advanced mobile communication standard, wireless re-
ceivers heavily rely on robust front-end filtering to prevent signal degradation.
Even though Surface Acoustic Wave (SAW) off-chip filters are commonly
employed, they present challenges such as scalability limits, significant area
demands and limited tunability. As the number of frequency bands and an-
tennas increases, these challenges are becoming more and more important in
the considerations related to system area and costs. This leads to a growing
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2 Introduction

interest for a wide-band receiver solution that can operate without the use
of an external SAW filters, often referred to as a SAW-Less receiver.
The thesis is organized as follows:

Chapter 1 explains the fundamental metrics used in the analysis of wire-
less receivers, outlining their importance and application within the wider
domain of RF design.

Chapter 2 introduces the main challenges in facing SAW-Less Receivers
design and the necessity of introducing Self-Interference Cancellation (SIC)
architectures. The chapter describes the proposed Frequency Division Duplex
(FDD) receiver which architecture includes a Main receiver and an Auxiliary
receiver. The Auxiliary receiver senses the transmitter (TX) output in the
Main receiver band of interest and sends this signal to the digital signal pro-
cessing block, where Self-Interference Cancellation (SIC) is performed. The
proposed architecture is validated by MATLAB® simulations, demonstrating
the effectiveness of SIC.

Chapter 3 presents the Main receiver, including an analytic analysis of
the positive translational loop architecture and a description of the receiver’s
building blocks. The chapter also presents results obtained from measure-
ments of the 28 nm prototype.

Chapter 4 deals with the Auxiliary receiver, whose design is focused
on achieving high linearity and low noise. The chapter introduces target
performances and in the end results obtained from measurements of the 28 nm
chip prototype are presented.

Chapter 5 outlines the Field-Programmable Gate Array (FPGA) design,
which includes a Clock and Data Recovery (CDR) module, a storage mem-
ory and a Universal Asynchronous Receiver-Transmitter (UART) interface
for signal transmission to a computer. The chapter describes the design and
its implementation, validating it and demonstrating initial signal cancella-
tion through the use of an adaptive digital filter employing the Least Mean
Squares (LMS) algorithm.



Chapter 1

Basic Concepts in RF design

Wireless communication standards change as fast
as the request of increasing demand of speed and
number of users. This leads to a push for im-
provement the performances of wireless transmit-
ters and receivers, with more complex design and
new system architectures. In this chapter the main
useful metrics used to described wireless receivers
are defined.

1.1 Communication metrics

The telecommunications industry is characterized by a constant increase in
the development of standards and technologies. Continuous improvements in
the performance of transmitters and receivers, both in wireline and wireless
communication, are required due to the rapid pace of the wordwide market.

As such, the design of all devices becomes more and more complex, often
employing new architectures to meet users’ increasing demands for speed and
capacity.

In this chapter the focus will be in radio frequency (RF) communication
standards, considering the set of parameters required for evaluating the per-
formance of wireless devices, outlining their meaning and application within
the RF systems.

3



4 Chapter 1 – Basic Concepts in RF design

1.1.1 Sensitivity and noise figure

The signal that must be sensed by the receiver is drawn in a noisy environ-
ment. The smallest input power level that meets or exceeds the requirements
for the specified reference measurement channel by the receiver, ensuring a
sufficient Signal-to-Noise Ratio (SNR), is defined sensitivity [1] and is de-
scribed by the relation

Psens|dBm = PRS|dBm/Hz + 10 log10BW +NF |dB + SNR|dB (1.1.1)

where PRS is the noise Power Spectral Density (PSD) of the source, BW

is the channel bandwidth, NF is the receiver noise figure and, SNR is the
required Signal-to-Noise Ratio. The receiver Noise Figure (NF) is defined as
the ratio between the SNR at the input and the output of the receiver as

NF |dB = 10 log10
SNRin

SNRout

(1.1.2)

If the input impedance of the receiver is matched with the antenna then

Psens|dBm = −174 dBm/Hz+10 log10 BW+NF |dB +SNRmin|dB (1.1.3)

where the source, i.e. the antenna, is considered a white noise source resis-
tance of 50Ω at temperature of 300K.

Equation 1.1.3 can be represented as shown in Figure 1.1.1 once rewrite
as

Psens|dBm = Nfloor|dBm + SNRmin|dB (1.1.4)

where

Nfloor|dBm = −174 dBm/Hz + 10 log10 BW +NF |dB (1.1.5)

1.1.2 Nonlinearity

Under a linear small-signal model, the input-output characteristic of a circuit
can be approximated with a polynomial

y(t) ≈ α0 + α1x(t) + α2x
2(t) + α3x

3(t) + . . . (1.1.6)
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Psens

Nfloor

dBm/Hz BW
NF

SNR

Figure 1.1.1: Simplified description of the link between noise floor, NF, SNR and sensitivity.

where the coefficients αj can be also function of the time.
Considering applying an input sinusoidal signal x(t) = A cos(ωt), the

output shows the contribution of the fundamental tone ω plus frequency
component that are integer multiples (harmonics) of the input frequency.
Neglecting all the contributions higher than the third terms, from Equa-
tion 1.1.6 it gets

y(t) = α1A cos(ωt) + α2(A cos(ωt))2 + α3(A cos(ωt))3+

= α1A cos(ωt) +
α2A

2

2
(1 + cos 2ωt) +

α3A
3

4
(3 cosωt+ cos 3ωt)

=
α2A

2

2
+

(︃
α1A+

3α3A
3

4

)︃
cosωt+

α2A
2

2
cos 2ωt+

α3A
3

4
cos 3ωt

(1.1.7)

From Equation 1.1.7 it is obtained that even-order non-linearity, result-
ing from αj with even j, introduces DC offsets if the system is not fully
differential. Equation 1.1.7 shows also that the amplitude related with the
fundamental frequency is given by α1+3α3A

3/4, so it is function of the cubic
of the amplitude of the input signal.

Now, the sign of the product α1·α3 determines the expansive or decreasing
behaviour of the system. RF circuits typically suffers from compression [1],
showing a reduction of the gain of an input signal x(t) = A cosωt as A

increases, as shown in Figure 1.1.2. This effect is quantified by the 1 dB
compression point, defined as the input signal level that causes the gain to
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deviate by 1 dB from the ideal behavior.

1dB

Ain,1dB

Ain

A
ou

t

Figure 1.1.2: Visual representation of 1dB compression point

The 1 dB compression point can be derived imposing equality between
the ideal gain α1 reduced by one and the second coefficient from 1.1.7

20 log|α1| − 1 dB = 20 log

⃓⃓⃓⃓
α1 +

3

4
α3A

2
in,1dB

⃓⃓⃓⃓
(1.1.8)

from which

Ain,1dB = P1dB =

√︃
0.145

⃓⃓⃓α1

α3

⃓⃓⃓
(1.1.9)

where P1dB is an other notation of the 1 dB compression point.
The compression gain effect is particularly important when the received

or transmitted signal contain amplitude information, like in Amplitude Mod-
ulation (AM), that can be distorted by compression.

Another negative consequence of compression is related when a large in-
terferer is sensed with the desired signal. Despite the small level of the
targeted signal, the high excursions created by the interferer lower the re-
ceiver gain and caused the so called desensitization. This effect reduces the
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SNR at the receiver output and is crucial even when the signal includes no
amplitude information [1].

1.1.3 Intermodulation

The transmission of modulation from the strong interferer to the weak signal
is another occurrence that happens when the system is nonlinear. Of particu-
lar interest is the case of two interferers received with the desired signal. Con-
sidering two interferers at frequencies ω1 and ω2 applied to a nonlinear system
represented by the Equation 1.1.6, then the output is exhibits also contri-
butions that are a mixing of them. This is called intermodulation (IM) and
can be calculated considering an input signal x(t) = A1 cosω1t + A2 cosω2t,
leading to

y(t) =α1 (A1 cosω1t+ A2 cosω2t) + α2 (A1 cosω1t+ A2 cosω2t)
2

+ α3 (A1 cosω1t+ A2 cosω2t)
3

(1.1.10)

Before expanding the Equation 1.1.10 it is taken into account that, if ω1

and ω2 are close to each other, then 2ω1 −ω2 and 2ω2 −ω1 result to be close
to ω1 and ω2 too. Consequently, if the working frequencies of a receiver is
such that ω0 = 2ω1 − ω2, the presence an interferer at 2ω1 − ω2 fall into the
targetted signal channel, corrupting the signal as shown in Figure 1.1.3.

Expanding now the Equation 1.1.10, the third-order intermodulation prod-
ucts (IM3) at 2ω1 − ω2 and 2ω2 − ω1 are

y(t) = · · ·+ 3α3A
2
1A2

4
cos (2ω1 + ω2)t+

3α3A
2
1A2

4
cos (2ω1 − ω2)t+ . . .

· · ·+ 3α3A1A
2
2

4
cos (2ω2 + ω1)t+

3α3A1A
2
2

4
cos (2ω2 − ω1)t+ . . .

(1.1.11)

A common method of IM3 characterization is the “two-tone” test , where
two sinusoids ω1 and ω2 of equal amplitudes A are applied to the input such
that ω0 = 2ω1 − ω2.

From Equation 1.1.11 if the amplitude of each input tone increases by
6 dB, the amplitude of the IM3 products (∝ A3) rises by 18 dB and hence
the relative IM3 by 12 dB. As shown in Figure 1.1.4, the input level at which
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LNA

Figure 1.1.3: Corruption due to third-order intermodulation [1]

20

Ain

Aout

AIIP3

AOIP3

20

A

A3

IM3

Figure 1.1.4: Fundamental and IM3 behaviour in relation to input power [1]

the amplitude of the IM3 products becomes equal to that of the fundamental
tones at the output is called the input third intercept point (IIP3). While,
the corresponding output is defined as OIP3.

The IIP33 is determined equating the fundamental and the IM3 ampli-
tudes

|α1AIIP3| =
⃓⃓⃓⃓
3

4
α3A

3
IIP3

⃓⃓⃓⃓
(1.1.12)

which brings to

AIIP3 =

√︄
4

3

⃓⃓⃓⃓
α1

α3

⃓⃓⃓⃓
(1.1.13)
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From Equation 1.1.9 and 1.1.13 results in a theorical value of IIP3 9.6 dB
higher than P1dB. This brings to the fact that the third intercept point is not
observable because increasing the input interferer power results in reaching
the compression level and also producing higher order non-linearities which
make the fundamental and IM3 slope from their theoretical one.

The IIP3 must be extrapolate from the fundamental and the IM3 plots
following the slopes (1 and 3 in a log-log scale) at very low input level, where
higher order nonlinearities are negligible. This leads to Equation 1.1.14

IIP3|dBm =
∆P

2
+ Ain|dBm (1.1.14)

where Ain is the input interferer power and ∆P is defined as

∆P =
Ain|dBm − AIM3|dBm

2
(1.1.15)

1.1.4 Effect of reciprocal mixing

In RF receivers, oscillators are crucial for generating stable reference frequen-
cies needed for signal processing.

Considering an ideal oscillator, it generates a perfectly periodic output
x(t) = A cos(ωct) which crosses the zero at integer multiples of Tc =

2π
ωc

. In
reality the noise from oscillator devices randomly perturbs these zero cross-
ings, leading to an output spectrum as in Figure 1.1.5 .

To take this perturbation into account, the output can be represented
as x(t) = A cos(ωct + φn(t)), where φn(t) denotes a minor random phase
deviation that shifts the zero crossings from integer multiples of Tc [1].

This phenomenon derives from various factors within the receiver sys-
tem, including oscillator mismatch, noise in the frequency synthesizer and
environmental factors such as temperature variations.

Nevertheless, the frequency division or the use of multiple oscillator stages,
which are technics commonly used in RF receiver architectures, can introduce
additional phase noise. Dividers, for example, are often employed to generate
lower frequency reference signals from higher frequency oscillators, but they
can contribute to phase noise due to their intrinsic non-ideal characteristics.

Reciprocal mixing occurs when the phase noise of an oscillator interacts
with an incoming signal, negatively affecting the performance of the receiver.
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ffc

Sout

Figure 1.1.5: Output PSD of a noisy oscillator

inLO int

0 IF

interfererLO

Figure 1.1.6: Downconversion with a noisy LO (reciprocal mixing)

This interaction leads to the convolution of the desired signal and the inter-
ferer with the noisy LO spectrum, which causes the expansion of spectrum
of the downconverted interferer. A representation of this effect is shown in
Figure 1.1.6.

This broadening effect shows as a noise skirt, which results in an in-
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creasing of the noise floor in the desired IF signal bandwidth, as shown in
Equation 1.1.16 [1]

Nfloor−RM |dBm = 10 log
(︁
10Nfloor|dBm/10 + 10Pint|dBm+Sn−LO|dBc/Hz

)︁
(1.1.16)

where Nfloor is the noise floor from Equation 1.1.5, Pint is the interferer power
and Sn−LO is the LO phase noise at the interferer frequency off-set.
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Chapter 2

FDD SAW-less architecture

The demand for increased channel bandwidths has
highlighted the need to design receivers that do not
require the use of Surface Acoustic Wave (SAW)
filters. This chapter briefly introduces the main
difficulties in adopting SAW-Less Receivers and
the need to introduce Self-Interference Cancella-
tion (SIC) architectures. In Section 2.2, the
proposed Frequency Division Duplex (FDD) re-
ceiver is described and the system is validated by
MATLAB® simulations demonstrating the actual
effectiveness of SIC.

2.1 SAW-Less Receivers

The evolution of wireless communication standards has been driven by the
need to provide an increasing number of connected users while maintaining
high service quality. To meet these demands, numerous enhancements have
been introduced to optimize the transmission and reception of data, leading
to greater system complexity in wireless transceiver design.

The Frequency Division Duplex (FDD) architecture utilizes separate chan-
nels for uplink and for downlink transmissions, facilitating full duplex com-
munication. However, achieving this capability particularly care must be
taken in mitigating signal interference, particularly from Out-Of-Band (OOB)

13
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signals and self-interference originating from the transmitter. This necessity
is depicted in Figure 2.1.1. Typically, Surface Acoustic Wave (SAW) off-chip
filters are utilized to address these challenges, selectively filtering frequencies
to prevent signal corruption and significantly relaxing linearity performance
of the receiver [2].

However, these filters present drawbacks such as high cost and area oc-
cupation, due to the fact that they cannot be integrated on silicon. Fur-
thermore, they have poor tunability, covering a limited number of bands. As
mobile systems increasingly incorporate multiple frequency bands and utilize
multiple antennas (MIMO), these filtering components are poised to become
dominant factors influencing both the area and cost of such systems.
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Figure 2.1.1: A generic Frequency Division Duplex (FDD) transceiver. The transmitted and received
signals are shown in black and blue, respectively. In red, the TX-leakage in the RX path.

It must consider the fact that antenna isolation typically ranges between
30−40 dB [3–5]. Consequently, issues such as receiver linearity and reciprocal
mixing with the phase noise of receiver’s local oscillator (LO) become impor-
tant when the level of filtering between the transmitter (TX) and receiver
(RX) is reduced [6–11].

Therefore, it becomes imperative to reduce the LO phase noise by one
dB for every dB of filter attenuation removed at the interferer’s frequency,
as shown in Equation 1.1.16. These dual mechanisms dictate an increased
requirement for receiver linearity and blocker tolerance, while simultaneously
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reducing the phase noise of the LO signals.
Another factor contributing to sensitivity degradation is the noise gener-

ated by the TX in the receive band that leaks to the RX. This effect takes
on greater importance when external duplexers are substituted with passive
on-chip solutions like the hybrid transformer [12–15], which isolate the re-
ceiver from the transmitter through electrical balancing, thereby providing
minimal TX out-of-band (OOB) emission filtering.

Transmitted self-interference

Received signal

Channel 1 Channel 2

Transmitted self-interference

Received signal

Channel 1 Channel 2

Figure 2.1.2: SIC can be applied to in-band Full Duplex (FD) and adaptive FDD [16]

Utilizing Self-Interference Cancellation (SIC) techniques offers the poten-
tial to relax stringent requirements on Surface Acoustic Wave (SAW) fil-
ters [17–19]. SIC has the potential to support and improve the development
of fifth-generation (5G) technologies, especially in the future, when networks
are going to become more and more crowd and heterogeneous.

Therefore, SIC has potential for reaching true full-duplex communication
in wireless systems, theoretically doubling link capacity [16]. As shown in
Figure 2.1.2, SIC operates independently of frequency, facilitating more than
just in-band full-duplex functionality. It essentially works as a software-
configurable adaptive duplexer, making easier transmission and reception
on arbitrary separate channels. Consequently, this simplifies RF front-end
complexities, especially for applications like carrier aggregation and helps the
creation of radios featuring smaller, lighter and more efficient filters [16].
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In recent years, the SIC technique has garnered considerable attention for
addressing these challenges, particularly in systems employing FD [20, 21]
and FDD [22, 23], which involve simultaneous transmission and reception.

Given that the frequency gap between transmit and receive bands can
extend into the hundreds of megahertz range, achieving high isolation be-
tween TX and RX (ISOTX—RX) in both bands poses a significant challenge
[15, 24–28] for meeting rigorous standards [29].

2.2 Proposed FDD architecture

The following section provides a system analysis of Frequency Division Du-
plex (FDD) with transmitter leakage cancellation. Figure 2.2.1 illustrates the
comprehensive system block diagram of the proposed FDD receiver, high-
lighting the noise levels at various points within the system.

In this architecture, transmission and reception occur simultaneously
across distinct frequency bands. A filter, potentially realized with a hy-
brid transformer, is incorporated to mitigate Self-Interference (SI) originating
from the transmitter (TX) to the primary receiver (MAIN RX).
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Figure 2.2.1: Block diagram of the proposed FDD architecture

As depicted in Figure 2.2.1, unlike architectures featuring a SIC circuit
in the RF domain, as described in prior work [22, 30], in the proposed design
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SIC occurs subsequent to the MAIN RX in the digital domain. Consequently,
the leakage signal originating from the TX encounters only one stage of at-
tenuation. It’s crucial that this leakage signal does not compromise the per-
formance of the MAIN RX in terms of gain and noise, ensuring degradation
does not exceed 1 dB. This defines the target 1 dB compression point (P1dB)
of the MAIN RX as follows:

P1dBMAIN = TXOUT − ISOTX−RX + 6 dB (2.2.1)

Here, TXOUT represents the maximum signal power of the transmitter,
typically 27 dBm [29] and ISOTX−RX denotes the insertion loss of the TX sig-
nal in the RX band. Additionally, the Peak-to-Average Power Ratio (PAPR)
is taken into account, introducing a 6 dB increment.

Reciprocal mixing emerges as a critical difficulty in receivers that can
potentially detect high-level interferers [1]. The target 1 dB NF expansion
can be determined using the equation

NF1dBMAIN = TXOUT − ISOTX−RX (2.2.2)

resulting in a value 6 dB lower than P1dB.
Figure 2.2.2 illustrates the expected noise figure of the Main receiver as a

function of isolation ISOTX−RX . The Main receiver input-referred noise, here
−170.5 dBm/Hz, will be discussed in Section 3.1.1, while TX output signal
and noise levels, respectively 27 dBm and −152 dBc/Hz, are considered from
the standards [29]. As discussed in Section 1.1.4, the reciprocal mixing effect
can be quantified as an increase in the noise figure, given by the equation

NFM−w/oSIC =174 dBm/Hz + 10 log10
(︁
10NFM0/10+ (1)

10(PN+TXOUT−PWR−ISOTX−RX)/10+ (2)

10(TXOUT−NOISE−ISOTX−RX)/10
)︁

(3)

(2.2.3)

where (1) is the MAIN RX NF, (2) indicates the reciprocal mixing effect due
to the divider’s phase noise PN and the TX leakage signal and (3) accounts
for the TX leakage noise.

As depicted in Figure 2.2.2, the noise figure could increase by more than
6.5 dB due to the reciprocal mixing effect. These outcome depends on the
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difference between TXOUT−PWR power and ISOTX−RX and of the phase
noise of the divider. Consequently, it becomes imperative to introduce a
Self-Interference Cancellation to maintain a reasonable level of RX noise
figure.

(a)

(b)

Figure 2.2.2: Main receiver NF w/o and w/ SIC as a function of ISOTX—RX for −170dBc/Hz (a) and
−180dBc/Hz (b) divider’s phase noise

An auxiliary receiver (AUX RX) is introduced to sense the TX output
in the MAIN RX band and transmit this signal to the Digital Signal Pro-
cessing (DSP) block, where the Self-Interference Cancellation is performed.
While it is assumed that the DSP could achieve perfect cancellation of cor-
related noise, such as the noise of the TX sensed by the two receivers, the
noise introduced by the auxiliary receiver itself is uncorrelated and cannot be
canceled by the adaptive digital filters. Consequently, the noise of the AUX
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RX is considered to be 15 dB lower than the TX output noise, resulting in
−167 dBm/Hz with an attenuation ATTTX-AUX equal to 27 dB.

Applying the Self-Interference Cancellation, the resulting noise figure of
the main path has two contributors: the reciprocal mixing effect and the
auxiliary receiver residual noise, as shown in the following equation:

NFM−w/SIC =174 dBm/Hz + 10 log10
(︁
10NFM0/10+ (1)

10(PN+TXOUT−PWR−ISOTX−RX)/10+ (2)

10NFA/10
)︁

(3)

(2.2.4)

Here, (1) represents the MAIN RX NF, (2) defines the reciprocal mixing
effect due to the divider PN and the TX leakage signal and (3) represents
the AUX RX NF defined by the equation:

NFA =174 dBm/Hz + 10 log10
(︁
10NFA0/10+

10(PN+TXOUT−PWR−ATTTX−AUX)/10
)︁ (2.2.5)

where ATTTX-AUX is the attenuation between the transmitter and the auxil-
iary receiver, as depicted in Figure 2.2.1.

In fact, the auxiliary receiver is also affected by the reciprocal mixing
effect experienced by the Main receiver. The level of the attenuator depends
on the blocker tolerance of the auxiliary receiver. Therefore, the design of the
AUX RX must prioritize optimizing the ratio between noise figure expansion
and the 1 dB compression point.

2.2.1 Phase-Shift Keying Simulation

In this section, a system validation is conducted based on the considera-
tions outlined in Section 2.2 and employing the additive white gaussian noise
(AWGN) channel model. A generic received waveform r(t) can be expressed
as

r(t) = sm(t) + n(t) (2.2.6)

Here, sm(t) represents one of the M possible transmitted signals or sym-
bols and n(t) characterizes a zero-mean white Gaussian noise with a power
spectral density of N0/2.
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For the specific scenario of an even number of symbols, corresponding
to a square constellation, an exact expression for the error probability of a
Quadrature Amplitude Modulation (QAM) can be derived [31] as

Pe,M−QAM =2

(︃
1− 1√

M

)︃
Q

(︄√︃
3 log2M

M − 1
BNR

)︄

×

(︄
1√
M

Q

(︄√︃
3 log2M

M − 1
BNR

)︄)︄
= BER

(2.2.7)

where BNR is the ratio of the energy of one bit �bavg to N0/2 and Q(x) repre-
sents the Q-function, which denotes the probability that a normal (Gaussian)
random variable will exceed a value greater than x standard deviations. This
function is defined as

Q(x) =
1

2

(︃
2√
π

∫︂ ∞

x/
√
2

exp
(︁
−t2
)︁
dt

)︃
=

1

2
erfc

(︃
x√
2

)︃ (2.2.8)

The modulation scheme of four-phase Phase Shift Keying (PSK) involves
relative phase shifts of 0°, 90°, 180°and 270° between successive intervals,
which could correspond, for example, to the information bits 00, 01, 11 and
10, respectively. Once received, the signal is demodulated and detected to
one of the M possible transmitted symbols.

This Quadrature Phase-Shift Keying (QPSK) can be performed by rep-
resenting symbols in the constellation diagram using sine and cosine waves

sRX−n(t) =
√︁
�bavg (b2n cosωct+ b2n+1 sinωct) (2.2.9)

Here, b2n and b2n+1 are respectively even-numbered and odd-numbered bits
and ωc is the carrier frequency. Since cosωct and sinωct are orthogonal, the
signal can be detected uniquely and the bits b2n and b2n+1 can be separated
without corrupting each other [1]. Note that the symbol rate of the signal
sRX−n(t) of QPSK is half of its bit rate.

Alternatively, assuming that b2n and b2n+1 are pulses with a height of ±1,
the transmitted signal from the receiver’s perspective can be expressed as

sRX−n = sn(t) =
√︁
�bavg (In + jQn) (2.2.10)
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where In (in-phase) and Qn (quadrature) denote the demodulated points of
the constellation corresponding to the n-transmitted symbol.

Equation 2.2.6 illustrates that the received signal r(t) is the combination
of the information bits s(t) and the cumulative effect of all independent noise
sources n(t). The ratio between s(t) and n(t) defines the Symbol-to-Noise
Ratio (SyNR), equivalent to the SNR of the receiver.

Viewing QPSK modulation as a form of 4-QAM with a square constella-
tion, the Bit Error Rate (BER) is derived from Equation 2.2.7 with M = 4:

BERBNR = Q
(︂√

2BNR
)︂(︃1

2
Q
(︂√

2BNR
)︂)︃

=
1

2
erfc

(︄√︃
Q
(︂√

BNR
)︂)︄ (2.2.11)

where erfc(x) denotes the Complementary Error Function evaluated for x as
defined in Equation 2.2.8.

Figure 2.2.3 portrays the simulated Bit Error Rate (BER) as a function
of the SNR. The black line represents the theoretical BER derived from
Equation 2.2.11, while the red dots depict the simulated BER for the receiver
with an input-referred noise of −170.5 dBm and a bandwidth of 20MHz.

Figure 2.2.3: QPSK BER resulting (black) from Equation 2.2.11, (red) considering only the receiver noise.
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2.2.2 LMS filter MATLAB simulation

As shown in Figure 2.2.2, the presence of leakage noise coming from the
transmitter contributes to an increasing noise floor captured by the Main
receiver. It has been demonstrated in [31] that any orthogonal basis can
be employed to expand a zero-mean white Gaussian process, resulting in
independent and identically distributed (IID) zero-mean Gaussian random
variables with a variance of N0/2 as the coefficients of expansion.

Consequently, considering the Main receiver, the Auxiliary receiver and
the Transmitter as three independent noise sources, the signal at the re-
ceiver’s input is represented as:

r(t) = sm(t) + nRX(t) + nTX−leak(t) (2.2.12)

Here nRX and nTX−leak denote zero-mean white Gaussian noise with
power spectral densities corresponding to the Main RX and the TX, re-
spectively. A similar assumption is applied to compute the signal sensed by
the Auxiliary Receiver. Once the signals from the two receivers are sampled,
Noise Cancellation (NC) can be performed.

Figure 2.2.4: QPSK BER resulting from Equation 2.2.11 (black), considering only the RX noise (red),
resulting from the adaptive filter cancellation (blue) and considering RX noise and the TX leakage (purple).

The results shown in this section don’t take into account any Intersymbol
Interference (ISI) or Reciprocal Mixing effects.
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Figure 2.2.4 illustrates the expected BER when digital filtering is imple-
mented (in blue) or not (in purple) within the system. This plot is generated
by simulating the system outlined in Figure 2.2.1, considering 222 symbols
sampled with an oversampling factor of K = 10. The Adaptive Filter utilized
is a linear equalizer from the comm.LinearEqualizer System objectTM [32],
which consists of a tapped delay line that stores samples from the input
signal. Once per symbol period, the equalizer produces a weighted sum of
the values in the delay line and updates the weights to prepare for the next
symbol period. For this simulation, the Least Mean-Square (LMS) algorithm
serves as the adaptive algorithm applied to a 10-tap line. A block diagram
of the Linear Equalizer is shown in Figure 2.2.5.

Figure 2.2.5: Block diagram of the Linear Equalizer with L weights, a symbol period of T and K samples
per symbol.

(a) (b)

Figure 2.2.6: Main receiver signal with (blue) and without (purple) Noise Cancellation for an SNR of 9dB
(a) and 12dB (b).
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The signal sAUX(k), which has one correlated noise component and one
uncorrelated with the noise that needs to be eliminated from the desired
signal d(k), is introduced into the adaptive filter. Adaptive filters function
by adjusting their coefficients to minimize the difference between y(k) and
d(k), thereby generating a clean signal in e(k). This process continues as
long as the input noise to the filter remains associated with the unwanted
noise accompanying the desired signal. Notably, in this application, the error
signal converges to the input data signal rather than converging to zero.

Figure 2.2.6 depicts the resulting constellation (shown in blue) after the
suppression of the leakage noise.



Chapter 3

Main receiver architecture

This chapter introduces the Main receiver. In
Section 3.2 an analytic analysis of the positive
translational loop architecture is presented. In
Section 3.3 the Low-Noise Transconductance Am-
plifier (LNTA) is detailed while Section 3.5 de-
scribbes the three stages Transimpedance Ampli-
fier, analyzing the main design constraints. Even-
tually, Section 3.6 shows the results obtained from
measurements conducted on the first prototype.

3.1 SAW-Less Receivers

The wireless receivers in LTE-Advanced heavily depend on high-linearity
upfront filtering to prevent signal corruption. Commonly utilized Surface
Acoustic Wave (SAW) off-chip filters, while effective, present challenges such
as elevated costs, wide area occupation and limited tunability. As the num-
ber of frequency bands and antennas (MIMO) increases, these challenges are
likely to become predominant in the area and cost considerations of mobile
devices. Consequently, there is a growing demand for a wide-band receiver
solution capable of operating without external SAW filters, commonly re-
ferred to as SAW-Less receivers.

The direct downconversion approach offers a valid solution, enabling the
implementation of multiple standards with a single receiver while reducing

25
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power consumption and system complexity. An essential advantage lies in
eliminating intermediate frequency passband filtering, replaced by a low-pass
filtering stage. This replacement not only improves performance but also
allows easier integration into standard semiconductor technologies [33, 34].

Recently, mixer-first architecture has been adopted widely in on-chip re-
ceivers demonstrating excellent out-of-band (OOB) linearity performance [35–
37]. However, combining high linearity and low NF in mixer-first receivers
typically leads to high power dissipation in baseband filter and in the fre-
quency divider [38, 39]. On the other hand, adopting a low noise amplifier
(LNA-first receivers) approach offers the potential to achieve a sub 3 dB
NF [40, 41], thanks to the smaller mixer switches which consequently leads
to reduced power consumption in the LO generation chain. It’s important
to note that while this approach enhances noise performance, it does come
with a trade-off as the LNA imposes limitations on the maximum achievable
linearity.

For this application, the Main receiver shown in Figure 2.2.1 must exhibit
robust interference tolerance and low noise, necessitating a careful considera-
tion of input impedance matching to align with the characteristic impedance
of the antenna. To further enhance the receiver linearity to meet the high
IIP3 requirement for a SAW-less receiver, techniques outlined in [42, 43] offer
a practical approach for achieving out-of-band (OOB) selectivity. In particu-
lar, employing a translational feedback loop with frequency-dependent input
matching can provide advantages such as excellent OOB linearity and low
noise figure (NF) at low power consumption.

3.1.1 Linearity requirements

Intermodulation between the strongly modulated TX signal and the contin-
uous wave (CW) blocker may interferer in the target signal band, thereby
affecting SNR. This issue becomes more and more evident when the isolation
between transmitting (TX) and receiving (RX) components decreases.

According to the 3rd Generation Partnership Project (3GPP) standards
report [29] for 5G New Radio (NR), the reference sensitivity power level
(REFSENS) is defined as the minimum mean power applied to the antenna
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at which the throughput meets or exceeds the requirements for the specified
reference measurement channel.

Considering a channel bandwidth of 20MHz in band n1 (2110−2170MHz)
and employing QPSK modulation with a code rate of 1/3, the REFSENS
power is specified at −94 dBm [29]. This sensitivity threshold guarantees
that the throughput achieves 95% of the maximum achievable data rate,
corresponding to a SNR of −1 dB [44].

To determine the target noise figure and the linearity level of the RF
receiver, it is considered REFSENS as the sum of two equal contributors:
sensitivity defined by receiver noise and sensitivity defined by Non-Linearity
Contribution (NLC)

REFSENS = SENSnoise + SENSNLC

= 10 log10
(︁
2 · 10−97dBm/10

)︁
= −94 dBm

(3.1.1)

From Equation 1.1.4, the SENSnoise contribution is defined as

REFSENS = Nfloor|dBm + SNRmin|dB + 1.5 dB = −97 dBm (3.1.2)

Here, a margin of 1.5 dB is considered. This results from Equation 1.1.5
in the targeted noise figure for the Main receiver being 3.5 dB.

Considering the Non-Linearity Contribution SENSNLC solely due to the
third-order intermodulation products, the minimum target IM3 is defined as

IM3min = SENSNLC |dBm = −97 dBm (3.1.3)

This determines an IIP3 calculated as

IIP3min =
(PCW − ISO) + 2 (PTX − ISO)− IM3min

2
= 8 dBm (3.1.4)

Here, PCW = −15 dBm represents the power level of the closest contin-
uous wave (CW) [29], PTX = 27 dBm is the maximum transmitter output
power and ISO = 40 dB is the insertion loss in the receiver bandwidth.
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3.1.2 Translational feedback receiver

Two translational feedback front-end topologies proposed in the literature
are depicted in Figure 3.1.1. Figure 3.1.1a shows the architecture proposed
in [45] featuring a negative translational feedback loop that reduces the input
impedance. This design has the potential to significantly decrease the power
consumption of the Low Noise Transconductance Amplifier (LNTA) while
relaxing the linearity requirements of the baseband filter. However the high
OOB input impedance may lead to compression linearity issues in the front-
end due to substantial voltage swings. Furthermore, the flexible and well-
controlled loop gain, directly determined by the feedback resistance RFB, is
a notable advantage of this approach.

 

(a)

 
 

 

(b)

Figure 3.1.1: Negative (a) and positive (b) translational feedback loop proposed respectively in [45, 46]

On the right side, the schematic presented in [46] (Figure 3.1.1b) adopts a
positive translational feedback loop, resulting in an increase in input impedance.
This configuration is advantageous for enhancing OOB linearity, although at
the expense of reduced baseband gain. Additionally, an enhanced filtering
effect is achieved through a switched capacitor filter of higher order.

Figure 3.1.2 shows the block diagram of the proposed Main receiver, where
the output current of a Low Noise Transconductance Amplifier (LNTA)
is down-converted to the baseband (BB) transimpedance amplifier (TIA),
which provides a low impedance termination of the mixer, I-V conversion of
the RF current and pseudo-second order filtering. The output voltage is then
converted into current by the complex feedback impedance ZFB, which also
provides the translational feedback loop gain. The feedback current is then
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up-converted and fed into the input of the LNTA.
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Figure 3.1.2: Block schematic of the proposed feedback front-end receiver

3.2 Circuit Analysis

Positive feedback mechanisms, as discussed in [45], significantly affect system
performance, particularly in terms of input impedance. A comprehensive
analysis of noise and linearity in relation to feedback parameters is provided
in [46]. This analysis not only discusses theory but also explores the practical
implications of varying feedback parameters on system metrics.

To streamline the analysis of input matching, noise characteristics and
receiver linearity, it is introduced a simplified and more intuitive approach,
providing a step-by-step breakdown of the methodology employed. Practical
examples and plots will be used to explain key concepts, ensuring a clear
understanding of the proposed architecture.

3.2.1 Input Impedance

It is now considered the basic case shown in Figure 3.2.1, where the transcon-
ductance load current IRF results from the sum of an input current IS and
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a feedback current IFB, all assumed to be in phase. Assuming IFB =

βH(s) · IRF , the input impedance ZIN is given by

ZIN =
1

gm · (1− βH(s))
(3.2.1)

For simplicity, H(s) is modeled as a first-order low-pass filter with a cutoff
frequency of ωp. This allows expressing the feedback current as

IFB =
βIRF

1 + s/ωp

(3.2.2)

vS

RS -gmvx

vx
 

IRF

IS

H(s) BBoutput

IFB
Figure 3.2.1: Simplified translational loop LTI model

The resulting input impedance and admittance are

ZIN =
1

(1− β)gm

1 + s/ωp

1 + s/ωz

YIN = (1− β)gm
1 + s/ωz

1 + s/ωp

(3.2.3)

where ωz = (1− β)ωp.
Considering that the matching condition requires

Ys =
1

RS

= gm (1− β) (3.2.4)

the reflection coefficient Γ can be express as

Γ =
YIN − Ys

YIN + Ys

=
β/2

1− β/2
· s

ωLP

· 1
s

ωLP
+ 1

, (3.2.5)

where

ωLP =
2ωpωz

ωp + ωz

= ωp
1− β

1− β/2
. (3.2.6)
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From Equation 3.2.5 is obtained the Out-Of-Band reflection coefficient
ΓHF as

ΓHF =
ωp − ωz

ωp + ωz

=
β/2

1− β/2
. (3.2.7)

The best baseband bandwidth and Out-Of-Band (OOB) mismatch re-
quirements can be determined as a function of the input transconductance
and the width of the input impedance matching by exploiting Equations 3.2.5
and 3.2.6.

A noteworthy finding that emerged from Equation 3.2.7 is that a perfect
broadband matching can be obtain imposing ΓHF = 1/3 by fixing the ratio
between ωLP and ωp as

ωLP

ωp

=

√︄
9

(︃
β/2

1− β/2

)︃2

− 1. (3.2.8)

The analysis progresses to the scenario where H(s) represents a second-
order low-pass filter with a cutoff frequency of ωp and a quality factor Q. In
this context, the expression for the feedback current becomes

IFB =
βIRF

s2/ω2
p + s/(Qωp) + 1

. (3.2.9)

The reflection coefficient, as derived in Equation 3.2.10, includes the in-
creased complexity of a second-order filter. The parameters ωLP and QLP

are defined in Equation 3.2.11.

Γ =
YIN − Ys

YIN + Ys

=
β/2

1− β/2
· s

ωp

s
ωp

+ 1
Q

s2

ωp
2 +

s
ωpQ

+ 1−β
1−β/2

=
β/2

1− β
· s

ωpQ
·

s Q
ωp

+ 1

s2

ωLP
2 +

s
ωLPQLP

+ 1

(3.2.10)

ωLP = ωp

√︄
1− β

1− β/2
QLP = Q

√︄
1− β

1− β/2
(3.2.11)

From Equation 3.2.10, the OOB reflection coefficient with a second-order
feedback loop is expressed as

ΓHF =
β/2

1− β
· ω

2
LP

ω2
p

=
β

1 + β/2
. (3.2.12)
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In Figure 3.2.2, an ideal simulation using Cadence Virtuoso® is compared
with an analytical calculation in MATLAB®. The comparison considers
β = 0.7 and a closed-loop cutoff frequency of ωLP = 10MHz with QLP =

1/
√
2. The results reveal that utilizing a second-order filter leads to increased

mismatch in the specified frequency band.

Figure 3.2.2: Representation of an ideal S11 with a 1st order filter (blue) and a 2nd order filter (red)

3.2.2 Transfer Function

The LTI equivalent schematic is derived from the block diagram presented
in Figure 3.2.3, exploiting the mixer model proposed in [47]. For the sake
of simplicity, the resistances of the mixer and the capacitors C1 and C2 are
assumed to be negligible within the frequency band of interest.

Considering a low-pass BB filter described by the transfer function

H(s) =
RBB

s/ωp + 1
(3.2.13)

it is possible to derive the analytical expression of the transfer function from
vs to vout as follows

vout
vs

(s) =
γRBB

2RS(1− β)

1

s/ωLP + 1
(3.2.14)
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Figure 3.2.3: Simplified schematic of the proposed positive feedback receiver

For a second-order filter, the expression is given by

vout
vs

(s) =
γRBB

2RS(1− β)

1
s2

ωLP
2 +

s
ωLPQLP

+ 1
(3.2.15)

with γ = 4/π2 and ωLP and Q are defined in Equations 3.2.6 and 3.2.11.
In the initial approximation, β can be estimated as RBB/RFB. However,

the actual equation is more complex. A detailed differential mixer model
is available in Appendix A and a comprehensive calculation is provided in
Appendix B.

A comparison is illustrated in Figure 3.2.4 between the simulated and
calculated vout considering Equation 3.2.14 and Equation 3.2.15 with ωLP =

10MHz and QLP = 1/
√
2.

3.2.3 Frequency dependent feedback

The comparison between a first-order baseband filter and a second-order filter
highlights the trade-off between achieving linearity performance and input
matching impedance. The question arises: can this compromise be avoided?

Considering the frequency-dependent parameter β(s) = β0(1 + s/ωp)

shown in Figure 3.2.1, Equation 3.2.5 and Equation 3.2.14 are transformed
as follows:

Γ =
YIN − Ys

YIN + Ys

=
gm(1− β0)− gm(1− β0)

2gm(1− β0)
= 0 (3.2.16)
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Figure 3.2.4: Comparison between the simulated and calculated vout with a 1st order filter (blue) and a
2nd order filter (red)

and

vout
vs

(s) =
γRBB

2RS(1− β0)

1

s/ωp + 1
(3.2.17)

This configuration achieves broadband matching while maintaining the same
closed-loop bandwidth.

Advancing the analysis, as done in the previous section, it is considered
H(s) as second-order low-pass filter with a cutoff frequency of ωp and a
quality factor Q described by the equation

H(s) =
1

s2/ω2
p + s/(Qωp) + 1

(3.2.18)

with frequency-dependent β(s) = β0(1 + s/ωp).
The Equation 3.2.10 and Equation 3.2.15 become now

Γ =
β0/2

1− β0

· s(1−Q)

ωpQ
·

s Q
ωp(1−Q)

+ 1

s2

ωLP
2 +

s
ωLPQLP

+ 1
(3.2.19)

and

vout
vs

(s) =
γRBB

2RS(1− β0)

1
s2

ωLP
2 +

s
ωLPQLP

+ 1
(3.2.20)
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where

ωLP = ωp

√︄
1− β0

1− β0/2
QLP =

Q

1 +Qβ0/(2β0 − 1)

√︄
1− β0

1− β0/2
(3.2.21)

Figure 3.2.5 presents a comparison between simulated and calculated S11,
considering Equation 3.2.19 with ωLP = 10MHz and QLP = 1/

√︁
(2).

Figure 3.2.5: Ideal S11 with a 1st order filter (blue), 2nd order filter (red) and 2nd order filter with a zero
added in the feedback (purple)

It is important to note that, by appropriately selecting values for ωp and
Q, the transfer function doesn’t change. The S11 plot exhibits character-
istics between those of a first-order and second-order shaping, allowing the
achievement of a second-order filtering effect. Consequently, the desired in-
put impedance can be obtained by carefully choosing the appropriate values
of ωp, Q and β0.

Figure 3.2.6a and 3.2.6b show the root locus of Equation 3.2.15 and 3.2.20
respectively, as a function of the factor β.

3.2.4 Noise analysis

In this section, the noise model for the translational positive receiver is pre-
sented. The schematic shown in Figure 3.2.7 illustrates the primary contri-
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(a)

(b)

Figure 3.2.6: Root locus foi 2nd order filter (a) and 2nd order filter with a zero added in the feedback (b)

butions, with the noise factor F calculated by considering all noise sources
as white noise.

The transfer function of the system from vs to vout is given by

vout
vs

=
RBB

2Rs (1− β)
= Av (3.2.22)

This analysis assumes negligible the noise contribution from harmonic
mixing caused by mixers. Additionally, it is assumed that noisy devices



3.2 Circuit Analysis 37

exhibit no frequency dependency.
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Figure 3.2.7: Simplified noise schematic of the proposed positive feedback receiver

The noise factor is defined as

F =
v2n,out,Rs

+ v2n,out,MOS + v2n,out,RBB

v2n,out,Rs

(3.2.23)

From the schematic shown in Figure 3.2.7, three primary contributors are
considered: the contribution from the source resistance vn,out,Rs , the noise
contribution from the LNA vn,out,MOS, modeled as a common-gate MOSFET
and the one originating from the baseband vn,out,RBB

, as described in the
following equation

v2n,out,Rs
= 4kTRSA

2
v

v2n,out,MOS =
4kTγgmR

2
BB

(gmRS(1− β) + 1)2

v2n,out,RBB
= 4kTRBB

(3.2.24)

where k = 1.38 · 10−23 J/K represents the Boltzmann constant, T is the
absolute temperature and γ is the MOSFET coefficient dependent on the
basic transistor parameters and bias conditions.
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Substituting the results from Equation 3.2.24 into Equation 3.2.23, the
noise factor becomes

F = 1 +
4γgmRS (1− β)2

(gmRS(1− β) + 1)2
+

4Rs

RBB

(1− β)2 (3.2.25)

Applying the matching condition from Equation 3.2.4 (gmRS = 1/(1−β)),
the expression of the noise factor results in

F = 1 +
γ

2
(1− β) +

4Rs

RBB

(1− β)2 (3.2.26)

As shown in Equation 3.2.26, a higher loop gain results in lower receiver
noise. While reducing the Noise Figure is desirable, it’s crucial to assess the
system’s stability margins. Balancing noise reduction with stability forms a
critical aspect of receiver design, requiring an in-depth analysis to find an
optimal solution.

3.2.5 Third-order intercept point

In order to evaluate the linearity of the receiver, it is considered the Linear
Time-Invariant (LTI) model of the receiver shown in Figure 3.2.8, 3.2.9 and
3.2.10. The in-band nonlinearity is examined under the assumption that
the linearity limit is determined only by the Low Noise Amplifier (LNA).
Additionally, it is assumed that the transistor exhibits only third-order non-
linearity.

The coefficient α1 is determined considering the schematic in Figure 3.2.8.
Under the matching condition RS ·gm = 1/(1−β) (Equation 3.2.4), the value
of α1 is calculated as

α1 =
H(s)

2RS(β − 1)
(3.2.27)

A third-order nonlinearity (gm3(vs)
3) is injected, as illustrated in Fig-

ure 3.2.9. Assuming two in-band tones at frequencies f1 and f2 with 2f1−f2

also falling in-band, the inter-modulation tone experiences input matching.
The value of α3IB is derived as

α3IB =
gm3H(s)

2
(3.2.28)
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Figure 3.2.8: Simplified translational loop LTI model to compute third-order nonlinearity
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Figure 3.2.9: Simplified translational loop LTI model to compute the in-band third-order nonlinearity

To determine the IIP3 the Equation 3.2.29 [1] to the results shown in
Equation 3.2.27 and 3.2.28

|α1AIIP3| =
⃓⃓⃓⃓
3

4
α3A

3
IIP3

⃓⃓⃓⃓
(3.2.29)

obtaining in-band IIP3 as

AIB−IIP3 =

√︃
4

3

gm
gm3

=

√︄
4

3

1

gm3RS(1− β)
(3.2.30)

For the out-of-band IIP3 calculation, it is considered the two tones f1 and
f2 to be outside the band and the third-order intermodulation (2f1−f2) falls
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in-band. Assuming that at the frequencies f1 and f2 the positive feedback
is inactive due to being far from the cut-off frequency of the baseband filter,
the coefficient α3 is calculated in Equation 3.2.31 with IFB = 0:

α3 = gm3
1− β

2− β
H(s)A3

OOB−IIP3 (3.2.31)

The out-of-band IIP3 is then obtain from Equation 3.2.29 as

AOOB−IIP3 =

√︄
4

3

gm
gm3

1− β/2

1− β
=

√︄
4

3

1

gm3Rs

1− β/2

(1− β)2
(3.2.32)
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Figure 3.2.10: Simplified translational loop LTI model to compute the out-of-band third-order nonlinearity

3.3 Low Noise Transconductance Amplifier

Figure 3.3.1 illustrates the schematic of the cross-coupled common gate LNTA.
The input signal, differentially applied to INPLUS and INMINUS, is directly fed
into the sources of the NMOS transistors and it is capacitively coupled to the
sources of the PMOS transistors and to the gates of the four input transistors
through capacitors CP and CC, respectively.

The feedforward capacitance managed to obtain roughly two-fold reduc-
tion in transconductance (gm) while also reducing noise by a comparable
amount [1].

The differential feedback signal from the up-conversion mixers (FBPLUS

and FBMINUS) is capacitively coupled to the sources of both NMOS and
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Figure 3.3.1: Detailed LNTA schematic

PMOS transistors through CBB. In particular, large tail inductors (7.5 nH)
are employed to resonate the input impedance around 2 GHz. The use of
inductor degeneration facilitates voltage swings both above and below the
supply, enabling class AB operation and low-noise biasing.

The selection of a low-quality factor for the matching network, achieved
through the use of large inductors and small capacitors, is crucial for optimal
noise performance, as extensively analyzed in [46].

The output nodes OUTPLUS and OUTMINUS receive the sum of the input
signal current and the feedback current. These nodes are AC-coupled with
the down-conversion mixer.

To strike a balance between parasitic capacitance and output conduc-
tance, a non-minimum gate length of 60 nm is chosen. Both factors sig-
nificantly influence noise and distortion attributable to the transimpedance
amplifiers (TIAs). DC biasing is achieved through a common-mode feedback
circuit implemented using a single-stage self-biased Operational Transcon-
ductance Amplifier (OTA). The overall current consumption of the LNTA
stage is 7.2mA from a 1.2V voltage supply. The biasing is adjustable through
the current mirror MBIAS. In order to evaluate the performance advantage
given by the positive feedback architecture, the receiver is simulated, assum-
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Instance Value Unit

M1/2 115.2/0.06 µm/µm

M3/4 115.2/0.06 µm/µm

CP 4 pF

CC 655 fF

CBB 200 fF

COUT 3.2 pF

Lchoke (diff) 15 nH

RBP/N 100 kΩ

Table 3.3.1: Design parameters for the LNTA

ing ideal blocks for all components except the LNTA.
As previously discussed, the use of inductor degeneration enables the

achievement of a 10 dBm compression point. This point is reached when the
output nodes, OUTPLUS and OUTMINUS, approach the rail-to-rail voltage.
The LNTA emerges as the primary bottleneck affecting the out-of-band third-
order intercept point (OOB IIP3) of the receiver, achieving a value of 20 dBm.

Following the considerations presented in Section 3.2.3, the decision is
made to intentionally deviate from a perfect 50Ω differential impedance
match for the input impedance. As depicted in Figure 3.3.2, when all re-
ceiver components are assumed ideal except the LNTA, the S11 parameter
exhibits two notches. These notches are a consequence of the Q factor of the
baseband filter being higher than 1/

√
2. This compromise results in a re-

duction in inband matching, but it yields advantages in terms of out-of-band
linearity and matching bandwidth, as described in Section 3.2.5.

3.4 Down/up-conversion passive mixers

The I and Q down-conversion and up-conversion mixers are implemented as
passive switches. This architecture is chosen for his low complexity design
and zero bias current which provides a low flicker noise because there is no
DC current in switch-pair [48]. Passive switches give a conversion current effi-
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(a) (b)

Figure 3.3.2: Simulated LNTA S11 considering ideal receiver exept for the LNTA. The implementation of
the notches helps to keep a matching bandwidth over 20MHz

ciency equal to 2/π [49], while a detailed differential mixer model is available
in Appendix A.

This architecture enhances the mixer’s linearity. The absence of any
voltage swing across the switching transistors indicates the absence of any
signal across the nonlinear capacitors at the switching pairs’ input. In real-
ity, charging and discharging nonlinear capacitances can have a significant
influence on the linearity of the receiver, which, ideally, should depend only
on the LNTA [50]. Larger MOS transistors in the mixer can achieve a better
linearity as shown in Figure 3.4.2 resulting in larger overlap capacitances and
hence larger RF drain currents which could lead to an increasing in its noise
contribution [51].

The I and Q down-conversion and up-conversion mixer switches are biased
with a VGS=0.75 V and driven by a single frequency divider working off a
1 V supply. The down-conversion mixer switches are low threshold voltage
NMOS in order to reduce the resistance Rswdc=25 Ω, while the up-conversion
mixer switches have a resistance of Rswuc = 140Ω. The shunt capacitor CBB1

is implemented as 14 pF single-ended and 6 pF differential while CBB2 is 1 pF.
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Figure 3.4.1: Main receiver down-conversion (a) and up-conversion (b) mixers schematic.

Figure 3.4.2: P1dB of the down-conversion mixer as a function of mixer’s switches

3.5 Base-Band Filter

In the current-mode receiver architecture, the first block after the passive
mixer is either a filtering trans-impedance amplifier (TIA) or a higher order
filter [52–54]. This stage must have a good OOB linearity not to limit the
receiver IIP3 and also it has to show low input impedence not to degrade
linearity of the LNTA. To achieve these targets, an also a good input referred
noise, the architecture shown in Figure 3.5.1 is proposed.

The base-band filtering TIA is implemented with three CMOS inverter-
based integrators with multi-loop feedback. A virtual ground is created at
the TIA input, making the TIA bandwidth, gain and poles quality factor
independent of the LO frequency. The first stage, which is an integrator,
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Figure 3.5.1: Main receiver baseband filter schematic

should have a high gain (small C1) in order to make the noise contribution of
the following stages negligible. However, the first stage absorbs most of the
down-converted OOB blockers current through capacitor C1. A large C1 is
therefore desirable to reduce the voltage swing and the distortion introduced
by the first stage due to large OOB blockers. Hence, the value of C1 was
chosen as a compromise between noise and linearity.

The input impedance of the TIA increase as the frequencies does because
of the decreasing of the stages’ gain. This effect could be mitigated with the
shunt capacitor CBB1 which provides low impedance path for high frequency
components. Besides shunting the signal at the clock harmonics, CBB1 main-
tains low input impedance across frequency to preserve both mixer IIP2 and
IIP3 with strong OOB interferers [55] and it filters the higher frequency down
converted interferers, improving TIA OOB IIP3 [56].

The feedback resistor R1 can be chosen once defined the desired gain.
The time constants of the second and third stages (τ 2 and τ 3) allow to set
the poles at the desired frequency, while resistors R4 and R5 control the
quality factor of the complex poles. The DC gain and unity-gain frequencies
of the second and third stages were set to 4 and 100MHz and 2 and 160MHz
respectively. This ensures that in-band distortion is limited by the third
stage, which sees the largest voltage swing.

As the interferers frequency increase, IIP3 improves quickly thanks to
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the second-order frequency response. A further improvement is introduced
above 80MHz by the real pole. Assuming perfectly linear components in
the LNTA and mixers, the receiver OOB IIP3 reaches a value of 31 dBm at
80MHz offset frequency, limited by the TIA. The power consumption ratio
of the three stages is n = 4 : 2 : 1, resulting in a total power consumption of
28.6mW I and Q.

Instance Value Unit

R1 3.45 kΩ

R2 1 kΩ

R3 4 kΩ

R4 2 kΩ

R5 4 kΩ

C1 12 pF

C2 1.7 pF

C3 0.5 pF

Table 3.5.1: Design parameters for the Main receiver baseband filter

The structure of each inverter stage is the same presented in [2, 35]. The
inverter-based BB TIA architecture is chosen because it offers low noise with
good power efficiency [57] and also doesn’t require any extra common-mode
feedback (CMFB), avoiding any extra noise or power consumption.

This circuit shows a differential gain of (gmN+gmP)·(roN//roP) and a com-
mon mode gain of gmN/gmCM, where gm— and ro— are the transcondactance
and the output impedance of the mosfets MCM, MP and MN [2].

It has been shown that by sizing the PMOS and NMOS devices such that
their transconductances are equal, IIP2 is improved through push-pull drive
and IIP3 through local distortion cancellation [58, 59].

The transfer function of the third order filter is:
vout
iin

=
R1

s3τ1τ2τ3 + s2τ1 (τ2/A3 + τ3/A2) + sτ1/(A2A3) + 1
(3.5.1)

τ1 = R1 · C1 τ2 = R2 · C2 τ3 = R4 · C3

A2 = R3/R2 A3 = R5/R4
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3.6 Measurement Results

The proposed Main receiver prototype was fabricated in a TSMC 28 nm
CMOS process and the chip photograph is reported in Figure 3.6.1. The
area is 0.360mm2 and it is mostly occupied by the two choke inductors of
the LNTA.

0.
8 

m
m

1 mm

LNTA

BBBB
MIX

DIV

Figure 3.6.1: Main receiver chip photograph [60]

Figure 3.6.2 shows the measured and simulated S11 at 2GHz. The plot is
obtained probing directly the pad of the chip. The plot shows a S11 slightly
below −10 dB over a RF bandwidth of 17MHz also resulting in an S11 that is
unbalance between frequencies on the left and on the right of the carrier. This
issue can be fixed mixing the I and Q path with a crossing resistance [61].

Figure 3.6.3 shows the measurement setup. The chip is bonded on PCB
and two on-board baluns are mounted to convert the signal from single-
ended to differential. The output is detected with a LeCroy AP033 active
differential probe which is connected to the onboard pinhead. The losses of
the measurement setup including 1:1 off chip balun, PCB traces and cables
are de-embadded from the plot presented in this section.

The Main receiver frequency response is shown in Figure 3.6.4. It shows
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Figure 3.6.2: Main receiver measured and simulated S11

LO0-180

LO90-270

DIVIDER

 2

On PCB

NCS4

NCS1

Agilent 
E8257D PSG 

Signal Generator
LeCroy 
AP022 

Diff. Probe

Rohde&Schwartz FSQ8 
Spectrum Analyzer

Q-path

BUFOUT

LO90

2nd order 
BB FILTER

BUFOUT

LO0

LO0

LO180 CBB1

CFB

I-path

PLUS 
IN 

MINUS 

PLUS FB MINUS

LNTA

LO0

LO0

LO180 CBB2

RFB

CFB

RFB

CL

RL

RL

PLUS 
OUT 

MINUS 

Figure 3.6.3: Main receiver simplified measurement setup. Where needed (compression measurement, NF
expansion measurement. . . ) the input signal is first combined and then sent to the PCB

14MHz cut of frequency and more than 40 dB gain. The high filtering order
is due to the third pole in the third stage of the baseband filter and the RC
low-pass filter at the input of the output buffer which also help at reducing
the picking of the transfer function.

The integreted Double Side-Band Nose Figure (NFdsb) (Figure 3.6.5) over
10MHz bandwidth is 3.3 dB. It is measured with 20 dB probe gain to over-
come the spectrum analyzer’s noise and reduce the loading parasitic capaci-
tance of the probe. Table 3.6.1 shows the simulated noise breakdown. Con-
sidering the noise contribution from the port, the excess of noise is due to the
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Figure 3.6.4: Main receiver transfer function with 2GHz frequency carrier

Figure 3.6.5: Main receiver Noise Figure with 2GHz frequency carrier

folding effect. At the band-edge the gain of the first stage of the baseband
filter start to decreased and so the noise of the following stages start to ramp
up, increasing the overall noise figure, as shown in Figure 3.6.5.

The In-Band (IB) small-signal gain compression is measured combining
an interferer at 2.085GHz (∆f/ω3-dB = 6 respect to LO) through Suhner
4901 19.a power combiner with a small IB signal. Figure 3.6.6 shows the
1 dB compression point (P1dB) of the Main receiver. From the reported plot
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Block
Noise Factor Noise Factor Noise Factor

@2MHz @5MHz @10MHz

PORT 68% 69% 66%
LNTA 15% 15% 14%

BB-FILT 6% 6% 10%
MIXERs 7% 7% 7%
OTHERS 4% 3% 3%

Table 3.6.1: Main receiver noise breakdown

it is visible that P1dB = −2 dBm is achieved, which is 5 dB higher than the
target TX leagage interferer plus 6 dB peak-to-average power ratio (PAPR).
The gain compression is mainly due to the baseband filter, as discussed in
Section 3.5

As discussed in Section 1.1.4, reciprocal mixing effect increases the noise
spectrum at the IF frequency when a strong unwanted signal is present. The
Noise Figure expansion is tested measuring the output noise spectrum with
a OOB blocker at 85MHz (∆f/ω3-dB = 6) offset frequencies (with respect to
LO). In order to decouple the phase noise of the instruments from the one
of the on-chip divider, the input LO signal and the blocker are filtered with
a Cavity Band Pass Filter. In detail ZVBP-4000-S+ [62] cavity bandpass
filter is connected after the 2FLO = 4GHz signal generator and a ZVBP-
2100-S+ [63] cavity bandpass filter is used to attenuate phase noise around
blocker’s frequency.

Figure 3.6.6 shows Noise Figure expansion as a function of blocker power.
1 dB noise figure expansion is observed for Pblocker = −4 dBm, increasing to
6.5dB when a 0 dBm blocker is introduced.

The OOB IIP3 is measured through a two-tone intermodulation test two
tones at FLO +∆f and FLO + 2∆f + 2MHz with FLO = 2GHz. OOB IIP3 is
tested for different offset frequencies shown in Figure 3.6.7. The OOB IIP3
increases very steeply reaching the maximum around ∆f = 40MHz offset.

Comparing the measurement results of 1 dB compression point, 1 dB noise
figure expansion and IIP3 targeted performances (Equations 3.1.2 and 3.1.4),
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Figure 3.6.6: Measured Main receiver compression gain (left) and NF expansion (right) due to a blocker
located at 85MHz from FLO

Figure 3.6.7: Measured Main receiver OOB-IIP3 due to two interferences at FLO + ∆f and FLO =

2∆f + 2MHz

it is derived that this receiver could tolerate an OOB insertion loss of 35 dB,
which is 5 dB lower than the targeted value.

The receiver’s transfer function is also measured as a function of different
carrier frequencies. The results from FLO = 2GHz up to FLO = 2.8GHz
is reported in Figure 3.6.8. The average gain remains above 40 dB, with
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good agreement with the simulations. The OOB IIP3 is also measured as
function of the of the LO frequency FLO and reported in red 3.6.8. The
OOB IIP3 is obtain using the same measurement setup with the first tone
at ∆f/ω3-dB = 2.8, where ω3−dB = 14.3MHz is the −3 dB bandwidth of the
receiver.

Figure 3.6.8: Measured Main receiver transfer function as frequency of FLO

The NFdsb is measured as a function of the FLO as well. Figure 3.6.9
reports less than 3.5 dB NFdsb integrated over 10MHz bandwidth from 2 to
3GHz of frequency’s carrier.

The achieved results are compared with other State-of-the-Art receiver in
Table 3.6.2. In comparison with solutions [45, 64–67] the proposed receiver
achieves higher gain and comparable Noise Figure and it exhibits the lowest
NF expansion in the presence of a 0 dBm an interferer, except for [64] which
places the blocker at relative greater distance (∆f/ω3-dB = 8) respect to
this solution (∆f/ω3-dB = 6) and consuming over twice the power at 2GHz
compared to this design.

The traslational positive feedback architecture effect is enlightened by
the linearity result. This solution achieves the higher OOB IIP3 with a
blocker placed at only ∆f/ω3-dB = 2.8 distance respect to the LO. This
result is exceeded only by [64] due to its significantly lower gain (20 dB).
The blocker tolerance measured thought 1 dB gain compression shows a very
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Figure 3.6.9: Measured Main receiver noise figure as frequency of FLO

good tolerance to the interferes.
The area occupied by this design is the second smallest, while in terms of

power consumption, it is the lowest among the designs presented at 2GHz.
Compared to other works with similar RF bandwidth reported in Table 3.6.2,
the solution presented in this work provides the largest S11 bandwidth below
-10 dB.
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Reference
[45] [64] [65] [66] [67] [60]

RFIC 2015 JSSC 2018 JSSC 2021 ISSCC 2023 ISSCC 2023
This Work

Nejdel Lien Wang Montazerolghaem Araei

Architecture
Mixer First

Mixer first
BPCG LNTA first Mixer first LNTA first

Trasl.Pos. FB Noise Canceling Double Trasl. FB Harmonic-Rejecting Trasl.Pos. FB
Technology 65nm CMOS 45 nm SOI 45nm SOI 40nm CMOS 45nm SOI 28nm CMOS
fRF [GHz] 0.7− 3.8 0.2− 6 0.02− 2 0.4− 7.3 0.25− 2.5 2− 2.8

Gain [dB] 40 21 40 42 35 43
BB BW [MHz] 15 10 - 150 15 14

NF [dB] 2.5− 4.5 2.3− 5.4 2.1− 2.5 3.2− 5.8 3.5− 5.5∗ 3.2− 3.4

0 dBm Blocker
-

4.7 6.7 9.65 7.8 6.2
NF [dB] ∆f/ω3-dB = 8 ∆f = 80MHz ∆f/ω3-dB = 10 ∆f/ω3-dB = 12 ∆f/ω3-dB = 6

OOB IIP3 [dBm]
+8 +22 +14 +7 +8 +18

∆f/ω3-dB = 2.8 ∆f/ω3-dB = 2.8 ∆f = 100MHz ∆f/ω3-dB = 3 ∆f/ω3-dB = 2.8 ∆f/ω3-dB = 2.8

P1dB [dBm]
+1 +10

-
-4.8 -2 -1.9

∆f/ω3-dB = 6 ∆f/ω3-dB = 6 ∆f/ω3-dB = 6 ∆f/ω3-dB = 6 ∆f/ω3-dB = 6

LO leakage [dBm] < −70 < −65 < −80 - - < −70

Supply [V] 1.2 1.2 1.2-1.6 1.3 1-1.2 1.2
Active Area (mm2) 0.23 0.8 1.05 0.42 0.65 0.36

Power [mW]
8.16 50

68-95
100

32.4-54
37

27 [mW/GHz] 30 [mW/GHz] 13 [mW/GHz] 7 [mW/GHz]
*Minimum spotted Noise Figure.

Table 3.6.2: Performance comparison with state-of-art receivers



Chapter 4

Auxiliary Receiver validation

In this chapter the Auxiliary receiver is presented.
In the first Section 4.1, the target performances
and the receiver’s architecture will be briefly in-
troduced and in the end the results obtained from
the measurements will be presented in Section 4.2.

4.1 Circuit implementation

The design of the Auxiliary receiver was not addressed in this activity and
its design approach is detailed in [68]. Figure 4.1.1 illustrates the schematic
of the Auxiliary receiver.

BUFOUTBUFOUT

LO90

Q-pathR3

Rm

BUFOUT

C1

I-path

C1 R2

C2

R3

R3

R2
C2

PLUS 
IN 

MINUS 

LNTA

PLUS 
OUT 

MINUS 

LO0

LO0

LO180 OTA

PLUS 
IN 

MINUS 

PLUS 
OUT 

MINUS 

LNTA

LO180

LO0

LO90

R3

BUFOUT

R3

C2

R2

C2

Figure 4.1.1: Block schematic of the proposed Auxiliary receiver
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The LNTA employs a two-stage topology. The first stage adopts a Source
Degenerated (SD) topology, as depicted in Figure 4.1.2, with a single de-
generation inductor LD. At lower frequencies, capacitor CD decoupled the
center-tap of the inductor.

The drain current of the P and N input MOSFETs is routed to the second
stage via a transformer. A transformer with a 5 : 3 turn ratio is utilized
to implement an LC filter while providing current gain. The second stage
functions as a current buffer utilizing Cross-Coupled Common Gate (CCCG)
transistors.

The output current from the LNTA is down-converted by a 4-phase 25%
duty-cycle passive mixer. Rauch TIAs complete the chain, converting the
signal current to voltage and performing second-order filtering.

The total bias current of the LNTA is 9.5mA, with 8mA allocated to
the SD-LNTA stage and the remainder to the second stage. The transcon-
ductance (gm) of each transistor in the first and second stage is 90mS and
14.4mS respectively. The center-tapped inductor LD has an inductance of
4.9 nH, while the capacitor CD is 4.1 pF.

To match the input impedance with the instrument’s output impedance,
an on-chip resistance Rm = 1.2 kΩ is implemented.

4.2 Measurement Results

The proposed Auxiliary receiver prototype was fabricated in a TSMC 28 nm
CMOS process. Figure 4.2.1 displays the chip photograph. The total area
occupies 0.5mm2, mainly comprising two transformers and the LD inductor.

Figure 4.2.2 shows the measurement setup. The chip is wire-bonded to
a 4-layer PCB with FR-4 substrate and the input signal is converted from
single-ended to differential by a NCS2-33+ [69] on-board balun. The 4GHz
input signal used to drive the on-chip divider is converted from single-ended
to differential by a NCS4-442+ [70] on-board balun. The output is sensed
with a LeCroy AP033 active differential probe which is connected to the
onboard pinhead. The losses of the measurement setup including 1:2 off chip
balun, PCB traces and cables are de-embadded from the plot presented in
this section since they will not be present when the circuit is integrated with
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Figure 4.1.2: Schematic of the first stage of the Auxiliary LNTA

the TX.

Figure 4.2.2 illustrates the measurement setup. The chip is bonded to
a 4-layer PCB with an FR-4 substrate and the single-ended input signal is
converted to differential using an NCS2-33+ [69] on-board balun. The 4GHz
input signal driving the on-chip divider is converted from single-ended to dif-
ferential with an NCS4-442+ [70] on-board balun. The output is probed with
a LeCroy AP033 active differential probe connected to the onboard pinhead.
Measurement setup losses, including the 1:2 off-chip balun, PCB traces and
cables, are de-embadded from the presented plots in this section. In the final
FDD chip, these losses won’t be present when the circuit integrates with the
TX.

During the chip validation phase, an oscillation was observed at the re-
ceiver input. Figure 4.2.3 displays the resulting measurement using the Ro-
hde&Schwartz FSQ8 Spectrum Analyzer connected via the PCB connector.
This oscillation is common-mode and can be simulated by considering the
S-parameters of the balun or by applying a common-mode stimulus at the
input of the LNTA.
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Figure 4.2.1: Auxiliary receiver chip photograph [68]

LO0-180

LO90-270

DIVIDER

 2

On PCB

NCS4

NCS2

Agilent 
E8257D PSG 

Signal Generator
LeCroy 
AP022 

Diff. Probe

Rohde&Schwartz FSQ8 
Spectrum Analyzer

BUFOUT

LO90

Q-pathR3

Rm

BUFOUT

C1

I-path

C1 R2

C2

R3

R3

R2
C2

PLUS 
IN 

MINUS 

LNTA

PLUS 
OUT 

MINUS 

LO0

LO0

LO180 OTA

50 

Figure 4.2.2: Auxiliary receiver simplified measurement setup. Where needed (compression measurement,
NF expansion measurement. . . ) the input signal is first combined and then sent to the PCB

In Figure 4.2.4 can be observed the simulated voltage at the input node
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Figure 4.2.3: Power spectral Density of the oscillation observed at the input of the auxiliary receiver

of the receiver considering PCB trace parasitic extraction and the balun’s S-
parameters. From the simulation results can be observed that the oscillation
can be avoid with the introduction of two 50Ω resistors in series at the
output of the balun, as shown in Figure 4.2.2. This result is validate with
the measurement.

Figure 4.2.4: Transient simulation of the input voltage of the LNTA with and without resistors

The frequency response of the Auxiliary receiver is measured using the
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setup depicted in Figure 4.2.2 and the gain versus IF frequency is presented in
Figure 4.2.5 for a 2GHz LO. The in-band down-conversion gain is 25.2 dB,
achieving 35 dB filtering thanks to the Rauch filter at the 80MHz offset
frequency from the RX band.

Figure 4.2.5: Auxiliary receiver transfer function with 2GHz frequency carrier

Figure 4.2.6 illustrates the integrated Double Side-Band Noise Figure
(NFdsb) over a 10MHz bandwidth, which is 6 dB. Similar to the Main RX,
the NFdsb is measured with a 20 dB probe gain to overcome the spectrum
analyzer’s noise and reduce the loading parasitic capacitance of the probe.

The large signal tolerance of the Auxiliary receiver is demonstrated in Fig-
ure 4.2.7. The measurement combines an interferer at 2.080GHz (∆f/ω3-dB =

7 with respect to LO) through a Suhner 4901 19.a power combiner with a
small IB signal. The 1 dB compression point (P1dB) occurs at 7 dBm, 4 dB
earlier than in pre-tapeout simulations.

This discrepancy is due to the interconnect parasitic resistance (about
25Ω) between the mixer and the baseband filter, that was not correctly
extracted. [68]

Figure 4.2.8 shows the Noise Figure expansion in the presence of an Out-
of-Band (OOB) blocker at 80MHz and 160MHz. The system is affected by
the phase noise of the instrumentation, as the phase noise of the divider at
80MHz and 160MHz frequency offsets is almost equal.
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Figure 4.2.6: Auxiliary receiver Noise Figure with 2GHz frequency carrier

Figure 4.2.7: Measured Auxiliary receiver compression gain due to a blocker located at 80MHz from FLO

The performance of the Auxiliary receiver is compared with the state-of-
the-art in Table 4.2.1. In [71], a filter Figure of Merit (FOM) is proposed,
which is independent of the integrated bandwidth and considers power con-
sumption. It is defined as

FOM = P1dBdBm − Pn1Hz − 10 log10 (PwrFLO) (4.2.1)

where P1db is the 1 dB compression point, Pn1Hz is obtained from the thermal
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Figure 4.2.8: Measured Auxiliary receiver NF expansion due to a blocker located at 80MHz and 160MHz
from FLO

noise floor (−174 dBm/Hz) increased by the noise figure and PwrFLO is the
total power consumption at the working frequency.

Reference
[72] [73] [2] [64] [74] [75] [68]

ESSCIRC 2017 TMTT 2016 ISSCC 2017 JSSC 2018 JSSC 2019 ISSCC 2021
This Work

Montanari Hasan Lien Lien Musayev Montazerolghaem
Architecture LNTA first N-Path filter N-Path RX Mixer first Quantized RX N-Path LNA RX LNTA first
Technology 28 nm CMOS 65 nm CMOS 28 nm CMOS 48 nm SOI 65 nm CMOS 40 nm CMOS 28 nm CMOS
fRF [GHz] 0.7− 2 0.1− 1.4 0.1− 2 0.2− 8 0.7− 1.4 0.4− 3.2 1.9− 2.1

Gain [dB] 27− 30 23 18-12 21 20.8-36.8 36 25.3
BB BW [MHz] 30 10 13 10 10 80 10

NF [dB] 6.2− 9.6 3− 4.2 4− 10 2.3− 5.4 14.6− 1.9 2.7− 3.6 6
0 dBm Blocker 6.2 6 8 (1.3GHz) 4.7 (1.4GHz) 7.9 8.3 7.1

NF [dB] ∆f/ω3-dB = 3 ∆f/ω3-dB = 4 ∆f/ω3-dB = 6 ∆f/ω3-dB = 8 at B1dB ∆f/ω3-dB = 6.25 ∆f/ω3-dB = 16

P1dB [dBm]
5 8 13 12 10.5, -8.5 -5 7

∆f/ω3-dB = 1.7 ∆f/ω3-dB = 4 ∆f/ω3-dB = 6 ∆f/ω3-dB = 8 ∆f/ω3-dB = 10 ∆f/ω3-dB = 5 ∆f/ω3-dB = 8

Active Area (mm2) 0.12 2.4 (w/ pads) 0.49 0.8 0.25 0.6 0.5

Power [mW]
16.2 48 30 50 13.7, 14 58.5 27

24 [mW/GHz] 17.7 [mW/GHz] 36 [mW/GHz] 30 [mW/GHz] 37.2 [mW/GHz] 17.6 [mW/GHz] 10 [mW/GHz]

FOM [dBm/Hz]
151.3 160.1 156.9 162.8 153− 146.8 146.3 158.3
2GHz 1GHz 2GHz 2GHz 0.9GHz 2GHz 2GHz

Table 4.2.1: Performance comparison with state-of-art receivers

Compared to other receivers consuming almost twice [73–75] or more [2,
64] power at 2GHz, this solution exhibits an FOM close to N-path based
and mixer-first receivers with impedance-matched input and it demonstrates
a 7 dB improved FOM compared with the input unmatched auxiliary re-
ceiver [72].
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Considering the post-layout simulation shown in Figure 4.2.7, a lower
resistance mixer interconnect provides over 5 dB improvement in the 1 dB
compression point, resulting in a FOM of 163.3 dBm/Hz, which would be
the best among those listed in Table 4.2.1.
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Chapter 5

Digital Signal Processing

In this chapter, the FPGA design, which includes
a Clock and Data Recovery (CDR) module, a stor-
age memory and a UART interface for signal
transmission, is presented in Section 5.1. Sub-
sequently, the design is validated, demonstrating
initial signal cancellation through the utilization
of an adaptive digital filter employing the Least
Mean Squares (LMS) algorithm.

5.1 FPGA Design

In order to validate the effectiveness of the Frequency Division Duplex (FDD)
proposed and the capability of the digital cancellation of the leakage noise,
a Digital Signal Processing (DSP) block has to be design, where the Self-
Interference Cancellation will be executed.

In this first step of the project it was not possible to implement a DSP
on-chip, so the design of an FPGA coupled with a post-processing signal with
the software MATLAB® is considered.

Figure 5.1.1 illustrates the design implemented in the FPGA. The data
path is shown in purple, while the clock signals are highlighted in blue.
It is important to note that the input RF signal, the clock signal and the
internal clock of the FPGA must have the same phase reference. This can be
achieved by implementing a Clock and Data Recovery (CDR) which selects

65
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ADC 
BOARD 32 BIT UART 

CTRL

PLL

MHz LO

MHz

BANK 
REG

WRIT 
LOGIC

4 
Ph

as
es

CLKREF
ADD 
MUX 

FSMCTRL SW

FPGA

SDRAM 
CTRL MATLAB 

Figure 5.1.1: Block diagram of the implemented FPGA design

one of the four phases generated by a Phase-Locked Loop (PLL) that takes
the reference from the same signal that clocks the ADCs. Once the 4 bytes
are sampled, they are stored in a bank register to be sent to the on-board
Dynamic Random Access Memory (DRAM). An Finite State Machine (FSM)
controlled by on-board switches determines the state of the DRAM through
writing, reading, or resetting states.

5.1.1 Clock and Data Recovery

In serial data communication, there could be a situation in which the clock
phase at the opposite end of the communication is relatively different, result-
ing in the data receiver being unable to sample correctly. In this situation a
CDR must be implemented.

Figure 5.1.2a illustrates the first stage of the Clock and Data Recovery
(CDR) proposed in [76]. The received data is sampled by four clock phases
generated by a PLL whose reference is the same clock as that of the ADCs.

The Least Significant Bit (LSB) is taken as the reference signal because
it has the highest switching frequency. The four paths are four delay lines
with different delays to obtain a coherent signal at the end of the chain. The
third (XZ(2)) and the fourth (XZ(3)) delayed bits are fed into logic gates,
as shown in Figure 5.1.2b, whose result determines if the sampled signal has
changed or not. If so, this path provides valuable information, as shown in
Figure 5.1.3a.
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(a)

(b)

Figure 5.1.2: Block diagram of the 4 triggers of the CDR (a). Logic gates XOR and AND of the path A
(b)

In Case 1, clock domain A is the first to detect that the LSB has changed,
so path C will be used because in its domain the data will be stable. In Case
2, clock domain B recognizes the transition first, so the data clocked in during
time domain D is forwarded into the system. Similarly, the correct front is
determined in Cases 3 and 4, where the signal switches just before the clock
edges C and D.

The results of the logic gates XORs and ANDs are used as a control signal
for a multiplexer, whose truth table is shown in Table 5.1.1. This multiplexer
selects which signal XZn-5(0) is led to the output, where X is a row A, B, C,
or D. The output signal is delayed by five clock cycles relative to the input
signal. The default starting path selected is C, deemed optimal when the
signal synchronizes with the input clock reference (A).

Table 5.1.2 shows all the possible states of 4 triggers of the CDR with the
correspondent path selected as a function of the input signal.

Figure 5.1.3b shows the time diagram of the behaviour of the CDR block
simulated through ModelSim environment when a phase variable signal is
applied at the input.
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Figure 5.1.3: Time diagram example of the possible input signal timing (a). Output behaviour of the
CDR simulated with ModelSim (b)

AAP/N BBP/N CCP/N DDP/N Chosen Path

1 1 1 1 C
1 0 0 0 D
1 1 0 0 A
1 1 1 0 B

others LAST

Table 5.1.1: Truth table of Multiplexer implemented in the CDR

5.1.2 SDRAM controller and FSM

The SDRAM Controller serves as an interface to the 128MB Synchronous
Dynamic Random Access Memory (SDRAM) incorporated in the DE2-115
board, implemented through two 64MB SDRAM devices [77]. Each de-
vice features separate 16-bit data lines interfaced with the FPGA, alongside
shared control and address lines.

The on-board SDRAMs execute an auto-refresh routine a minimum of
8192 times per clock period. Throughout this auto-refresh command, address
bits remain in an idle state. To prevent any data loss during this period, a
bank register is employed, as shown in Figure 5.1.1.

Given the absence of a feedback control flag in the devices, the designed
SDRAM controller must align with the latency of every command [78]. Fig-
ure 5.1.4 illustrates the controller implemented with a (FSM).

Following the power-up and initialization of the SDRAMs, the sampled
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Figure 5.1.4: State diagram of the SDRAM controller FSM

signals are stored in the memories until they reach full capacity. Subsequently
the state changes from Write to Read and the stored signals are transmitted
through the UART interface.

5.2 First prototype results

The initial prototype encounters limitations when measuring a modulated
signal. To evaluate the design’s robustness, two sinusoidal signals, each with
a power of −3 dBm at 2.7MHz, are inputted into a fourth-order low-pass
filter with a cutoff frequency of 15MHz. The filtered signals are then sam-
pled at 50MHz by the 8-bits ADCs. The FPGA utilized is a Cyclone® IV
FPGA chip on the DE2-115 [77] development and education board. It is
designed to sample and store 1.5ms of signal in the on-board SDRAM, seri-
alize it (as detailed in Section 5.1) and then transmit the bit stream through
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UART communication to MATLAB® for further processing, as illustrated
in Figure 5.2.1.

The Adaptive Filter employed is a linear equalizer from the comm.LinearEqualizer
System objectTM [32], as depicted in Figure 2.2.5 in Section 2.2.2.

ADC

ADC - Board

ADC

FPGA

DRAM UART

Signal 1

Signal 2

MATLAB

Adaptive Filter
y e

Spectrum Analyzer

x

d

Figure 5.2.1: Block diagram of the measurement setup. Transmission of serialized signals from FPGA to
MATLAB® for processing

In this application, the condition in which the two input signals cancel out
is examined, focusing on the output e of the equalizer. Once implemented,
the equalizer adaptively adjusts tap weights to minimize the difference be-
tween the desired signal d (Signal 1) and the filter output y.

Figure 5.2.2 illustrates three metrics useful for choosing the length of the
adaptive digital filter and so its complexity. The root mean square (rms) is
calculated for each period of the signal as

rmsk =

⌜⃓⃓⎷ 1

T

kT∑︂
i=(k−1)T

(ek − ei)
2 with k = 1, 2 . . . (5.2.1)

where ei and ek are the signal error at the filter output and its mean in the
period k, T is the period of the input signal and k is the period index. In the
top plot of Figure 5.2.2, the minimum achieved rms is shown as a function
of the number of taps. As expected [31], the error decreases as the filter
complexity increases.

The convergence time of the filter is defined as the time at which the rmsk

is less than two times the amplitude of the signal reduced by 35 (2A ·0.0178)
or 40 dB (2A · 0.01). As depicted in the middle plot of Figure 5.2.2, the
convergence time increases with the number of taps, reaching its maximum
around 4µs for the 35 dB condition, corresponding to 180 samples.



5.2 First prototype results 71

Figure 5.2.2: Resulting rms of the e LMS output for 1ms sampled input signals (top), time required to
the filter to reach convergence level (middle) and, DNR as function of number of taps (bottom)

The last plot in Figure 5.2.2 displays the Digital Signal Cancellation
(DSC) calculated as

DSC|dB = Psignal|dB − Pe−LMS|dB (5.2.2)

where Psignal is the Power Spectral Density (PSD) of Signal 1 and Pe−LMS

is the integrated PSD of the output e of the equalizer. The spectrum of the
signal is obtained through a custom MATLAB® function where the spectrum
can be derived from a waveform. A Hanning window can be applied to
the signal and the noise can be integrated up to 10MHz, as depicted in
Figure 5.2.4.

As illustrated in the third plot of Figure 5.2.2, after convergence, the filter
successfully reduces the signal level by up to 30 dB regardless of the number
of taps.

Figure 5.2.3 portrays the waveform of Signal 1 and 2 along with the
respective output error e and rmsk value for an LMS filter with 9 taps. In
the time domain, the applicability of the adaptive digital filter is even more
evident, as it achieves convergence in just a few periods, compensating for
the delay of the two signals.

The respective PSD is shown in Figure 5.2.4. Here, the sampled signal and
its noise are visually represented in black and red, respectively. The resulting
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Figure 5.2.3: Wave plot of the sampled signals (black and blue) with the resulting e LMS output

Figure 5.2.4: Signal and noise representation with resulting power spectral density after Adaptive Digital
Filter processing

power spectral density of the output signal of the filter e is depicted in blue.
This comprehensive visualization provides insights into the efficacy of the
applied Adaptive Digital Filter using the LMS algorithm.

The plot in Figure 5.2.4 demonstrates that the filter successfully cancels
out the −3 dBm signal, resulting in an integrated noise power of −33.5 dBm.

The current prototype lays the foundation for future enhancements, envi-
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sioning the integration of both main and auxiliary receivers. This evolution
will enable measurement of the cancellation efficacy when a modulated sig-
nal is introduced at the receiver’s input as simulated in Section 2.2. The
successful cancellation of modulated signals presents an exciting avenue for
further exploration and application in scenarios
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CLK Path DATA Z(0) Z(1) Z(2) Z(3) P N Chosen Path

1

A 0 X X X X X X

C
B 0 X X X X X X
C 0 X X X X X X
D 0 X X X X X X

2

A 1 0 X X X X X

C
B 1 0 X X X X X
C 1 0 X X X X X
D 1 0 X X X X X

3

A 1 1 0 X X X X

C
B 0 1 0 X X X X
C 0 1 0 X X X X
D 0 1 0 X X X X

4

A 0 1 1 0 X X X

C
B 0 0 1 0 X X X
C 1 0 1 0 X X X
D 1 0 1 0 X X X

5

A 1 0 1 1 0 1 0

C
B 1 0 0 1 0 1 0
C 1 1 0 1 0 1 0
D 0 1 0 1 0 1 0

6

A 0 1 0 1 1 0 0

C
B 0 1 0 0 1 0 1
C 0 1 1 0 1 0 1
D 0 0 1 0 1 0 1

7

A 1 0 1 0 1 0 1

D
B 1 0 1 0 0 0 0
C 1 0 1 1 0 1 0
D 1 0 0 1 0 1 0

8

A 1 1 0 1 0 1 0

A
B 0 1 0 1 0 1 0
C 0 1 0 1 1 0 0
D 0 1 0 0 1 0 1

Table 5.1.2: Possible states of the CDR output as a function of the input DATA (LSB)



Conclusions

Confronting the new challenges posed by the 5G communications era, this
thesis proposes a SAW-Less FDD Receiver that uses SIC architecture in order
to achieve strong OOB interferer tollerance while providing the necessary
tunability required by modern mobile communication standards.

The receiver prototype architecture consists of three main components:
the Main receiver, the Auxiliary receiver and the Digital Signal Processing
(DSP) block. The design is first verified through MATLAB® simulations.
The SIC is applied by employing an Adaptive Digital Equalizer within both
the Main and Auxiliary loops. As a result, the desired standards requirements
can be met while significantly reducing the front-end SAW filter’s level to less
than 40 dB.

The Main and Auxiliary receivers are validated on silicon. For the Main
receiver is chosen a translational positive feedback loop architecture. This
design achieves a balance between IB and OOB selectivity, thereby improving
both linearity and noise performance, as described in the dedicated chapter.
The selectivity is a function of the local oscillator (LO) frequency and can
be tuned over a wide range, which can be extended paying more attention
to parassitic effects.

A more traditional approach is considered for the Auxiliary receiver. The
primary focus of this block’s design is to minimize the noise-to-compression
point ratio. This optimization ensures robustness against high transmitter
output levels while avoiding the introduction of undesirable noise into the
system.

Additionally, the feasibility of the DSP implementation is demonstrated
through the coupling of an FPGA design with a software-based adaptive
digital filter.
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76 Conclusions

Overall, this work lays the foundation for future advancements in RF
communication. It underscores not only the importance of adopting SIC
techniques but also the necessity of exploring new design strategies and ar-
chitectures. Combining these two targets can bring in a new era of faster
and more efficient communication devices.



Appendix A

Differential Passive Mixer Model

All the considerations, steps and models outlined in this appendix are cred-
ited to [47]. Following the same approach, here is presented the differential
a passive mixer model.

As shown in Figure A.1a, the analysis begins with a simplified model of a
4-phase passive mixer with non overlapping, 25% duty cycle quadrature LO
pulses. Except for a small series resistance that represents the on-resistance
of the switching MOSFET, the model treats the switches as ideal. Because
the LO pulses are completely nonoverlapping and only one is active at a
time, the series resistance of all the switches can be combined and treated as
a single resistor of the same value, as shown in Figure A.1b.

The entire RF portion of the circuit can be modelled as Ra and Rsw in
series with a parallel array of four ideal switches if we treat the antenna
impedance as a resistor Ra (ignoring its reactive components for the time
being). An effective antenna resistance can be defined as

R′
a = Rsw +Ra (A.1)

Now we define a virtual voltage Vx at the node between Rsw and the
ideal switches. The parallel combination of a filtering capacitor CB and the
amplifier input resistance RB loads the switches’ baseband port. We can
approximate these capacitors as holding their voltage constant over a given
LO cycle if the time constants RBCB and R′

ACB are significantly larger than
the LO period TLO.
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Ra VC,0Rsw 0° 180°

VRF -VRF

RaRsw

CB RB

VC,1Rsw 90° 270° Rsw

CB RB

VC,2Rsw 180° 0° Rsw

CB RB

VC,3Rsw 270° 90° Rsw

CB RB

(a)

Ra VC,0Rsw 0° 180°

VRF -VRF

RaRsw

CB RB

VC,1
90° 270°

CB RB

VC,2
180° 0°

CB RB

VC,3
270° 90°

CB RB

(b)

Figure A.1: Simplified circuit model of 4-phase differential passive mixer (a) and equivalent circuit based
on non-overlapping LO driving waveforms

For in-band signals, the antenna input can be approximated as a sinusoid
with fundamental frequency ωLO = 2π/TLO and time varying phase ϕ(t) and
amplitude A(t), which captures both modulation and offset frequency. If
the amplitude and phase offset change slowly relative to TLO, they can be
approximated as constant over a given LO period and the input as

VRF (t) = A cos(ωLOt+ ϕ) (A.2)

To calculate the input impedance provided by the mixer to the antenna,
first compute the voltage across each output capacitor in response to the
input. Each capacitor Cm (m = 0, 1, 2, 3) will continually dissipate a current
equal to IC,m = VC,m/RB through its resistive load, RB, that correspond to
a total charge of Qm = TLOVC,m/RB with RBCB ≫ TLO.

Meanwhile, for each LO cylce, this charge is recharged two times when
the switches are closed. Assuming that the voltage across the mth capacitor,
VC,m, is stable (that is, that ϕ(t) and A(t) change slowly relative to the
time constants RBCB and R′

aCB), conservation of charge implies that charge
dissipated by RB is balanced by the integral of the input current during the
two given quarter-LO cycles. We also incorporate a temporal shift in the
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integration limits of −TLO/8 to simplify this and subsequent integrals

Qm = TLO
VC,m

RB

=

(m+1)
TLO

4
−TLO

8∫︂
m

TLO
4

−TLO
8

VRF − VC,m

R′
a

dt−

(m+3)
TLO

4
−TLO

8∫︂
(m+2)

TLO
4

−TLO
8

VRF + VC,m

R′
a

dt

=
TLO

2R′
a

(︄
2
√
2

π
A cos

(︂
ϕ+

mπ

2

)︂
− VC,m

)︄
(A.3)

Solving for VC,m results in the expression

VC,m =
2
√
2RB

π(RB + 2R′
a)
A cos

(︂
ϕ+

mπ

2

)︂
(A.4)

This means that the mixer’s output is affected not only by the intensity
of the RF input, but also by the antenna’s relative impedance R′

a to the
baseband RB. In this scenario, a reradiation current arises as a consequence
of voltage disparities between the mixer filter capacitors and the antenna
input. The voltage Vx shown in Figure A.1b is consistently linked to one of the
output capacitors, giving rise to a stair-step waveform, featuring four phases
aligned with the LO phases. To assess the effective impedance experienced
by the antenna, it becomes necessary to compute the current flowing from
the antenna into the receiver within the time domain.

IA(t) =
VRF (t)− Vx(t)

R′
a

(A.5)

To obtain IA(t), a Fourier series representation of the signal within the
time interval TLO is employed to isolate the component of Vx corresponding
to this frequency. Subsequently, the fundamental term is extracted. Upon
substituting Equation A.4 into the waveform, a term for the fundamental
frequency at ωLO is derived

Vx,fund(t) =
8

π2

RB

RB + 2R′
a

A cos (ϕ+ ωLOt)

= VRF (ωLO)
8

π2

RB

RB + 2R′
a

(A.6)
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from which

IA,fund(t) =
VRF (t)− Vx,fund(t)

R′
a

= VRF

2R′
a +RB

(︁
1− 8

π2

)︁
R′

a(2R
′
a +RB)

(A.7)

R'a

VRF Rsh RB

Figure A.2: LTI equivalent circuit for passive
mixer with Rsh due to harmonics and impedance-
transformed RB .

Consequently, the original time-
varying circuit in Figure A.1a is rep-
resented by the linear time-invariant
(LTI) model in Figure A.2. This
circuit incorporates an impedance
transform term and an additional
shunt resistance to account for the
linear time-varying (LTV) effects
caused by the switches. It’s im-
portant to note that this model re-
flects power wastage resulting from
LO harmonic upconversion through the switches to the antenna. Given the
schematic in Figure A.2, the expression of the current IA is

IA(ωLO) = VRF (ωLO)
γRB +Rsh

R′
aγRB +R′

aRsh +RshγRB

(A.8)

The equivalent relationship between Equation A.7 and Equation A.8 is
imposed to determine the values of the scaling factor γ and the virtual shunt
resistance Rsh

γ =
4

π2
Rsh = R′

a

2γ

1− 2γ
(A.9)

It’s important to note that the analysis and the model depicted in Fig-
ure A.2 remain valid even when RB exhibits frequency dependence.



Appendix B

LTI equivalent receiver model

Following the methodology outlined in [46], a Linear Time-Invariant (LTI)
model for the translational positive feedback receiver is proposed, leveraging
the feedback loop gain β.

The receiver depicted in Figure B.1 constitutes a Linear Periodic Time-
Varying (LPTV) system, where all components are assumed to be ideal.
Similar to the receiver described in 3, a passive down-conversion mixer directs
the output current of the LNTA to a baseband filter, with its input node
held at a virtual ground. The resistance RFB serves as a Voltage-to-Current
converter, and the resulting positive feedback current IFB is fed back to the
input node of the LNTA (vx).

While a first-order filter is depicted in Figure B.1, the analysis remains
applicable to filters of any order, characterized by a DC gain RBB and a
transfer function of RBB ·H(s).

The output voltage vout−I/Q is defined as

vout = −iBBRBBH(s) (B.1)

where iBB is the down-converted current.
Applying similar assumptions as presented in [47] and in Appendix A, the

circuit in Figure B.1 can be approximated by an LTI half-circuit equivalent,
particularly for frequencies close to the local oscillator frequency, as depicted
in Figure B.2.

Assuming a virtual ground at the input of the baseband filter and consid-
ering the resistances of the Up-Conversion (UC) and Down-Conversion (DC)
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vS

FLO
RS

C1
-gm

C1

CBB

RBB

CBB

RBB

RFB

RFB

90

90

vx
vout-I

vout-Q

IFB
IRF

-1

-1

Figure B.1: Schematic of a positive feedback receiver

mixers as

rsw = rsw−UC ≫ rsw−DC ∼ 0 (B.2)

the formulations for R′
a and Rsh can be derived from Equation A.9 as follows

R′
a = rsw +Rs ∥

1

gm
∼ rsw Rsh = R′

a

2γ

1− 2γ
∼ 4.3 ·R′

a (B.3)

where the shunt resistance Rsh represents the harmonic up-conversion losses
occurring in the baseband output.

The loop gain β of the receiver, with IFB = βIRF as the feedback current,
can be determined by applying Kirchhoff’s law at node vx. This leads to the
matching condition

vx
vS

=
1

gmRS(1− β) + 1
= rmatch (B.4)

from which, once defined the transconductance gm and the desired matching
ratio rmatch, the value of β is given by

β =
gmRS − 1/rmatch + 1

gmRS

rmatch=1/2
=======⇒ gmRS − 1

gmRS

(B.5)
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Ra

vS

RS -gmvx

RFB

vx

-vout

 

IRF

IFB

RBBH(s-j LO)
Rshrsw

IS

Figure B.2: Equivalent LTI model for the positive feedback receiver

The desired loop gain can be achieved by appropriately selecting the
feedback resistance RFB, as defined by

RFB =
Rsh(γRBBgm − (βgmrsw + 1))

γ(βgmrsw + βgmRsh + 1)
(B.6)

From Equation B.6, another expression for β as a function of the ratio
between RBB and RFB can be derived as

β =
γRBBgmRsh − (Rsh + γRFB)

gm(rswRsh + γRFBrsw + γRFBRsh)
∼ RBB

RFB

· Rsh

rsw +Rsh

(B.7)



Appendix B – LTI equivalent receiver model



Bibliography

[1] Behzad Razavi. RF Microelectronics (2nd Edition) (Prentice Hall Com-
munications Engineering and Emerging Technologies Series). 2nd. Pren-
tice Hall Press, 2012. isbn: 0137134738.

[2] Yuanching Lien et al. “24.3 A high-linearity CMOS receiver achieving
+44dBm IIP3 and +13dBm B1dB for SAW-less LTE radio”. In: 2017
IEEE International Solid-State Circuits Conference (ISSCC). 2017,
pp. 412–413. doi: 10.1109/ISSCC.2017.7870436.

[3] D. Montanari et al. “Antenna coupling and self-interference cancella-
tion bandwidth in SAW-less diversity receivers”. In: 2016 46th European
Microwave Conference (EuMC). 2016, pp. 731–734. doi: 10.1109/
EuMC.2016.7824447.

[4] Yin Zhang et al. “A MIMO Dielectric Resonator Antenna With Im-
proved Isolation for 5G mm-Wave Applications”. In: IEEE Antennas
and Wireless Propagation Letters 18.4 (2019), pp. 747–751. doi: 10.
1109/LAWP.2019.2901961.

[5] Botao Feng et al. “A Dual-Polarized Wideband Ceiling-Mount Antenna
With Low Gain Variations and High Isolation for 5G Sub-6 GHz Ap-
plications”. In: IEEE Transactions on Antennas and Propagation 70.9
(2022), pp. 8572–8577. doi: 10.1109/TAP.2022.3177519.

[6] Jin Zhou et al. “Integrated Wideband Self-Interference Cancellation in
the RF Domain for FDD and Full-Duplex Wireless”. In: IEEE Journal
of Solid-State Circuits 50.12 (2015), pp. 3015–3031. doi: 10.1109/
JSSC.2015.2477043.

https://doi.org/10.1109/ISSCC.2017.7870436
https://doi.org/10.1109/EuMC.2016.7824447
https://doi.org/10.1109/EuMC.2016.7824447
https://doi.org/10.1109/LAWP.2019.2901961
https://doi.org/10.1109/LAWP.2019.2901961
https://doi.org/10.1109/TAP.2022.3177519
https://doi.org/10.1109/JSSC.2015.2477043
https://doi.org/10.1109/JSSC.2015.2477043


BIBLIOGRAPHY

[7] Tong Zhang et al. “An Integrated CMOS Passive Self-Interference Mit-
igation Technique for FDD Radios”. In: IEEE Journal of Solid-State
Circuits 50.5 (2015), pp. 1176–1188. doi: 10.1109/JSSC.2015.2408324.

[8] Dirk-Jan van den Broek, Eric A. M. Klumperink, and Bram Nauta. “An
In-Band Full-Duplex Radio Receiver With a Passive Vector Modula-
tor Downmixer for Self-Interference Cancellation”. In: IEEE Journal of
Solid-State Circuits 50.12 (2015), pp. 3003–3014. doi: 10.1109/JSSC.
2015.2482495.

[9] Cheng-kai Luo, Prasad S. Gudem, and James F. Buckwalter. “A 0.4–6-
GHz 17-dBm B1dB 36-dBm IIP3 Channel-Selecting Low-Noise Ampli-
fier for SAW-Less 3G/4G FDD Diversity Receivers”. In: IEEE Trans-
actions on Microwave Theory and Techniques 64.4 (2016), pp. 1110–
1121. doi: 10.1109/TMTT.2016.2529598.

[10] Tong Zhang et al. “A low-noise reconfigurable full-duplex front-end
with self-interference cancellation and harmonic-rejection power am-
plifier for low power radio applications”. In: ESSCIRC 2017 - 43rd
IEEE European Solid State Circuits Conference. 2017, pp. 336–339.
doi: 10.1109/ESSCIRC.2017.8094594.

[11] Tong Zhang et al. “18.1 A 1.7-to-2.2GHz full-duplex transceiver sys-
tem with >50dB self-interference cancellation over 42MHz bandwidth”.
In: 2017 IEEE International Solid-State Circuits Conference (ISSCC).
2017, pp. 314–315. doi: 10.1109/ISSCC.2017.7870387.

[12] M. Mikhemar, H. Darabi, and A. Abidi. “A tunable integrated du-
plexer with 50dB isolation in 40nm CMOS”. In: 2009 IEEE Interna-
tional Solid-State Circuits Conference - Digest of Technical Papers.
2009, 386–387, 387a. doi: 10.1109/ISSCC.2009.4977470.

[13] Barend van Liempd et al. “An electrical-balance duplexer for in-band
full-duplex with <-85dBm in-band distortion at +10dBm TX-power”.
In: ESSCIRC Conference 2015 - 41st European Solid-State Circuits
Conference (ESSCIRC). 2015, pp. 176–179. doi: 10.1109/ESSCIRC.
2015.7313857.

https://doi.org/10.1109/JSSC.2015.2408324
https://doi.org/10.1109/JSSC.2015.2482495
https://doi.org/10.1109/JSSC.2015.2482495
https://doi.org/10.1109/TMTT.2016.2529598
https://doi.org/10.1109/ESSCIRC.2017.8094594
https://doi.org/10.1109/ISSCC.2017.7870387
https://doi.org/10.1109/ISSCC.2009.4977470
https://doi.org/10.1109/ESSCIRC.2015.7313857
https://doi.org/10.1109/ESSCIRC.2015.7313857


BIBLIOGRAPHY

[14] Barend van Liempd et al. “A +70-dBm IIP3 Electrical-Balance Du-
plexer for Highly Integrated Tunable Front-Ends”. In: IEEE Transac-
tions on Microwave Theory and Techniques 64.12 (2016), pp. 4274–
4286. doi: 10.1109/TMTT.2016.2613039.

[15] Ivan Fabiano et al. “A +25-dBm IIP3 1.7–2.1-GHz FDD Receiver
Front End With Integrated Hybrid Transformer in 28-nm CMOS”. In:
IEEE Transactions on Microwave Theory and Techniques 65.11 (2017),
pp. 4677–4688. doi: 10.1109/TMTT.2017.2742480.

[16] Steven Hong et al. “Applications of self-interference cancellation in
5G and beyond”. In: IEEE Communications Magazine 52.2 (2014),
pp. 114–121. doi: 10.1109/MCOM.2014.6736751.

[17] Ankush Goel, Behnam Analui, and Hossein Hashemi. “Tunable Du-
plexer With Passive Feed-Forward Cancellation to Improve the RX-TX
Isolation”. In: IEEE Transactions on Circuits and Systems I: Regular
Papers 62.2 (2015), pp. 536–544. doi: 10.1109/TCSI.2014.2360759.

[18] Jin Zhou, Peter R. Kinget, and Harish Krishnaswamy. “20.6 A blocker-
resilient wideband receiver with low-noise active two-point cancella-
tion of >0dBm TX leakage and TX noise in RX band for FDD/Co-
existence”. In: 2014 IEEE International Solid-State Circuits Conference
Digest of Technical Papers (ISSCC). 2014, pp. 352–353. doi: 10.1109/
ISSCC.2014.6757466.

[19] Tong Zhang et al. “An integrated CMOS passive transmitter leakage
suppression technique for FDD Radios”. In: 2014 IEEE Radio Fre-
quency Integrated Circuits Symposium. 2014, pp. 43–46. doi: 10.1109/
RFIC.2014.6851653.

[20] Ashutosh Sabharwal et al. “In-Band Full-Duplex Wireless: Challenges
and Opportunities”. In: IEEE Journal on Selected Areas in Commu-
nications 32.9 (2014), pp. 1637–1652. doi: 10 . 1109 / JSAC . 2014 .
2330193.

[21] Bao Quoc Vuong et al. “Full-Duplex Efficient Channel Codes for Resid-
ual Self-Interference/Quantization Noise Cancellation”. In: 2021 15th
International Conference on Signal Processing and Communication Sys-

https://doi.org/10.1109/TMTT.2016.2613039
https://doi.org/10.1109/TMTT.2017.2742480
https://doi.org/10.1109/MCOM.2014.6736751
https://doi.org/10.1109/TCSI.2014.2360759
https://doi.org/10.1109/ISSCC.2014.6757466
https://doi.org/10.1109/ISSCC.2014.6757466
https://doi.org/10.1109/RFIC.2014.6851653
https://doi.org/10.1109/RFIC.2014.6851653
https://doi.org/10.1109/JSAC.2014.2330193
https://doi.org/10.1109/JSAC.2014.2330193


BIBLIOGRAPHY

tems (ICSPCS). 2021, pp. 1–6. doi: 10.1109/ICSPCS53099.2021.
9660220.

[22] Jin Zhou et al. “Integrated Wideband Self-Interference Cancellation in
the RF Domain for FDD and Full-Duplex Wireless”. In: IEEE Journal
of Solid-State Circuits 50.12 (2015), pp. 3015–3031. doi: 10.1109/
JSSC.2015.2477043.

[23] Daniele Montanari et al. “An FDD Wireless Diversity Receiver With
Transmitter Leakage Cancellation in Transmit and Receive Bands”. In:
IEEE Journal of Solid-State Circuits 53.7 (2018), pp. 1945–1959. doi:
10.1109/JSSC.2018.2821139.

[24] Sherif H. Abdelhalem, Prasad S. Gudem, and Lawrence E. Larson.
“Tunable CMOS Integrated Duplexer With Antenna Impedance Track-
ing and High Isolation in the Transmit and Receive Bands”. In: IEEE
Transactions on Microwave Theory and Techniques 62.9 (2014), pp. 2092–
2104. doi: 10.1109/TMTT.2014.2338271.

[25] Benjamin Hershberg et al. “20.8 A dual-frequency 0.7-to-1GHz balance
network for electrical balance duplexers”. In: 2016 IEEE International
Solid-State Circuits Conference (ISSCC). 2016, pp. 356–357. doi: 10.
1109/ISSCC.2016.7418054.

[26] Barend van Liempd et al. “Adaptive RF Front-Ends Using Electrical-
Balance Duplexers and Tuned SAW Resonators”. In: IEEE Transac-
tions on Microwave Theory and Techniques 65.11 (2017), pp. 4621–
4628. doi: 10.1109/TMTT.2017.2728039.

[27] Enrico Roverato et al. “All-Digital LTE SAW-Less Transmitter With
DSP-Based Programming of RX-Band Noise”. In: IEEE Journal of
Solid-State Circuits 52.12 (2017), pp. 3434–3445. doi: 10.1109/JSSC.
2017.2761781.

[28] Ritesh Bhat, Jin Zhou, and Harish Krishnaswamy. “Wideband Mixed-
Domain Multi-Tap Finite-Impulse Response Filtering of Out-of-Band
Noise Floor in Watt-Class Digital Transmitters”. In: IEEE Journal of
Solid-State Circuits 52.12 (2017), pp. 3405–3420. doi: 10.1109/JSSC.
2017.2760899.

https://doi.org/10.1109/ICSPCS53099.2021.9660220
https://doi.org/10.1109/ICSPCS53099.2021.9660220
https://doi.org/10.1109/JSSC.2015.2477043
https://doi.org/10.1109/JSSC.2015.2477043
https://doi.org/10.1109/JSSC.2018.2821139
https://doi.org/10.1109/TMTT.2014.2338271
https://doi.org/10.1109/ISSCC.2016.7418054
https://doi.org/10.1109/ISSCC.2016.7418054
https://doi.org/10.1109/TMTT.2017.2728039
https://doi.org/10.1109/JSSC.2017.2761781
https://doi.org/10.1109/JSSC.2017.2761781
https://doi.org/10.1109/JSSC.2017.2760899
https://doi.org/10.1109/JSSC.2017.2760899


BIBLIOGRAPHY

[29] Evolved Universal Terrestrial Radio Access (E-UTRA). User Equip-
ment (UE) Radio Transmission and Reception – Part 1: Range 1 Stan-
dalone. Document 3GPP TS 38.101-1 version 15.3.0 Release 15, 2018.

[30] Tong Zhang et al. “An Integrated CMOS Passive Self-Interference Mit-
igation Technique for FDD Radios”. In: IEEE Journal of Solid-State
Circuits 50.5 (2015), pp. 1176–1188. doi: 10.1109/JSSC.2015.2408324.

[31] John G. Proakis and Masoud Salehi. Digital Communications. 5th.
McGraw-Hill Education, 2007. isbn: 0072957166.

[32] MATLAB comm.LinearEqualizer. MathWorks. R2023b. url: https:
//it.mathworks.com/help/comm/ref/comm.linearequalizer-
system-object.html.

[33] B. Razavi. “Design considerations for direct-conversion receivers”. In:
IEEE Transactions on Circuits and Systems II: Analog and Digital
Signal Processing 44.6 (1997), pp. 428–435. doi: 10.1109/82.592569.

[34] J. Pihl, K.T. Christensen, and E. Bruun. “Direct downconversion with
switching CMOS mixer”. In: ISCAS 2001. The 2001 IEEE Interna-
tional Symposium on Circuits and Systems (Cat. No.01CH37196). Vol. 1.
2001, 117–120 vol. 1. doi: 10.1109/ISCAS.2001.921802.

[35] Yuanching Lien et al. “A mixer-first receiver with enhanced selectiv-
ity by capacitive positive feedback achieving +39dBm IIP3 and <3dB
noise figure for SAW-less LTE Radio”. In: 2017 IEEE Radio Frequency
Integrated Circuits Symposium (RFIC). 2017, pp. 280–283. doi: 10.
1109/RFIC.2017.7969072.

[36] Ali Ershadi and Kamran Entesari. “A 0.5-to-3.5-GHz Full-Duplex Mixer-
First Receiver With Cartesian Synthesized Self-Interference Suppres-
sion Interface in 65-nm CMOS”. In: IEEE Transactions on Microwave
Theory and Techniques 68.6 (2020), pp. 1995–2010. doi: 10.1109/
TMTT.2020.2989386.

[37] Erez Zolkov and Emanuel Cohen. “A Mixer-First Receiver With En-
hanced Matching Bandwidth by Using Baseband Reactance-Canceling
LNA”. In: IEEE Solid-State Circuits Letters 4 (2021), pp. 109–112. doi:
10.1109/LSSC.2021.3085902.

https://doi.org/10.1109/JSSC.2015.2408324
https://it.mathworks.com/help/comm/ref/comm.linearequalizer-system-object.html
https://it.mathworks.com/help/comm/ref/comm.linearequalizer-system-object.html
https://it.mathworks.com/help/comm/ref/comm.linearequalizer-system-object.html
https://doi.org/10.1109/82.592569
https://doi.org/10.1109/ISCAS.2001.921802
https://doi.org/10.1109/RFIC.2017.7969072
https://doi.org/10.1109/RFIC.2017.7969072
https://doi.org/10.1109/TMTT.2020.2989386
https://doi.org/10.1109/TMTT.2020.2989386
https://doi.org/10.1109/LSSC.2021.3085902


BIBLIOGRAPHY

[38] Zheng Shen et al. “A Novel LNTA-first Carrier Leakage Suppression
Receiver Front-End with Low Noise Figure and High Sensitivity for
UHF RFID Reader”. In: 2022 IEEE International Conference on RFID
(RFID). 2022, pp. 97–102. doi: 10.1109/RFID54732.2022.9795982.

[39] David Murphy et al. “A blocker-tolerant wideband noise-cancelling re-
ceiver with a 2dB noise figure”. In: 2012 IEEE International Solid-State
Circuits Conference. 2012, pp. 74–76. doi: 10.1109/ISSCC.2012.
6176935.

[40] Hajir Hedayati et al. “A 1.8 dB NF Blocker-Filtering Noise-Canceling
Wideband Receiver With Shared TIA in 40 nm CMOS”. In: IEEE
Journal of Solid-State Circuits 50.5 (2015), pp. 1148–1164. doi: 10.
1109/JSSC.2015.2403324.

[41] Mohammed Abdulaziz et al. “Improving Receiver Close-In Blocker Tol-
erance by Baseband Gm − C Notch Filtering”. In: IEEE Transactions
on Circuits and Systems I: Regular Papers 66.3 (2019), pp. 885–896.
doi: 10.1109/TCSI.2018.2872469.

[42] Xin He and Harish Kundur. “A compact SAW-less multiband WCDMA/GPS
receiver front-end with translational loop for input matching”. In: 2011
IEEE International Solid-State Circuits Conference. 2011, pp. 372–374.
doi: 10.1109/ISSCC.2011.5746359.

[43] Run Chen and Hossein Hashemi. “A 0.5-to-3 GHz software-defined ra-
dio receiver using sample domain signal processing”. In: 2013 IEEE Ra-
dio Frequency Integrated Circuits Symposium (RFIC). 2013, pp. 315–
318. doi: 10.1109/RFIC.2013.6569592.

[44] Stefania Sesia, Issam Toufik, and Matthew Baker. LTE - The UMTS
Long Term Evolution: From Theory to Practice. WILEY, 2011. isbn:
9780470660256.

[45] Anders Nejdel et al. “A positive feedback passive mixer-first receiver
front-end”. In: IEEE Radio Frequency Integrated Circuits Symposium
(RFIC) (2015), pp. 79–82. doi: 10.1109/RFIC.2015.7337709.

https://doi.org/10.1109/RFID54732.2022.9795982
https://doi.org/10.1109/ISSCC.2012.6176935
https://doi.org/10.1109/ISSCC.2012.6176935
https://doi.org/10.1109/JSSC.2015.2403324
https://doi.org/10.1109/JSSC.2015.2403324
https://doi.org/10.1109/TCSI.2018.2872469
https://doi.org/10.1109/ISSCC.2011.5746359
https://doi.org/10.1109/RFIC.2013.6569592
https://doi.org/10.1109/RFIC.2015.7337709


BIBLIOGRAPHY

[46] Sashank Krishnamurthy et al. “Analysis and Design of Submilliwatt
Interference-Tolerant Receivers Leveraging N-Path Filter-Based Trans-
lational Positive Feedback”. In: IEEE Transactions on Microwave The-
ory and Techniques 69.7 (2021), pp. 3496–3509. doi: 10.1109/TMTT.
2021.3076823.

[47] Caroline Andrews and Alyosha C. Molnar. “Implications of Passive
Mixer Transparency for Impedance Matching and Noise Figure in Pas-
sive Mixer-First Receivers”. In: IEEE Transactions on Circuits and Sys-
tems I: Regular Papers 57.12 (2010), pp. 3092–3103. doi: 10.1109/
TCSI.2010.2052513.

[48] E. Sacchi et al. “A 15 mW, 70 kHz 1/f corner direct conversion CMOS
receiver”. In: Proceedings of the IEEE 2003 Custom Integrated Cir-
cuits Conference, 2003. 2003, pp. 459–462. doi: 10.1109/CICC.2003.
1249440.

[49] Thomas H. Lee. The Design of CMOS Radio-Frequency Integrated Cir-
cuits (2nd ed.) Cambridge University Press, 2003. doi: 10 . 1017 /
CBO9780511817281.

[50] M.T. Terrovitis and R.G. Meyer. “Intermodulation distortion in current-
commutating CMOS mixers”. In: IEEE Journal of Solid-State Circuits
35.10 (2000), pp. 1461–1473. doi: 10.1109/4.871323.

[51] W. Redman-White and D.M.W. Leenaerts. “1/f noise in passive CMOS
mixers for low and zero IF integrated receivers”. In: Proceedings of the
27th European Solid-State Circuits Conference. 2001, pp. 41–44.

[52] M. Valla et al. “A 72-mW CMOS 802.11a direct conversion front-end
with 3.5-dB NF and 200-kHz 1/f noise corner”. In: IEEE Journal of
Solid-State Circuits 40.4 (2005), pp. 970–977. doi: 10.1109/JSSC.
2004.842847.

[53] Wang Riyan et al. “A 1.2-V CMOS front-end for LTE direct conversion
SAW-less receiver”. In: 2011 IEEE International Symposium on Radio-
Frequency Integration Technology. 2011, pp. 85–88. doi: 10 . 1109 /
RFIT.2011.6141782.

https://doi.org/10.1109/TMTT.2021.3076823
https://doi.org/10.1109/TMTT.2021.3076823
https://doi.org/10.1109/TCSI.2010.2052513
https://doi.org/10.1109/TCSI.2010.2052513
https://doi.org/10.1109/CICC.2003.1249440
https://doi.org/10.1109/CICC.2003.1249440
https://doi.org/10.1017/CBO9780511817281
https://doi.org/10.1017/CBO9780511817281
https://doi.org/10.1109/4.871323
https://doi.org/10.1109/JSSC.2004.842847
https://doi.org/10.1109/JSSC.2004.842847
https://doi.org/10.1109/RFIT.2011.6141782
https://doi.org/10.1109/RFIT.2011.6141782


BIBLIOGRAPHY

[54] Ming-Da Tsai et al. “20.7 A multi-band inductor-less SAW-less 2G/3G-
TD-SCDMA cellular receiver in 40nm CMOS”. In: 2014 IEEE Inter-
national Solid-State Circuits Conference Digest of Technical Papers
(ISSCC). 2014, pp. 354–355. doi: 10.1109/ISSCC.2014.6757467.

[55] Himanshu Khatri, Prasad S. Gudem, and Lawrence E. Larson. “Distor-
tion in Current Commutating Passive CMOS Downconversion Mixers”.
In: IEEE Transactions on Microwave Theory and Techniques 57.11
(2009), pp. 2671–2681. doi: 10.1109/TMTT.2009.2031930.

[56] Giacomo Pini, Danilo Manstretta, and Rinaldo Castello. “Analysis and
Design of a 260-MHz RF Bandwidth +22-dBm OOB-IIP3 Mixer-First
Receiver With Third-Order Current-Mode Filtering TIA”. In: IEEE
Journal of Solid-State Circuits 55.7 (2020), pp. 1819–1829. doi: 10.
1109/JSSC.2020.2987715.

[57] David Murphy et al. “A Blocker-Tolerant, Noise-Cancelling Receiver
Suitable for Wideband Wireless Applications”. In: IEEE Journal of
Solid-State Circuits 47.12 (2012), pp. 2943–2963. doi: 10.1109/JSSC.
2012.2217832.

[58] Wei-Hung Chen et al. “A Highly Linear Broadband CMOS LNA Em-
ploying Noise and Distortion Cancellation”. In: IEEE Journal of Solid-
State Circuits 43.5 (2008), pp. 1164–1176. doi: 10.1109/JSSC.2008.
920335.

[59] Donggu Im et al. “A Wideband CMOS Low Noise Amplifier Employing
Noise and IM2 Distortion Cancellation for a Digital TV Tuner”. In:
IEEE Journal of Solid-State Circuits 44.3 (2009), pp. 686–698. doi:
10.1109/JSSC.2008.2010804.

[60] Simone Lecchi, Danilo Manstretta, and Rinaldo Castello. “An Interferer-
Tolerant RX with Translational Positive Feedback for 5G NR Applica-
tions Achieving 3.4 dB NF and 18 dBm OOB IIP3”. In: ESSCIRC 2023-
IEEE 49th European Solid State Circuits Conference (ESSCIRC). 2023,
pp. 57–60. doi: 10.1109/ESSCIRC59616.2023.10268701.

https://doi.org/10.1109/ISSCC.2014.6757467
https://doi.org/10.1109/TMTT.2009.2031930
https://doi.org/10.1109/JSSC.2020.2987715
https://doi.org/10.1109/JSSC.2020.2987715
https://doi.org/10.1109/JSSC.2012.2217832
https://doi.org/10.1109/JSSC.2012.2217832
https://doi.org/10.1109/JSSC.2008.920335
https://doi.org/10.1109/JSSC.2008.920335
https://doi.org/10.1109/JSSC.2008.2010804
https://doi.org/10.1109/ESSCIRC59616.2023.10268701


BIBLIOGRAPHY

[61] Charles Wu et al. “An Interference-Resilient Wideband Mixer-First Re-
ceiver With LO Leakage Suppression and I/Q Correlated Orthogonal
Calibration”. In: IEEE Transactions on Microwave Theory and Tech-
niques 64.4 (2016), pp. 1088–1101. doi: 10.1109/TMTT.2016.2532867.

[62] ZVBP-4000-S+ Datasheet. Mini-Circuits. url: https://www.minicircuits.
com/pdfs/ZVBP-4000-S+.pdf.

[63] ZVBP-2100-S+ Datasheet. Mini-Circuits. url: https://www.minicircuits.
com/pdfs/ZVBP-2100-S+.pdf.

[64] Yuan-Ching Lien et al. “Enhanced-Selectivity High-Linearity Low-Noise
Mixer-First Receiver With Complex Pole Pair Due to Capacitive Pos-
itive Feedback”. In: IEEE Journal of Solid-State Circuits 53.5 (2018),
pp. 1348–1360. doi: 10.1109/JSSC.2018.2791490.

[65] Huan Wang, Zisong Wang, and Payam Heydari. “An LO Leakage Sup-
pression Technique for Blocker-Tolerant Wideband Receivers With High-
Q Selectivity at RF Input”. In: IEEE Journal of Solid-State Circuits
56.6 (2021), pp. 1682–1696. doi: 10.1109/JSSC.2020.3046248.

[66] Mohammad Ali Montazerolghaem, Leo C. N. de Vreede, and Masoud
Babaie. “19.1 A 300MHz-BW, 27-to-38dBm In-Band OIP3 sub-7GHz
Receiver for 5G Local Area Base Station Applications”. In: 2023 IEEE
International Solid-State Circuits Conference (ISSCC). 2023, pp. 292–
294. doi: 10.1109/ISSCC42615.2023.10067266.

[67] Soroush Araei, Shahabeddin Mohin, and Negar Reiskarimian. “19.2 An
Interferer-Tolerant Harmonic-Resilient Receiver with >+10dBm 3rd-
Harmonic Blocker P1dB for 5G NR Applications”. In: 2023 IEEE In-
ternational Solid-State Circuits Conference (ISSCC). 2023, pp. 18–20.
doi: 10.1109/ISSCC42615.2023.10067574.

[68] Jin Jin et al. “An FDD Auxiliary Receiver with a Highly Linear Low
Noise Amplifier”. In: ESSCIRC 2022- IEEE 48th European Solid State
Circuits Conference (ESSCIRC). 2022, pp. 309–312. doi: 10.1109/
ESSCIRC55480.2022.9911524.

[69] NCS2-33+ Datasheet. Mini-Circuits. url: https://www.minicircuits.
com/pdfs/NCS2-33+.pdf.

https://doi.org/10.1109/TMTT.2016.2532867
https://www.minicircuits.com/pdfs/ZVBP-4000-S+.pdf
https://www.minicircuits.com/pdfs/ZVBP-4000-S+.pdf
https://www.minicircuits.com/pdfs/ZVBP-2100-S+.pdf
https://www.minicircuits.com/pdfs/ZVBP-2100-S+.pdf
https://doi.org/10.1109/JSSC.2018.2791490
https://doi.org/10.1109/JSSC.2020.3046248
https://doi.org/10.1109/ISSCC42615.2023.10067266
https://doi.org/10.1109/ISSCC42615.2023.10067574
https://doi.org/10.1109/ESSCIRC55480.2022.9911524
https://doi.org/10.1109/ESSCIRC55480.2022.9911524
https://www.minicircuits.com/pdfs/NCS2-33+.pdf
https://www.minicircuits.com/pdfs/NCS2-33+.pdf


BIBLIOGRAPHY

[70] NCS4-442+ Datasheet. Mini-Circuits. url: https://www.minicircuits.
com/pdfs/NCS4-442+.pdf.

[71] W.B. Kuhn et al. “Dynamic range performance of on-chip RF bandpass
filters”. In: IEEE Transactions on Circuits and Systems II: Analog and
Digital Signal Processing 50.10 (2003), pp. 685–694. doi: 10.1109/
TCSII.2003.818364.

[72] D. Montanari et al. “A 0.7–2 GHz auxiliary receiver with enhanced
compression for SAW-less FDD”. In: ESSCIRC 2017 - 43rd IEEE Eu-
ropean Solid State Circuits Conference. 2017, pp. 27–30. doi: 10.1109/
ESSCIRC.2017.8094517.

[73] M. Naimul Hasan, Qun Jane Gu, and Xiaoguang Liu. “Tunable Blocker-
Tolerant On-Chip Radio-Frequency Front-End Filter With Dual Adap-
tive Transmission Zeros for Software-Defined Radio Applications”. In:
IEEE Transactions on Microwave Theory and Techniques 64.12 (2016),
pp. 4419–4433. doi: 10.1109/TMTT.2016.2623707.

[74] Javid Musayev and Antonio Liscidini. “A Quantized Analog RF Front
End”. In: IEEE Journal of Solid-State Circuits 54.7 (2019), pp. 1929–
1940. doi: 10.1109/JSSC.2019.2914576.

[75] Mohammad Ali Montazerolghaem et al. “6.5 A 3dB-NF 160MHz-RF-
BW Blocker-Tolerant Receiver with Third-Order Filtering for 5G NR
Applications”. In: 2021 IEEE International Solid-State Circuits Confer-
ence (ISSCC). Vol. 64. 2021, pp. 98–100. doi: 10.1109/ISSCC42613.
2021.9365849.

[76] Cytech Engineer. Using Cyclone10LP device to achieve data recov-
ery of serial communication. url: https://www.cytech.com/en/
technical-articles/using-cyclone10lp-device-achieve-data-
recovery-serial-communication.

[77] DE2-115 User Manual. terasIC, ALTERA. 2013. url: https://www.
terasic.com.tw/wiki/images/f/f2/DE2_115_manual.pdf.

[78] SDRAM Datasheet. Integrated Silicon Solution Inc. (ISSI). 2015. url:
https : / / www . issi . com / WW / pdf / 42 - 45R - S _ 86400D - 16320D -
32160D.pdf.

https://www.minicircuits.com/pdfs/NCS4-442+.pdf
https://www.minicircuits.com/pdfs/NCS4-442+.pdf
https://doi.org/10.1109/TCSII.2003.818364
https://doi.org/10.1109/TCSII.2003.818364
https://doi.org/10.1109/ESSCIRC.2017.8094517
https://doi.org/10.1109/ESSCIRC.2017.8094517
https://doi.org/10.1109/TMTT.2016.2623707
https://doi.org/10.1109/JSSC.2019.2914576
https://doi.org/10.1109/ISSCC42613.2021.9365849
https://doi.org/10.1109/ISSCC42613.2021.9365849
https://www.cytech.com/en/technical-articles/using-cyclone10lp-device-achieve-data-recovery-serial-communication
https://www.cytech.com/en/technical-articles/using-cyclone10lp-device-achieve-data-recovery-serial-communication
https://www.cytech.com/en/technical-articles/using-cyclone10lp-device-achieve-data-recovery-serial-communication
https://www.terasic.com.tw/wiki/images/f/f2/DE2_115_manual.pdf
https://www.terasic.com.tw/wiki/images/f/f2/DE2_115_manual.pdf
https://www.issi.com/WW/pdf/42-45R-S_86400D-16320D-32160D.pdf
https://www.issi.com/WW/pdf/42-45R-S_86400D-16320D-32160D.pdf

	Introduction
	Basic Concepts in RF design
	Communication metrics
	Sensitivity and noise figure
	Nonlinearity
	Intermodulation
	Effect of reciprocal mixing


	FDD SAW-less architecture
	SAW-Less Receivers
	Proposed FDD architecture
	Phase-Shift Keying Simulation
	LMS filter MATLAB simulation


	Main receiver architecture
	SAW-Less Receivers
	Linearity requirements
	Translational feedback receiver

	Circuit Analysis
	Input Impedance
	Transfer Function
	Frequency dependent feedback
	Noise analysis
	Third-order intercept point

	Low Noise Transconductance Amplifier
	Down/up-conversion passive mixers
	Base-Band Filter
	Measurement Results

	Auxiliary Receiver validation
	Circuit implementation
	Measurement Results

	Digital Signal Processing
	FPGA Design
	Clock and Data Recovery
	SDRAM controller and FSM

	First prototype results

	Conclusions
	Differential Passive Mixer Model
	LTI equivalent receiver model
	Bibliography

