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Abstract
The goal of the research that was pursued during this PhD is to eventually facilitate the
development of high-performance, fast-switching DC-DC converters. High switching
frequency in switching mode power supplies (SMPS) can be exploited by reducing the
output voltage ripple for the same size of passives (mainly inductors and capacitors) and
improve overall system performance by providing a voltage supply with less unwanted
harmonics to the subsystems that they support. The opposite side of the trade-off is
also attractive for designers as the same amount of ripple can be achieved with smaller
values of inductance and/or capacitance which can result in a physically smaller and
potentially cheaper end product. Another benefit is that the spectrum of the resulting
switching noise is shifted to higher frequencies which in turn allows designers to push
the corner frequency of the control loop of the system higher without the switching
noise affecting the behavior of the system. This in turn, is translated to a system capable
of responding faster to strong transients that are common in modern systems that may
contain microprocessors or other electronics that tend to consume power in bursts and
may even require the use of features like dynamic voltage scaling to minimize the overall
consumption of the system.

This work is further focused on the application of automotive buck converters. These
converters have wide input voltage range and need to be able to operate with input volt-
ages as high as 40 V and provide a lower (down to 3.3 V) regulated output voltage that
their load requires. In a step-down buck converter, the low conversion ratio results in
small duty cycle values which when combined with the high switching frequency of the
converter results into a strict requirement for the time that the converter has to decide
whether it needs to turn off its high-side switch. Lastly, they have to provide power for
the significant amount of electronics that are present in a car and therefore, the specifi-
cation for their load current is also wide and with a maximum in the order of magnitude
of several Amperes. These demanding system-level specifications are reflected to the
specifications of the analog and digital signal processing blocks that allow the system
to monitor its inputs and outputs and properly control its switching behavior to provide
a well regulated voltage at its output. Meeting any of the above specifications can be a
challenge by itself and achieving them all at the same time is a non-trivial task as some
specifications (like the requirement to handle high input voltages) impose design and
implementation constraints that negatively impact its performance with respect to the
rest.

While the analysis of the open loop behavior of a DC-DC converter is relatively
straightforward, it is of limited usefulness as they almost always operate in closed loop
and therefore can suffer from degraded stability. Therefore, it is important to have a



way to simulate their closed loop behavior in the most efficient manner possible. The
first chapter is dedicated to a library of technology-agnostic high-level models that can
be used to improve the efficiency of transient simulations without sacrificing the ability
to model and localize the different losses.

This work also focuses further in fixed-frequency converters that employ Peak Cur-
rent Mode Control (PCM) schemes. PCM schemes are frequently used due to their
simple implementation and their ability to respond quickly to line transients since any
change of the battery voltage is reflected in the slope of the rising inductor current
which in turn is monitored by a fast internal control loop that is closed with the help of
a current sensor.

Most existing models for current sensors assume that they behave in an ideal man-
ner with infinite bandwidth and ideal constant gain. These assumptions tend to be in
significant error as the maximum response time of the sensor and therefore its settling
time requirements are reduced. Some sensing architectures, like the ones that approxi-
mate the inductor current with the high-side switch current, can be even more complex
to analyze as they require the use of extended masking time to prevent spike currents
caused by the switch commutation to be injected to the output of the sensor and there-
fore the signal processing blocks of the control loop. In order to solve this issue, this work
also proposes a current sensor model that is compatible with time averaged models of
DC-DC converters and is able to predict the effects of static and transient non-idealities
of the block on the behavior of a PCM DC-DC converter.

Lastly, this work proposes a new 40 V, 6 A, fully-integrated, high-side current sens-
ing circuit with a response time of 51 ns. The proposed sensor is able to achieve this
performance with the help of a feedback resistance emulation technique that prevents
the sensor from debiasing during its masking phase which tends to extend the response
time of similar fully integrated sensors.
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Chapter Contents
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The first contribution of this work in the field of modeling for high-performance
converters is the creation of a library of high-level models for the transient simulation
of DC-DC converters that allow the designers to simulate the key current and voltage
quantities of a closed loop DC-DC converter as well as the evolution of the different
types of losses present in the circuit [1]. Typically, such transient simulations are only
possible towards the end of a design iteration after the schematics of the different build-
ing blocks have been designed. Therefore, any mistakes in the initial block-level specifi-
cations are caught after the design process has progressed and this can result in delays
due to the need for additional design iterations. This work gives designers a library of
building blocks that allow them to do this even at the stage of the feasibility study while
also reducing the required simulation time.

1.1 Previous Work

The speed at which an analog simulator can perform a transient analysis of a switch-
ing DC-DC converter is in general slow due to the switching nature of the circuit. As
a result, several tools have been developed to provide some speed improvement. Some
of them use event-based evaluation and transfer functions [2], others use interpolated
component models [3], others focus solely on the frequency response of the converters
[4] and there are also tools able to generate models automatically from transistor-level
schematics [5]. While some of them achieve a remarkable speedup, they are either un-
able to estimate losses, require significant user input (derivation of transfer functions)
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or they are unsuitable for early-stage designs where transistor-level schematics are un-
available. However, the most interesting category of tools are those which use analog
but highly parametrizable macro-models that can be included and simulated directly in
a circuit schematic [6], [7]. Such tools allow the designer to use a mix of transistor-level
cells and behavioral models in the same circuit and choose different levels of abstraction
for each component, while also improving the simulation time. The presented library
follows this strategy and is implemented with a combination of standard analog library
and custom Verilog-A cells, which can be simulated with an analog simulator.

1.2 Target Specifications for the Library

The models of the proposed library have the following improvements: speed improve-
ment, robustness in terms of convergence, hardware abstraction, ability to model com-
mon non-idealities, modularity, interchangeability with transistor-based blocks and pos-
sibility to use an analog simulator.

Simulation speed is crucial for high-level models. The time spent to simulate a circuit
in an analog simulator depends on two factors. The first factor is obviously the amount
and complexity of the calculations that the simulator has to do. The second factor is
the time-step used by the analog simulator, which can be affected by the models that
are used. The existence of high Q factor, high-frequency parasitic components can force
the simulator to reduce the time-step, in the order of magnitude of the period of their
resonance frequency. The existence of steep transitions in the functions implemented
by the models is another factor that can lead to significant reduction of the minimum
time-step used by the simulator. The time to simulate also increases with switching
frequency as more cycles and therefore more timesteps have to be processed to simulate
the operation of the converter for the same amount of time.

The effect of the models on simulation convergence is also critical. A frequent cause
of such issues is the existence of discontinuities in them that can lead to oscillations of
the Newton-Raphson method around the discontinuity which forces the time-step to
become very small and makes the simulator abort the simulation due to convergence
failure. Typical high-level models of switches have such discontinuous behavior, and the
current flowing through them changes by several orders of magnitude between their on
and off state. Including such a model in the testbench of a DC-DC converter operating
in closed loop would cause the simulation to fail.

Hardware abstraction is another useful feature of high-level models. This feature
allows the designers to include functional blocks with desirable high-level properties
in their schematics without bothering about their implementation-specific parameters
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and as a result allows them to have some results before every single block is imple-
mented.

High-level models should also include the most common non-idealities of every
block. It is also desirable for such models to be compatible with Monte Carlo and corner
simulations. Both goals can be achieved in Verilog-A. The first thanks to the ability to
define inherited parameters and define their statistical distribution in additional model
files, and the second one by passing the values of the corners as parameters.

Modularity allows the designer to swap behavioral blocks with their transistor-level
versions without making significant changes. In the proposed model library the behav-
ioral blocks have the same input and output ports as their transistor implementations
to ensure the compatibility.

1.3 Implementation

The library is implemented as a set of macro-models formed by combining Verilog-A
modules and standard analog library components. This choice ensures that the cells
can be used with any analog simulator that can make use of a Verilog-A compiler that
supports a good portion of the functionality specified in the Verilog-AMS Language
Reference published by Accellera Systems Initiative [8]. The cells were tested via simu-
lations with the base analog simulator of the Spectre Simulation Platform[9]

1.3.1 Modeling of Switches

The models for the switches are perhaps the most important blocks. Their character-
istics (on/off resistance, gate and parasitic capacitances, body diodes) determine the
shape of the the inductor current waveforms and also the distribution of losses in the
converter. The macro-model of a switch, shown in Fig. 1.1, consists of the model of a
semi-ideal switch, a diode and, depending on the amount of required accuracy, blocks
which emulate the behavior of the capacitors.

The body diode of the switch, is an ideal block with exponential 𝐼𝐷-𝑉𝐷 characteristic.
This component is needed for correctly modeling bulk CMOS switches, since their body
diodes are actually forced to turn on if the voltage on node X falls outside the range
between ground and the battery voltage. This simple model was proven to be adequate
for the designs that were investigated.

The capacitors model the parasitic capacitances seen on each side of the switch
transistor. If the effect of ringing on the parasitic RLC circuits present in the power train
of the converter is considered negligible, then a model without these capacitors can be
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Figure 1.1: NMOS and PMOS switch macro-models

used to increase the speed of the simulation. However, the lack of parasitic capacitances
at node X can lead to convergence difficulties. In such case a small capacitance has to
be considered.

The semi-ideal switch has been implemented in two different ways. The models can
replace a switch which is connected to one of the power supply rails, like any of the
two PWM switches in a buck converter. All the model versions are based on continu-
ous functions with continuous derivatives to ensure good convergence. The high-level
blocks model the transistors as ideal voltage-controlled switches with a finite on and
off resistance. The first parameter contributes to the ohmic losses and inductor current
non-linearity while the second contributes to the leakage losses. Accurate modelling of
the resistance between the two states was not considered a target as transition losses
can be estimated without knowing its exact value.

The first version of the model is the most adaptable. It is based on the smootherstep
function given by

𝑓 (𝑥) =

⎧
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎩

0 𝑥 ≤ 0

6𝑥5 − 15𝑥4 + 10𝑥3 0 ≤ 𝑥 ≤ 1

1 𝑥 ≥ 1

(1.1)

The smootherstep function Eq. 1.1 is polynomial, connects the 𝑥 ,𝑦 pairs (0,0) and (1,1)
in a smooth way and has found application as an interpolation function in computer
graphics applications [10], [11]. This function is also monotonic within the boundaries
of the transition window and its first and second derivatives reach 0 at the edges of the
window 𝑓 ′(0) = 𝑓 ′(1) = 𝑓 ′′(0) = 𝑓 ′′(1) = 0, which ensures that the function is smooth
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even at the edges of every segment of its definition. The function was adapted as

𝑅𝑠𝑤(𝑉𝑐) =

⎧
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎩

𝑅𝑜𝑓 𝑓 𝑉𝑐 ≤ 𝑉𝑙

𝑅𝑜𝑛 + (𝑅𝑜𝑓 𝑓 − 𝑅𝑜𝑛) ⋅ 𝑦 𝑉𝑙 ≤ 𝑉𝑐 ≤ 𝑉𝑟

𝑅𝑜𝑛 𝑉𝑟 ≤ 𝑉𝑐

𝑦 = 6𝑉𝑐
5
− 15𝑉𝑐

4
+ 10𝑉𝑐

3

𝑉𝑐 = 1 − (𝑉𝑠𝑤 𝑐 − 𝑉𝑙)/(𝑉𝑟 − 𝑉𝑙)

(1.2)

The adaptations are required to adjust the minimum and maximum values of the 𝑦 axis
and the width and the center of the transition window, while still retaining the desirable
properties of the original function. The adapted smootherstep function uses the on and
off resistance of the switch, 𝑅𝑜𝑛 and 𝑅𝑜𝑓 𝑓 , the threshold of the control voltage for state
change 𝑉𝑡𝑟𝑎𝑛𝑠 and the width of the transition window 2 ⋅ Δ𝑋 as parameters. The voltage
of the control node 𝑉𝑠𝑤 𝑐 is used as an input. Based on these parameters the left and
right edges of the transition window 𝑉𝑙 and 𝑉𝑟 are given by

𝑉𝑟 = 𝑉𝑡𝑟𝑎𝑛𝑠 + Δ𝑋 , 𝑉𝑙 = 𝑉𝑡𝑟𝑎𝑛𝑠 − Δ𝑋 (1.3)

One weakness of the smootherstep-based model is the use of flat tails of its 𝑅𝑠𝑤(𝑉𝑐)
characteristic. In general, this is considered a risky modeling strategy as it can lead to an
element that allows the simulator to accept multiple solutions of the same circuit which
may not be really close to each other. For example, the simulator can accept for the same
timestep solutions that assume 𝑅𝑠𝑤 = 𝑅𝑜𝑛 that have completely different values of 𝑉𝑐 as
long as they are above the threshold 𝑉𝑡𝑟𝑎𝑛𝑠. In theory, this can lead to odd behavior or
extended simulation time as the solver is searching between radically different solutions
for the circuit between Newton-Raphson iterations. While no convergence issues had
been encountered with the smootherstep-based switch while using it, it was decided to
introduce a second version of the high-level switch with the same features but no flat
tails. The resulting model allows for fast simulation time, without creating convergence
difficulties.

The second version of the model is based on a logistic sigmoid function, given by

𝑓 (𝑥) = 1/(1 + 𝑒
−𝑥
) (1.4)

This function is exponential, connects the 𝑥 ,𝑦 pairs (0,0) and (1,1) in a smooth way and is
frequently used as an activation function in artificial neural networks [12]. The function
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is monotonic everywhere and has continuous derivatives. Its adapted version

𝑅𝑠𝑤(𝑉𝑠𝑤 𝑐) = 𝑅𝑜𝑛 +
𝑅𝑜𝑓 𝑓 − 𝑅𝑜𝑛

1 + 𝑒
𝑆𝐹 𝑏𝑜𝑡ℎ(

𝑉𝑠𝑤 𝑐−
𝑉𝑟+𝑉𝑙
2 )

(1.5)

𝑆𝐹 𝑡𝑜𝑝 = 2 ⋅ 𝑙𝑛
(

𝑅𝑜𝑓 𝑓 − 𝑅𝑜𝑛

𝑅𝑡𝑜𝑙
− 1
)
/(𝑉𝑟 − 𝑉𝑙)

𝑆𝐹 𝑏𝑜𝑡 = −2 ⋅ 𝑙𝑛
(

𝑅𝑜𝑓 𝑓 − 𝑅𝑜𝑛

𝑅𝑜𝑓 𝑓 − 𝑅𝑜𝑛 − 𝑅𝑡𝑜𝑙
− 1
)
/(𝑉𝑟 − 𝑉𝑙)

𝑆𝐹 𝑏𝑜𝑡ℎ = 𝑚𝑎𝑥(𝑆𝐹 𝑏𝑜𝑡 , 𝑆𝐹 𝑡𝑜𝑝)

(1.6)

has adjustable minimum and maximum values of the 𝑦 axis, as well as width and center
of the transition window, while still retaining the desirable properties of the original
function. The parameters given to this model set the on and off resistance, 𝑅𝑜𝑛 and 𝑅𝑜𝑓 𝑓 ,
the voltage threshold for the state transition 𝑉𝑡𝑟𝑎𝑛𝑠, the width of the transition window
2 ⋅ Δ𝑋 and an “absolute tolerance” value 𝑅𝑡𝑜𝑙. Since the function is purely exponential it
can only asymptotically approach the values of 𝑅𝑜𝑛 and 𝑅𝑜𝑓 𝑓 . Therefore, the parameter
for absolute tolerance is used to set the maximum distance from their ideal values. This
model is more computationally efficient than the smootherstep-based and is preferable
as long as the designer considers its asymptotic behavior acceptable.
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Figure 1.2: Adapted smootherstep and adapted sigmoid for a transition window of 0.2 V, 𝑅𝑡𝑜𝑙 =
0.5 Ω, 𝑅𝑜𝑛 = 0.5 Ω, 𝑅𝑜𝑓 𝑓 = 100MΩ.
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A plot of the two functions is shown in Fig. 1.2. Both versions allow the designer to
perform parametric sweeps as well as Monte Carlo simulations targeted to the values
of their on and off resistance.

1.3.1.1 Limitations of the Model

While easy to handle by the simulator and abstract enough to be useful to designers
these models have limitations that prevent them from being used as a universal replace-
ment of the power transistors in testbenches that support transient analysis. The first
limitation is imposed by the design choice to implement the switch models as a voltage
controlled resistors that mainly switch between two different values of resistance (𝑅𝑜𝑛
and 𝑅𝑜𝑓 𝑓 ). This choice reduces the importance of modeling the resistance between 𝑅𝑜𝑛
and 𝑅𝑜𝑓 𝑓 with high accuracy as these transitions last for a negligible part of a switch-
ing period and even then they do not affect the overall switching losses significantly as
slow-switching capacitive losses depend only on the size of the load capacitance and
the change of voltage across it between the different switching phases. Furthermore,
this simplification makes it easier to keep 𝑅𝑜𝑛, 𝑅𝑜𝑓 𝑓 , 𝛥𝑥 and 𝑉𝑡𝑟𝑎𝑛𝑠 parametrizable at the
same time while ensuring that there is no loss of continuity in the model equations. The
drawback from this is that the switch models cannot substitute the models of transis-
tors that are supposed to work as linear pass elements like the main switch of an LDO
and they may lose accuracy when included in a converter architecture that employs
very weak driving of the power switches (a non-standard practice). Lastly, they are less
useful for AC analysis as the 𝑅𝑠𝑤(𝑉𝑐) curves are not fitted to the 𝑅𝑑𝑠(𝑉𝑔𝑠) curves of a
transistor..

Another limitation is the fact that the control voltage of the switches is defined as
the voltage between the gate and a fixed terminal that is considered the source of the
transistor. While intuitive, this choice leads to error when trying to model the oper-
ation of load-side switches in a SIMO converter where the high/low voltage terminal
(and therefore the electrical source/drain) of the PMOS/NMOS switch changes during
operation and this can lead to the switch opening or closing when it should not.

1.3.1.2 Proposed Solution for Load-Side Switches

The problem of modeling the load-side switches while retaining all the features of the
cells that are currently present in the library is not trivial. The straightforward solution
to decide on the fly which terminal of the model is going to be considered as the source
of the transistor does not work well due to the fact that the conditional statement can
effectively change the terminal that it considers as a source between timesteps, and this
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change can also happen during a switch transition which can make the solver bounce
between solutions where the switch takes significantly different values of resistance.
The safest alternative is to use a model that does not contain any conditional state-
ments, takes into account the voltages of both switch terminals at the same time and
”selects” the relevant one arithmetically through clever use of logarithmic and exponen-
tial functions as in the compact transistor models of EKV [13]. The main challenge of
this approach is the difficulty in introducing the abstract parameters of on/off switch
resistance and the transition window into a model that has been built to work with
transistor-level parameters in mind.

1.3.2 Modeling of Gate Drivers

The switch drivers are inserted between the control circuit and the gates of the switches
and have a dual role. Firstly, they ensure that switches change state sufficiently fast
despite the large size of their gate capacitance. Secondly, their power supply pin acts as
a port through which the designer can measure the power spent to turn on and off the
switches.

The first goal is very easy to achieve in a behavioral model by representing the driver
as a digital buffer with a specific propagation delay. The second goal is slightly harder
to achieve since the ability to estimate the gate driving losses requires the knowledge
of the total load capacitance as well as a structure which allows a straightforward way
to access the quantities needed to estimate the power. As a result, the proposed model
library also contains driver-switch bundle cells (Fig. 1.3), which can be used for simula-
tions targeted to estimating the efficiency of the converter. The bundles contain capaci-
tors to model the gate capacitance of the switch and the self-loading capacitance of the
drivers, as well as the switch and driver models. The driver model is implemented with
switch models whose on-resistance is adjusted based on the capacitor value to ensure
sufficiently fast charging. Also in this case parametric and Monte Carlo simulations
can be performed provided that the user includes a file that describes the deviation of
switch resistance with process variations.

1.3.3 Eliminating Speed Degradation in DCM

Simulating DCM operation of an inductive DC-DC converter in the presence of parasitic
capacitors on the side of the switches can lead to an extension of simulation time due
to parasitic ringing. This is due to the existence of a high quality parasitic RLC circuit
formed by the combination of the inductor and capacitor of the output filter and the
parasitic capacitances of the switches. The resonant frequency can be in the order of
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Figure 1.3: An example of a switch-driver bundle.

magnitude of 10s of MHz to a few GHz for fully integrated converters that use small
inductors and this forces the calculation of a lot of additional timesteps towards the end
of every switching cycle. Since the dead-time of a DCM cycle starts with approximately
0 inductor current it is safe to assume that the energy stored in the parasitic circuit is
negligible when estimating the losses of the converter. In order to eliminate this form of
inefficiency this work also proposes the use of an additional block that places a resistor
in parallel of the inductor to dissipate the energy stored in the parasitic circuit once the
dead time starts and removes it before a new cycle is about to start.

1.3.4 Control Blocks

The models for the control sub-system of a DC-DC converter include a number of com-
monly used analog blocks and logic, like comparators, zero-current detectors, delay
generators, non-overlapping signal generators and analog filters. The models also pro-
vide parameters for common non-idealities like offset and delay, and allow parametric
and Monte Carlo simulations.

1.4 Performance of the model library

To evaluate the performance of the model library the schematic of a Single Inductor
Multiple Output converter shown in Fig. 1.4 was assembled. Two versions of the above
schematic were used, one using the high-level models of the switches and one with the
SPICE models of the actual transistors. Tab. 1.1 summarizes the model used for each
block shown in the scheme. The circuit was simulated with a SPICE-like simulator and
the following results were acquired.

The accuracy of the models can be appreciated in the results of the transient simu-
lation shown in Fig. 1.5. The waveforms produced by the models are almost identical to
the ones generated by the simulation with transistor-level models. The most observable
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Figure 1.4: Example of a SIMO buck converter used as an example in this paper. The control
logic is not shown. The drivers and switches were implemented as single blocks.

Table 1.1: Testbench implementation

Block Implementation
name SPICE testbench HLM testbench

SWT
driver-transistor bundle driver-transistor bundle

inverter-chain driver HLM driver
PMOS switch HLM switch

SWB
driver-transistor bundle driver-transistor bundle

inverter-chain driver HLM driver
NMOS switch HLM switch

SW0
driver-transistor bundle driver-transistor bundle

HLM driver HLM driver
NMOS switch NMOS switch

SW1
driver-transistor bundle driver-transistor bundle

HLM driver HLM driver
NMOS switch NMOS switch

SW2
driver-transistor bundle driver-transistor bundle

HLM driver HLM driver
NMOS switch NMOS switch

ZCD and other control blocks HLM cells HLM cells
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Figure 1.5: Comparison of transient simulation results for (a) inductor current, (b) inductor
current (zoomed), (c) output voltage.

difference is a time-offset due to the delay between the application of a voltage on the
gate of the transistor and its actual change of state. However, even this type of error
can be compensated by introducing a matching delay in the model of the driver. The
waveforms generated with the sigmoid and the smootherstep switch are identical.

Thanks to their simplicity the models can be simulated in just a fraction of the time
required for the simulation with transistor-level models, as shown in Tab. 1.2. The
observed speed improvement for a testbench with no inductive elements which can
cause ringing is between 3 and 5 times.

Simulations of testbenches implementing the whole SIMO converter of Fig. 1.4 with
the implementation given in Tab. 1.1 show that using the driver and switch cells of the
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library allows for a speedup of approximately 2× as shown in Tab. 1.3.

Table 1.2: Transient simulation time for single switch (105 on-off cycles)

Type of switch Simulation time
NMOS 491 s

PMOS 458 s

smootherstep-based 127 s

sigmoid-based 90 s

Table 1.3: Relative performance of mixed testbench and HLM testbench

Testbench Simulation time
Mixed 78 s

HLM sigmoid 38 s

HLM smootherstep 38 s

1.5 Summary

A library of high-level macro-models of blocks (switches, drivers and control blocks)
which are frequently used in the design of DC-DC converters has been presented. The
models are parametrizable, take into account common non-idealities of the blocks and
can be simulated with an analog simulator. The cells of the library allow for the simu-
lation of mixed circuits containing instances of high-level library cells and cells based
on SPICE models, also performing parametric and Monte Carlo simulations. The cells
used for the drivers and switches can provide a speedup of at least 2× in the simulation
of a triple output SIMO converter compared to a schematic with SPICE-level transistor
models and drivers while retaining the error in the estimation of losses below 20% and
the efficiency below 1%.
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2.1 Introduction

One of the early goals during the design of a custom DC-DC converter is to assess the
ability to meet the specifications with a specific architecture and determine suitable
preliminary values for the corresponding design parameters. The parameters that af-
fect the efficiency and output power of the converter, can usually be estimated with the
help of easy to derive hand calculations and validated through short transient simula-
tions of the circuit operating in its steady-state. However, a DC-DC converter usually
operates as a closed-loop system and, its stability has to be ensured for the nominal
case as well as in the presence of non-idealities. Nonetheless, the switching nature
of a DC-DC converter does not allow the direct application of simple analog control
techniques. Nevertheless, it is possible to find models for Current-Mode (CM) DC-DC
converters in literature [14]–[19] which allow the description of the system in a form
that enables the use of the above techniques to design the required loop compensa-
tion without having to run time-consuming simulations. While easy to use, and able
to provide the designer with acceptable ranges of design parameters, the above models
do not take into account circuit non-idealities that can still compromise the stability
of the system. The influence of static component non-idealities on CM or similar con-
trol schemes is taken into account by some tools based on state-space models [20],
[21]. Still, non-idealities related to the current sensing of DC-DC converters tend to
be ignored by most known models even though they can visibly affect stability. Two
notable exceptions are [22] and [23]. In [22], the authors investigated the effect of time
constant mismatch in DCR-based current sensing and extended a typical model for a
Peak Current-Mode (PCM) converter by introducing an additional scaling factor for
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the slope of the sensed current. [23] deals with the effect of the finite bandwidth of
the current sensor on sub-harmonic oscillations by introducing the sensor bandwidth
in the state-space equations and then calculating the minimum required compensation
slope to define the boundary for sub-harmonic oscillations. However, these are not the
only sensor non-idealities that can affect the behavior of the converter. Two of them are
the non-linear sensor gain and the transient (time-varying) errors that occur due the ap-
pearance of additional parasitic currents when the high-side switch closes. This chapter
proposes a computer-aided model architecture that allows large-signal averaged mod-
els of DC-DC converters to predict the effects of finite sensor bandwidth, non-linear
sensor gain and parasitic current transients on stability. The new model is verified in
a testbench focused on a converter operating in PCM while using a high-side current
sensor.

2.2 Purpose of the work

As mentioned above, the typical implementations of averaged DC-DC models are rather
ideal and cannot be used to predict the consequences of non-idealities like the non-
linear current-sensor gain and the effect of transient phenomena like finite bandwidth
or the current spikes that appear when the high-side switch closes. These phenomena
can directly affect the duty cycle of converters employing CM control schemes and
can change the effective gain of the current sensor and, as a consequence, the dynamic
behavior of the control loop. The goal of this work is to provide a tool with the following
features:

∙ It can model the impact of the above phenomena on stability which is a feature
that commonly used models lack.

∙ It is compatible with analog simulators and does not require the use of dedicated
simulation tools.

∙ It is compatible with AC/stability/loop-gain analysis. Thanks to this feature, it
is possible to extract the value of the phase margin and use it to evaluate the
stability of the converter around an operating point.

∙ It can find operating points of the converter quickly through efficient transient
simulations. Small-signal analysis requires the calculation of an operating point
which cannot be estimated via DC analysis in a switching testbench. Transient
analysis can deal with switching circuits but is slow so a model capable of speeding
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up this process is useful. Additionally, the resulting operating point should be in
a form directly usable by the small-signal model.

∙ If possible, it accepts different parametrizable shapes for the transient errors.
Their exact shape can vary significantly based on the design parameters and this
shape determines how much these errors can affect the stability of the converter.
Therefore, it is necessary to have a way to adjust the behavior of the model in an
easy and clean way if the shape of the error changes.

A tool with the above features can be of significant help in the design of high-frequency
and high-conversion-ratio CM converters that can be significantly affected by the above
mentioned current sensor non-idealities.

vBAT

Control vSW

iHS

iHS CS
vREF

Current
Sensor

vOUT

ispike

NTE
kCS NL(iL)

iL

MHS

MLS

ideally: iHS = iL
when MHS is ON

}

iLOAD

Figure 2.1: A buck converter, key quantities and the physical locations of Negative Transient
Error (NTE), non-linear static gain (𝑘𝑐𝑠𝑁𝐿) and the spike current 𝑖𝑠𝑝𝑖𝑘𝑒 flowing through the high-
side switch.

2.3 Proposed model

First of all, it is important to see how current sensing and the related errors work in the
context of CM control. The current sensor is the block that is used to close the current
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loop by providing a scaled version of the inductor current to the PWM generator of the
modulator. If the gain of the current loop is sufficient, the double pole of the output
filter of the converter is split into two real poles and leads to a system that is easier
to stabilize. The simple schematic of Fig. 2.2 can be used to describe the behavior of
the internal (current) loop of a typical current mode control system and the concept of
filter pole splitting. 𝐾𝑚 is the modulator gain, 𝑅𝑠 is the sensing resistance, 𝐺𝑖 is the gain
of the current sense amplifier, 𝐶𝑂 and 𝑅𝑂 the output capacitance and equivalent load
resistance, 𝑉𝑆𝑊 and 𝑉𝑂 the voltage of the switching node and the output, and lastly 𝑉𝐶 is
the control voltage of the modulator, which is going to be generated by the voltage error
amplifier that forms the external (and much slower in general) voltage loop. If the initial
conditions are ignored for simplicity it is possible to derive the following equations in
s-domain: Eq. 2.1 describes the behavior of the modulator, Eq. 2.2 the behavior of the
inductor current and Eq. 2.3 the behavior of the voltage at the output. Then the control
to output transfer function 𝑉𝑂

𝑉𝐶
of this loop needs to be calculated so that it can later

be combined with that of the external voltage control loop to model the behavior of
the full system. The final transfer function is Eq. 2.4 and has one interesting feature:
Its poles, given in Eq. 2.5, can become real and far enough from each other to make
the transfer function of the current loop stable. If the product 𝐾𝑚 ⋅ 𝐺𝑖 is large enough,
the sum under the square root can become positive and then we have the two poles
of Eq. 2.6 and Eq. 2.7. The first depends on the load and the output capacitance, is
slow, and is usually named as the ”capacitor pole” as it depends on 𝐶𝑂 . The second
one becomes faster the higher 𝐾𝑚 ⋅ 𝐺𝑖 is, depends on 𝐿 which leads to it being referred
to as the ”inductor pole”. This pole splitting means that the designer does not have to
deal with the typical double complex pole of the L-C filter anymore by implementing
extra zeros in the voltage control loop to make the overall loop stable and can still use the
ability to read the inductor current to implement necessary protection mechanisms (like
overcurrent and load-short protection) without the requirement to add extra sensors.
Instead, the gain of the current sensor (𝐺𝑖 ⋅ 𝑅𝑠) can be used as an extra design variable
that has the ability to affect the dynamic behavior of the converter.

𝑉𝑆𝑊 (𝑠) = 𝐾𝑚 ⋅ (𝑉𝑐(𝑠) − 𝑖𝐿(𝑠) ⋅ 𝑅𝑠 ⋅ 𝐺𝑖) (2.1)

𝑖𝐿(𝑠) =
𝑉𝑆𝑊 (𝑠) − 𝑉𝑂(𝑠)

𝐿 ⋅ 𝑠 + 𝑅𝑆
(2.2)

𝑉𝑂(𝑠) = 𝑖𝐿(𝑠) ⋅
𝑅𝑂

1

𝐶𝑜 ⋅𝑠

𝑅𝑂 +
1

𝐶𝑜 ⋅𝑠

(2.3)
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Figure 2.2: A very simplified version of a current mode control scheme

𝑉𝑂

𝑉𝐶
(𝑠) =

𝐾𝑚 ⋅ 𝑅𝑂

𝐶𝑂 ⋅ 𝐺𝑖 ⋅ 𝐾𝑚 ⋅ 𝑅𝑂 ⋅ 𝑅𝑆 ⋅ 𝑠 + 𝐶𝑂 ⋅ 𝐿 ⋅ 𝑅𝑂 ⋅ 𝑠
2 + 𝐶𝑂 ⋅ 𝑅𝑂 ⋅ 𝑅𝑆 ⋅ 𝑠 + 𝐺𝑖 ⋅ 𝐾𝑚 ⋅ 𝑅𝑆 + 𝐿 ⋅ 𝑠 + 𝑅𝑂 + 𝑅𝑆

(2.4)

𝑝0,1 =−
𝐺𝑖 ⋅ 𝐾𝑚 ⋅ 𝑅𝑆 ⋅ 𝐶𝑂 ⋅ 𝑅𝑂 + 𝑅𝑆 ⋅ 𝐶𝑂 ⋅ 𝑅𝑂 + 𝐿

2 ⋅ 𝐶𝑂 ⋅ 𝑅𝑂 ⋅ 𝐿

±

√
(𝐺𝑖 ⋅ 𝐾𝑚 ⋅ 𝑅𝑆 ⋅ 𝐶𝑂 ⋅ 𝑅𝑂 + 𝑅𝑆 ⋅ 𝐶𝑂 ⋅ 𝑅𝑂 − 𝐿)

2 + 4 ⋅ 𝑅𝑆 ⋅ 𝐶𝑂 ⋅ 𝑅𝑂 ⋅ 𝐿

2 ⋅ 𝐶𝑂 ⋅ 𝑅𝑂 ⋅ 𝐿

(2.5)

𝑝0 = −
2 ⋅ 𝐿

2 ⋅ 𝐶𝑂 ⋅ 𝑅𝑂 ⋅ 𝐿
= −

1

𝐶𝑂 ⋅ 𝑅𝑂
(2.6)

𝑝1 = −
2 ⋅ 𝐶𝑂 ⋅ 𝑅𝑂 ⋅ (𝐺𝑖 ⋅ 𝐾𝑚 ⋅ 𝑅𝑆 + 𝑅𝑆)

2 ⋅ 𝐶𝑂 ⋅ 𝑅𝑂 ⋅ 𝐿
= −
𝐺𝑖 ⋅ 𝐾𝑚 ⋅ 𝑅𝑆 + 𝑅𝑆

𝐿
≈ −
𝐾𝑚 ⋅ 𝐺𝑖 ⋅ 𝑅𝑆

𝐿
(2.7)

However, this simplified model does not capture the full behavior of an ideal imple-
mentation of CM DC-DC converter. The current loop also introduces additional terms
to the transfer function of the system due to the implicit sampling that is applied on
the current the moment that the sensed current triggers a change in the output of the
PWM generator, and this can lead to undesirable sub-harmonic oscillations if the sen-
sor gain pushes the inductor pole too far. The above dynamic behavior is modeled by
the popular model of [15] which is the primary reference of this chapter. The effective
large-signal value of the sensor gain plays a role in determining the state of the control
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loop and lead it to an operating point where the system dynamics are different. Eq. 2.8
is derived by substituting 𝑆𝑓 = 𝑅𝑖 ⋅ 𝑉𝑂/𝐿 and 𝐷′ = 1 − 𝐷 in Eq. 12 of [15] and gives an
idea of how a change in the gain of the current sensor 𝑅𝑖 (𝑘𝐶𝑆 in this work) alters the
steady-state behavior of the current loop and forces a change in the duty cycle for a
given value of 𝑉𝑐 (treated as a current 𝑖𝐺𝑀 𝐶 in this work). It also becomes obvious that
any significant dependence of the sensor gain on either < 𝑖𝐿 > or the duty cycle needs
to be predicted by a model to avoid high error in the calculation of the steady-state of
the control loop.

𝑅𝑖 ⋅ ⟨𝑖𝐿⟩ = 𝑉𝑐 − 𝐷 ⋅ 𝑇𝑠 ⋅ 𝑆𝑒 −
𝑉𝑂 ⋅ 𝑅𝑖 ⋅ (1 − 𝐷) ⋅ 𝑇𝑠

2 ⋅ 𝐿
(2.8)

Another consequence of varying large-signal gain is that the values of important small-
signal parameters (like the slope of the sensed current) can change as well. The effect of
this change on the behavior of the converter around an operating point can be explained
with the help of a formal analysis of the dynamics of the current loop in CM control
with the help of an averaged small-signal model like the one given in [15] and [16]. In
[15] the current sensor is considered ideal and is modeled after a constant gain that is
included in 𝑆𝑛 (the slope of the sensed current when the inductor current 𝑖𝐿 is rising)
and is proportional to the current sensor gain 𝑘𝑐𝑠. The effect of this gain on the stability
of the current loop can be deduced by observing the behavior of the control to output
transfer function as the value of this term changes. The low-frequency characteristics
of the transfer function (given by 𝐹𝑝(𝑠)) as well as the dynamics that are caused by the
current sampling behavior of the converter (given by 𝐹ℎ(𝑠)) are affected by parameter
𝑚𝑐. Its value is given by 𝑚𝑐 = 1 + 𝑆𝑒

𝑆𝑛
where 𝑆𝑒 is the slope of the compensation ramp

which is used to prevent sub-harmonic oscillations for duty cycles above 50%. Based on
this analysis and the assumption of a fixed slope 𝑆𝑒, any increase in small-signal gain
due to current sensing non-idealities reduces 𝑚𝑐 and in turn slows down the pole of
𝐹𝑝(𝑠)while increasing the quality of the complex conjugate poles of 𝐹ℎ(𝑠) and increasing
the likelihood of sub-harmonic oscillations. Similarly, any decrease of the sensor gain
speeds up the 𝐹𝑝(𝑠) pole while splitting the 2𝑛𝑑 order pole of 𝐹ℎ(𝑠) further with the side-
effect of pushing the slower one to lower frequencies. The above analysis shows that
averaged models for CM buck converters can predict the effect of current sensor gain
in the stability of the converter. Furthermore, previous work [22] has shown that the
effect of systematic current sensing errors caused by sensor dynamics, like the time-
constant mismatch within the sensing structure of a DCR-based current sensor, can
be boiled down into a modified gain value that can in turn be used with typical DC-
DC models. This work, focuses on errors that have a behavior that is less linear and this
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prevents the derivation of a similarly simple model without introducing significant error.
Instead, it presents a model structure that enables the the input-output relationship of
the sensor in a form that is compatible with a large-signal averaged model of a PCM
DC-DC converter and uses the analog simulator to implicitly estimate the correct large
and small-signal gain values at any meaningful transient or steady-state operating point
and predicts the behavior of the converter by exploiting its ability to solve systems of
non-linear equations.

Current
Sensor Model

Modulator and
PWM (averaged)

L Load
Voltage
Divider

vSW iL vOUT

vFBiGM C

ton
iHS CS

N /P , ai, kcsNOM , ignoreNL, L, fSW

tmask , τdecay , is max ,∆ts max ,LUTfn

Error Amplifier and
Voltage Loop
Compensation vREF

vBAT

L, fSW , Se

kcsNOM

Figure 2.3: The current sensor model in the averaged testbench. The quantities in blue font are
parameters.

The proposed model takes into account 3 types of errors related to current sensing
that can be detected in a typical buck setup like the one shown in Fig. 2.1. The first two
errors, the error due to the static non-linearity of the current sensor 𝑘𝑐𝑠𝑁𝐿 and the Neg-
ative Transient Error (NTE), are caused by inherent non-idealities of the current sensor
and affect most CM converters. Non-linear gain is a common non-ideality of sensing
circuits while NTE is the error caused by the finite bandwidth of the sensor and the
masking of its output due to the use of blanking. This setup also assumes that the con-
verter employs high-side current sensing and is susceptible to an additional parasitic
current 𝑖𝑠𝑝𝑖𝑘𝑒 which appears when the high-side switch turns on and it is injected as a
Positive Transient Error (PTE) into the sensed current. The new current sensor model
is designed to complement the functionality of the averaged model of the DC-DC con-
verter in a setup as the one shown in Fig. 2.3 that maps the behavior of the buck of
Fig. 2.1. The two switches of the original scheme are eliminated and their behavior is
represented by the modulator of the averaged model. The functionality of the control
block is provided by the combination of the voltage divider, the error amplifier, the volt-
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age loop compensation and the part of the averaged model block that calculates the
duty cycle. The implementation of this block is based on Eq. 12 of [15] and the large-
signal 𝑉𝑠𝑤

𝐷
gain for buck converters with 𝑉𝑔 and 𝑉𝑜 (𝑣𝐵𝐴𝑇 and 𝑣𝑂𝑈𝑇 in this work) accessed

directly through the corresponding inputs of the module. Lastly, the current sensor is
replaced in Fig. 2.3 by the proposed model.

The functionality of this model setup can be summarized as follows. All the quan-
tities that exist in the context of the averaged model are marked with an overbar in
equations, text or figures to differentiate them from the corresponding quantities that
belong to the normal switching testbench. The averaged dc-dc block uses the output of
the voltage loop compensation 𝑖𝐺𝑀 𝐶 , the sensed current of the high-side switch 𝑖𝐻𝑆 𝐶𝑆 ,
the battery and output voltages 𝑣𝐵𝐴𝑇 and 𝑣𝑂𝑈𝑇 , and produces the analog outputs of the
switching node voltage 𝑣𝑆𝑊 and the estimated length of the on-time of the high-side
switch 𝑡𝑜𝑛. The model of the current sensor uses 4 analog inputs, the inductor current
𝑖𝐿, the value of 𝑡𝑜𝑛 that is produced by the averaged block and the battery and output
voltages 𝑣𝐵𝐴𝑇 and 𝑣𝑂𝑈𝑇 and generates the analog output 𝑖𝐻𝑆 𝐶𝑆 that represents the read-
out current. The inputs in blue font are the parameters of the model and are detailed
below along with the structure of the model. The structure of the current sensor model
is shown in Fig. 2.4. The model is comprised by 3 sub-blocks (shown as rectangles with
dashed outline in the figure), one for every type of error being modeled. Every block
is also implemented as an analog function and this allows the user to swap the model
of an error by simply replacing an existing analog function with a new one. The inner
workings of every one of these blocks is being detailed in their dedicated subsection.
The first sub-block on the bottom side is used for the modeling of the non-linearity of

the static gain of the sensor and requires the analog input of the inductor current 𝑖𝐿 and
the parameters 𝑎𝑖 to produce the value of the corresponding non-linear gain 𝑘𝑐𝑠𝑁𝐿(𝑖𝐿). If
the binary parameter 𝑖𝑔𝑛𝑜𝑟𝑒𝑁𝐿 is 1 the above calculated value will be used in any calcu-
lations that require the value of the gain. If it is 0 the nominal gain given by parameter
𝑘𝑐𝑠𝑁𝑂𝑀 will be used instead.

The second sub-block on the top left is used to model the NTE. It uses 4 analog
inputs, the inductor current 𝑖𝐿, the on-time 𝑡𝑜𝑛 and the voltages 𝑣𝐵𝐴𝑇 and 𝑣𝑂𝑈𝑇 and 4
parameters, the self-inductance of the power inductor 𝐿, the switching frequency 𝑓𝑆𝑊 ,
the decay time constant of the error 𝜏𝑑𝑒𝑐𝑎𝑦 and the masking time 𝑡𝑚𝑎𝑠𝑘. The sub-block
produces a value of the NTE 𝑖𝑁𝑇𝐸(𝑡𝑜𝑛) in the form of an additive error.

The third sub-block on the top right is used to model the PTE and is more relevant in
architectures that employ high-side current sensing. It requires 𝑡𝑜𝑛 as its single analog
input and the parameter of masking time 𝑡𝑚𝑎𝑠𝑘 and 3 or 1 additional parameters depend-
ing on whether the user opts to use a LUT-based or a fitted model. In the first case, a
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Figure 2.4: Current sensor model structure. The parameters of the model and all internal con-
stants are shown in blue and the transient error contributions with their paths are in red.

valid filename to a LUT is given in 𝐿𝑈𝑇 𝑓 𝑛. If 𝐿𝑈𝑇 𝑓 𝑛 is blank then the parameters of the
error 𝜏𝑑𝑒𝑐𝑎𝑦 , 𝑖𝑠 𝑠𝑝𝑖𝑘𝑒 and 𝛥𝑡𝑠 𝑠𝑝𝑖𝑘𝑒 are being used to calculate the value for the additive PTE
error 𝑖𝑠𝑝𝑖𝑘𝑒(𝑡𝑜𝑛).

The last binary parameter 𝑁/𝑃 is used to select whether the NTE or PTE is going to
be used by the model. The reason behind the two being mutually exclusive is related to
the fact that modeling the effect of finite bandwidth on PTE requires the convolution of
the spike-current with the impulse response of the sensor. This implies that an analytical
model for the transient behavior of the spike current is necessary. The relevant literature
offers some models for its different components separately but no unified model for the
spike current. Furthermore, the validation of such a model would be very hard in an
experimental setting as the spike has high amplitude while also being very short lived
and a sensor with very high dynamic range (10−3 − 10+1 A) and bandwidth (> 5 GHz)
would be required to measure it without distorting it. To bypass this limitation, PTE
is modeled with the help of fitted and interpolated models generated from testbenches
that take into account all 3 errors together. Due to this choice it makes no sense to have
both NTE and PTE active at the same time.
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2.3.1 Non-linear current sensor gain

Static non-linear sensor gain can be intuitively modeled as an input-dependent gain.
The proposed model implements this functionality as a combination of analog expres-
sions in a Verilog-A module and is compatible with analog simulators. The input-dependent
static gain of a properly biased current sensor can be modeled with a polynomial equa-
tion Eq. 2.9 implemented as a user-defined Verilog-A analog function. In this implemen-
tation the order of the polynomial was chosen to be 𝑁 = 5. The input 𝑥 of model of
the non-linear gain takes the value of the inductor current 𝑖𝐿, which is treated as the
average 𝑖𝐿 of a switching period by our implementation of the averaged DC-DC model.
The parameters 𝑎𝑖 can be estimated by applying the curve fitting methods of MATLAB
or SciPy (Python) on the inputs and output of the current sensor in a DC sweep.

𝑘𝐶𝑆 𝑁𝐿(𝑥) =
𝑖𝑂𝑈𝑇 𝑠𝑡𝑎𝑡𝑖𝑐

𝑖𝐼𝑁 𝑠𝑡𝑎𝑡𝑖𝑐
=

𝑁

∑

𝑖=0

𝑎𝑖 ⋅ 𝑥
𝑖 (2.9)

2.3.2 Effects of transient errors

The transfer function of the current sensor of a CM buck affects its dynamic behavior.
Ideally, the bandwidth of these sensors is high enough to properly track the inductor
current and low enough to prevent high-frequency switching noise from reaching its
output. In such a scenario, modeling the sensor after its static gain is sufficient and
errors of transient and dynamic nature can be ignored. In reality, meeting both require-
ments at the same time is not easy for architectures operating at high frequency and
low conversion ratios as they force the designer to raise the bandwidth to a level where
the high-frequency ”noise” cannot be sufficiently attenuated. These errors have signifi-
cant effect in the operation of converters employing PCM and other versions of CM that
do not explicitly filter the readout current before using it to determine the duty cycle.
The amount of noise is also worse in converters that employ on-chip high-side current
sensing as switching noise has high peak amplitude, it is relatively wide-band and most
of its power flows through the sensing element of the current sensor right after the start
of a switching cycle. As a result, the use of a model that takes into account transient
errors is necessary for the evaluation of stability of designs with the above features.

Modeling the effect of current sensing errors of dynamic nature in the context of an
averaged model is not straightforward but has been done successfully in the past. In [22]
the effect of time constant mismatch between different parts of the sensing structure of
a DCR-based current sensor is modeled as an additional factor that is multiplied with
the ideal current sensor gain. The time constant mismatch is expressed in the time
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domain and then a linearized model is derived based on the assumption that all the
time constants of the involved quantities are much larger than the switching period.
In this work, the transient errors modeled are non-linear, appear for a short time after
the start of every new PWM cycle, follow the same trend in every switching period and
their instantaneous value depends on how much time has passed after the high-side
switch turns on. They are characterized by much shorter time constants compared to
the ones involved in DCR sensing and prevent approximations that would lead to a
simplified linear model. Instead, the model structure proposed by this work requires an
analytical or at least a numerical model for the readout current error and the solution
is calculated by the analog simulator for every operating point. In order to achieve this,
both the positive and negative transient error (PTE, NTE) are represented as currents
𝑖𝑠𝑝𝑖𝑘𝑒 and 𝑖𝑁𝑇𝐸 and are modeled with the help of Eq. 2.12 and Eq. 2.10, 2.11 where 𝑡 is
the time in the transient analysis, Δ𝑡 is the time after the high-side switch turns on,
Δ𝑡𝑠 𝑚𝑎𝑥 the value of Δ𝑡 at which the spike error reaches its peak value 𝑖𝑠 𝑠𝑝𝑖𝑘𝑒, and 𝜏𝑑𝑒𝑐𝑎𝑦
the time constant of the exponential decay of the transient errors. An example of their
shape is given in Fig. 2.5. As mentioned above, the latter tends to affect only converters
that employ high-side current sensing and this work assumes this type of sensing to
properly showcase its effects.

Eq. 2.10 is derived by solving the differential equation that describes the transient
response of a low pass filter that is driven by a ramp signal after introducing the design
parameters of the buck into the equation. In cases where both the product 𝑣𝐵𝐴𝑇−𝑣𝑂𝑈𝑇

𝐿
⋅𝜏𝑑𝑒𝑐𝑎𝑦

and the current ripple 𝑣𝐵𝐴𝑇−𝑣𝑂𝑈𝑇
𝐿

⋅ Δ𝑡 are small relative to the averaged inductor current
the equation can be simplified to Eq. 2.11 as both the steady-state tracking error of the
sensor and the error due to current ripple are negligible. The simulation results shown
in this work have been generated with the help of the simplified model.

𝑖𝑁𝑇𝐸(𝛥𝑡) = 𝑖𝐿(0)(
1 − 𝑒

− 𝛥𝑡
𝜏𝑑𝑒𝑐𝑎𝑦

)
− 𝑖𝐿(𝑡)+

+
𝑣𝐵𝐴𝑇 − 𝑣𝑂𝑈𝑇

𝐿
⋅ 𝜏𝑑𝑒𝑐𝑎𝑦 (

𝑒
− 𝛥𝑡
𝜏𝑑𝑒𝑐𝑎𝑦 − 1

)

+
𝑣𝐵𝐴𝑇 − 𝑣𝑂𝑈𝑇

𝐿
⋅ 𝛥𝑡

𝑓 𝑜𝑟 𝑖𝐿(0) = 𝑖𝐿(𝑡) − 0.5
𝑣𝐵𝐴𝑇 − 𝑣𝑂𝑈𝑇

𝐿
⋅ Δ𝑡

(2.10)

𝑖𝑁𝑇𝐸(Δ𝑡) = −𝑖𝐿(𝑡) ⋅ 𝑒
− 𝛥𝑡
𝜏𝑑𝑒𝑐𝑎𝑦 (2.11)
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Figure 2.5: Example shapes of waveforms used to model the two transient errors. 2.5a is PTE
with 𝑖𝑠 𝑚𝑎𝑥 = 10 𝐴, 𝜏𝑑𝑒𝑐𝑎𝑦 = 2.5 𝑛𝑠, Δ𝑡𝑠 𝑚𝑎𝑥 = 10 𝑛𝑠 and 2.5b is 𝜏𝑑𝑒𝑐𝑎𝑦 = 100 𝑛𝑠, and NTE with
𝜏𝑑𝑒𝑐𝑎𝑦 = 96 𝑛𝑠 and 𝑖𝐿 ≈ 1 𝐴.

𝑖𝑠𝑝𝑖𝑘𝑒(Δ𝑡) =

⎧
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎩

0 𝛥𝑡 ≤ 0

𝛥𝑡 ⋅
𝑖𝑠 𝑚𝑎𝑥
𝛥𝑡𝑠 𝑚𝑎𝑥

0 < 𝛥𝑡 ≤ 𝛥𝑡𝑠 𝑚𝑎𝑥

𝑖𝑠 𝑚𝑎𝑥 ⋅ 𝑒
−
𝛥𝑡−𝛥𝑡𝑠 𝑚𝑎𝑥
𝜏𝑑𝑒𝑐𝑎𝑦 𝛥𝑡 > 𝛥𝑡𝑠 𝑚𝑎𝑥

(2.12)

On the other hand, Eq. 2.12 is based on the equation that describes the current that
charges the parasitic capacitances at the output of the half-bridge. This work uses a
rough approximation of this model and assumes a fast linear rise to 𝑖𝑠 𝑚𝑎𝑥 with a dura-
tion close to the rise time of the gate driving signal and an exponential decay of this
current with a non-varying time constant. The transitions between the branches are
also smoothened with the help of a quadratic spline to prevent convergence difficulties
due to the discontinuity of the first order derivative at these points and to enable the
model to catch smoother transitions that happen when the spike is being filtered. The
choice for the linear rise is based on the frequent assumption that drain current rises
linearly until the gate-source voltage of the switch hits the miller plateau. The expo-
nential decay is based on the assumption of constant switch resistance and capacitance

28



2.3. Proposed model

connected to the switching node. The derivation of a precise analytical model for this
error would require the addition of the contributions of the reverse-recovery current of
the body diode [24], [25] of the low-side switch combined with the effect of the miller
plateau in the switching current [26] and is beyond the scope of this work that mainly
focuses on providing a fast tool that can simulate the effects of such errors on control
instead of providing a perfectly accurate model of each individual phenomenon. To mit-
igate the impact of the lack of a precise analytical model for PTE this work allows the
use of models based on lookup tables (LUTs) that can be implemented with the help
of the $table model() function. In such a case, the user can deactivate all the other
blocks of the model and force the PTE block to use a LUT-based model in the place of
the analytical model for the error. The generation of the necessary look-up tables can
be done with a few very short transient simulations of a simple testbench like the one
shown in Fig. 2.6 and can be fully automated. The same LUTs can then be used to fit
the parameters of the model for 𝑖𝑠𝑝𝑖𝑘𝑒 if the user prefers to avoid using them directly.
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Figure 2.6: Testbench architecture used for the creation of LUT files and characterization of the
spike.

The instantaneous value of each of the above mentioned errors depends on 𝛥𝑡. The
contribution of each error at the moment of the peak detection and the resulting peak
sensed current can be found by setting𝛥𝑡 = 𝑡𝑜𝑛with the latter being directly provided by
the averaged model of the modulator and the PWM generator in the form of the average
on-time 𝑡𝑜𝑛. The peak current is then translated back to the equivalent averaged value
𝑖𝐻𝑆 𝐶𝑆 (which is done by removing 50% of the current ripple for the estimated 𝑡𝑜𝑛 in
this work based on the steady-state approximation). This yields a significant amount of
performance increase compared to a normal transistor-level transient simulation as the
simulator can estimate values for 𝑡𝑜𝑛, 𝑖𝐻𝑆 𝐶𝑆 and the respective peak values that solve
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the resulting system of equations in a single timestep instead of multiple times around
every switching event.

2.4 Performance of the model
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Figure 2.7: Testbench architecture used to investigate the effect of PTE and NTE on transient
stability. PTE is introduced by the transistor switches.

In addition to the testbench of Fig. 2.7 a specialized testbench for NTE as well as an
averaged testbench sharing the same main structure is created to evaluate the perfor-
mance of the models. The testbenches use a PCM control scheme which is quite sensi-
tive to transient errors. The first one is a representation of a (PCM) buck implemented
with standard library components with the exception of the switches that are imple-
mented as transistors and driven by bootstrapped inverter chains. The SPICE models
representing the power transistors of the switches in the testbench can generate the
spike currents that are picked up by the semi-ideal model of the sensor and can be used
to simulate the effect of PTE with or without the presence of the other errors. The sec-
ond one in Fig. 2.8 is the same as the first one with the exception that the switches and
drivers have been implemented with standard library components and is used for the
verification of the NTE model since the ideal switches do not introduce any PTE. Both
testbenches are useful only for transient simulations. Both use block 𝑘𝐶𝑆 which is an
instance of the module that allows the use of constant or non-linear static gain in the
full-model structure and an RC filter that uses 𝜏𝑑𝑒𝑐𝑎𝑦 to set its bandwidth in the place of
the LPF. The last testbench, shown in Fig. 2.9, uses a lot of the circuit structure of the first
one with the exception that the switches and the PWM generation parts are replaced by
a block based on the averaged approximation and is suitable for both transient and AC
analysis. The use of PCM requires the introduction of an additional compensation slope
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current that is marked as 𝑖𝑆𝐿𝐶 on the figures and is represented by the slope 𝑆𝑒 in the
averaged model. The parameter 𝑡𝑚𝑎𝑠𝑘, also shown in Fig. 2.3 and Fig. 2.4 is introduced to
emulate the effect of blanking time by preventing the current sensor from giving values
corresponding to 𝑡𝑜𝑛 < 𝑡𝑚𝑎𝑠𝑘. Furthermore, the lack of switching parts in the testbench
allows the simulator to use longer timesteps and as a result the transient simulations
are sped up considerably.
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Figure 2.8: Testbench architecture used to investigate the effect of NTE on transient stability.
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Figure 2.9: High-level representation of the averaged testbench used to evaluate the current
sensor model. The quantities in blue font are parameters.

In Fig. 2.10 the results of transient simulations are shown with and without the
effects of the negative transient error as estimated by the above mentioned testbenches.
The traces for 𝜏𝑑𝑒𝑐𝑎𝑦 = 1 𝑝𝑠 are identical with the ones produced by Fig. 2.7 and Fig. 2.9
where the LPF of the switching testbench is replaced by a short and the NTE block of
the averaged is deactivated. During the time range shown in the plot there is a time
interval during which both the reference and battery voltages are rising (up to 500 𝜇𝑠),
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Figure 2.10: Results of transient simulations of the averaged and switching testbench. Output
voltage (2.10a) and inductor current (2.10b) for negative transient error of 𝜏𝑑𝑒𝑐𝑎𝑦 = 192 𝑛𝑠 (829
kHz sensor BW) and 𝑡𝑚𝑎𝑠𝑘 = 60 𝑛𝑠. The dashed lines are generated by the new model.

another one when the battery voltage is halved (600-610 𝜇𝑠) and a last one during which
the load current is increased from 1.1 A to 2.1 A (799-800 𝜇𝑠). The model follows the
trend of the inductor current and output voltage of the switching testbench well enough
as seen in Fig. 2.10 under the presence of negative transient errors in a fraction of the
original simulation time as seen in Tab. 2.1. As a result, the model can be used to quickly
find steady-state operating points of the DC-DC converter, which can then be used to
study the stability or the efficiency of the converter. The speedup is up to 3 orders of
magnitude even though the maximum timestep was limited to the size of one switching
period to further improve the accuracy.

The accuracy of the model was also evaluated through the use of a metric. This work
uses the Root-Mean-Squared-Error (RMSE) metric of the output of a transient simula-
tion of the model versus a corresponding reference waveform. RMSE is an attractive
choice as it inherits the properties that make its parent metric, the Mean-Squared-Error
(MSE), a popular choice for comparing signals [27] and the application of the square root
makes the resulting value easily comparable to the amplitude of the measured quantity.
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Table 2.1: Simulation time for 1ms of operation with startup, battery voltage changes and load
step

Testbench Sim. time, NTE Sim. time, Spike
Averaged <1 s

Averaged + CS model <1 s 1.5 s

Switching semi-ideal <1 s

Switching semi-ideal+ error-emul. 1113 s 1153 s

However, the use of the averaged model leads to 𝑣𝑂𝑈𝑇 wavefroms with no ripple and as
a result any estimation of RMSE between the output of the switching and the averaged
testbench would lead to an error value which is dominated by the ripple of the converter.
To tackle this issue the waveform of 𝑣𝑂𝑈𝑇 of the switching testbench is substituted with
a non-rippling sampled version of it. Each sample is the average between the value of
𝑣𝑂𝑈𝑇 when 𝑖𝐿 becomes equal to 𝑖𝐿𝑂𝐴𝐷 while rising and its value when 𝑖𝐿 becomes equal
to 𝑖𝐿𝑂𝐴𝐷 while falling. This metric effectively removes the ripple and works well as both
crossings happen within a switching period. As in Tab. 2.2, the accuracy of the model is
very good in steady-state with the RMSE of less than 10 ⋅ 10−6. The accuracy degrades
during battery voltage transients but the RMSE stays below 3 ⋅10−3. The RMSE with the
model in the case of battery voltage halving is also inflated due to a bump caused by
the existence of cycles with less than two crossings of 𝑖𝐿 with 𝑖𝐿𝑂𝐴𝐷. Excluding this part,
the RMSE values become 11.23 ⋅ 10−3 and 1.614 ⋅ 10−3 respectively.

Table 2.2: RMSE of model output vs sampled averaged 𝑣𝑂𝑈𝑇 under NTE of 𝜏𝑑𝑒𝑐𝑎𝑦 = 192 𝑛𝑠 and
𝑡𝑚𝑎𝑠𝑘 = 60 𝑛𝑠

Case RMSE vs averaged RMSE vs averaged+model
Steady state 8.748 ⋅ 10−6 8.748 ⋅ 10−6

𝑣𝐵𝐴𝑇 halving 10.13 ⋅ 10−3 2.622 ⋅ 10−3

𝑣𝐵𝐴𝑇 doubling 3.677 ⋅ 10−3 309.6 ⋅ 10−6

The most important advantage provided by the proposed model is its ability to also
be used in AC/Loop-Gain/stability analysis and extract metrics like the phase margin of
the system to evaluate its stability under the presence of non-linear gain and transient
errors. Fig. 2.11 is generated with the help of the testbench of Fig. 2.9 and a reference
testbench with a simple gain in the place of the sensor model and shows the noticeable
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change of phase margin due to NTE. The resulting phase margin values also match the
transient behavior of the converter as shown in Fig. 2.12. The model produces similar
results under the presence of PTE as shown in Fig. 2.13. Lastly the effect of the NTE and
PTE on the UGB of the sensor is shown in Fig. 2.14 and Fig. 2.15 respectively.
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Figure 2.11: Effect of negative transient error on Phase Margin with increasing error decay
time constant. Curves for 𝑡𝑚𝑎𝑠𝑘 = 60 𝑛𝑠. The points using square, diamond and disc markers
have been generated by a reference averaged testbench with constant current sensor gain.
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Figure 2.12: Transient behavior of output voltage under the effects of negative transient error
and the estimated Phase Margin. Results for 𝑡𝑚𝑎𝑠𝑘 = 60 𝑛𝑠. The dashed lines are generated by
the model.

2.5 Summary

An improved model of a current sensor for use with the averaged model DC-DC con-
verters is presented and evaluated in a PCM setup. It is implemented as a Verilog-A
module and can be used in testbenches designed for transient and stability analysis
while also being compatible with analog simulators. It can model the effects of non-
linear current-sensor gain as well as positive and negative transient errors which can
also lead to overestimation of the stability of a converter if ignored. Furthermore, the
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Figure 2.13: Effect of PTE on Phase Margin with increasing spike height. Results for 𝜏𝑑𝑒𝑐𝑎𝑦 =
2.5 𝑛𝑠, 𝑡𝑠 𝑚𝑎𝑥 = 10 𝑛𝑠, 𝑣𝑏𝑎𝑡 = 74.9 𝑉 and 𝑡𝑚𝑎𝑠𝑘 = 15 𝑛𝑠. The points using square, diamond and disc
markers have been generated by the reference averaged testbench with constant current sensor
gain.
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Figure 2.15: Effect of PTE on Unity Gain Bandwidth with increasing spike height. Results for
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enhanced model can reduce simulation time significantly as it can achieve a speedup of
up to 1000× compared to normal transient simulations.
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3.1 Fast-Response Current Sensors in Literature

3.1.1 Current sensor taxonomy

Integrated current sensors typically exploit one of the following sensing elements: sense-
resistor [28], inductor DCR [29], or a sense-FET [30]–[35]. The first two are usually hard
to fully integrate, due to the physical size of the additional components required (low-
tolerance, high-power shunts in the first case and relatively high-value capacitors in the
second case). The last category of sensor relies on sense-FETs, small replicas of the main
power-FET. The sensors of this category can be fully integrated, allowing for the smallest
possible bill of materials and as a result are less affected by board-level parasitics that
degrade the performance of the converter. Sense-FET-based current sensors monitor

37



Chapter 3 | Design of a 40-V, Fast-Response, High-Side Current Sensor for Current-Mode DC-DC Converters

the switch current as an approximation of 𝑖𝐿 and are typically half-wave sensors, that
only track the current of the switch that is on during a single PWM phase, while they
are reset during the opposite phase. A consequence of the reset is a higher slew-rate
requirement, due to the fact that the expected change of their output at minimum 𝑡𝑜𝑛
is proportional to the value of the inductor current instead of its ripple. Full-wave [32]
as well as some hybrid [30] architectures sense the current of both switches to avoid
this issue, but high-voltage implementations are rare and may require high-voltage de-
vices [32] which are not available in most technology nodes and anyway achieve worse
performance for the same area, compared to devices that support standard 𝑣𝑔𝑠 values.

3.2 High-Voltage High-Side Current Sensors in Literature

One inherent disadvantage of high-side current sensors is that their input (or at least its
common-mode value) has to be close to the input rail voltage of the converter which can
vary significantly. If the sensor is integrated in a high-voltage buck converter, this value
can become several times higher than the maximum (input) voltage that can be handled
by typical implementations of the signal processing blocks that are connected to its
output. Thus, the sensor has to be able to perform well for the full range of the input
voltage of the converter while providing its output at low voltage. There are technology-
based, as well as topology-based solutions to this design problem.

3.2.1 High-voltage Technology Options

A straightforward implementation would be to make use of devices that can withstand
the full voltage of the input of the converter. Such devices generally rely on thick gate
oxide to keep the electric field at the gate of the transistor below the breakdown level
of the dielectric. However, they are not generally available in standard modern CMOS
processes and, if they are, they come at bad performance-area cost. Still, there are
designs like [32] that make use of such devices for the part of the sensor that is expected
to face the highest voltages while using lower-voltage devices elsewhere.

3.2.2 Level Shifting

The most direct way of dealing with the high common-mode input voltage of the sensor
is by performing some form of dynamic level shifting in the circuit capable of removing
the significant but relatively slowly changing high common-mode voltage while propa-
gating the small differential-mode signal that is generated across the high-side sensing
element to the low-voltage domain in voltage or current form.
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3.2.2.1 Capacitive

A rather straightforward implementation of level shifting involves the use of capaci-
tors that are charged close to the common-mode voltage of the input (ideally equal to
𝑣𝑏𝑎𝑡) and then use them to connect each of the terminals of the sensing element to the
high-impedance inputs of a low-voltage amplifier. The level shifting capacitors can be
charged every cycle during the time that the sensor output is not needed. This tech-
nique has been successfully used in the past in lower voltage (≤ 5 𝑉 ) applications [36]
and enables the use of high-performance low-voltage devices for the amplifier which in
turn resulted in the design of a faster sensor. Capacitors can also be made to withstand
a significant amount of voltage and they can also be matched well to reduce the amount
of possible offset due to the capacitors discharging on the finite input impedance of the
amplifier. However, this solution can be susceptible to high-amplitude, high-frequency
noise in 𝑣𝑏𝑎𝑡 as it can end up pushing the level shifted voltage at the input of the ampli-
fier to values that are outside its supported input range. Such type of noise can appear
in high-voltage, high-current, high switching frequency converters like the ones used
for automotive purposes as the voltage at the input of the amplifier is not constant but
is contains the ringing of the parasitic RLC circuit that is formed between the high-side
switch is on and the packaging and board parasitics are taken into account. As a result,
this solution is not suitable for our application.

3.2.2.2 Amplifier-Based

Another way to get rid of the high common-mode voltage is by using suitable amplifier
architectures that convert the input signal into a differential current in the high-voltage
domain, let the current cross into the low-voltage domain and amplify it there. In terms
of implementation, common-gate input structures like the ones used in [35], [37] are
suitable for high common-mode voltage applications as the signal passes through the
drain-source path of the input devices, which can be made less susceptible to the high
voltage without the use of expensive technologies. Sophisticated gain-boosted topolo-
gies like [35] can achieve high gain and significant accuracy against mismatch with
good bandwidth. However, the low differential input resistance of common-gate input
stages and the fact that a significant part of the bias current of the structure flows
through the inputs of the structure is still a source of input-dependent gain-error for
the sensor. This can introduce a bad trade-off between the response-time of the sensor
(typically decreasing with rising bias current) and its low-current accuracy and requires
the use of a bias compensation circuit like the one proposed in [37] for structures that
are based on the matched current source principle. On the other hand, common-source
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Table 3.1: Target specifications for the sensor.

Parameter Target Value
Input Voltage (𝑣𝑏𝑎𝑡) [V] 6–40

Load Current (𝑖𝑙𝑜𝑎𝑑) [A] 0.2–5.5

KILIS (inverse of gain) [-] ≈ 40k

𝑡𝑜𝑛𝑚𝑖𝑛 𝑏𝑢𝑐𝑘 [ns] ≤ 55

Settling time [ns] ≤ 30–45

GBW [MHz] ≥ 19.5a

PM [deg] ≥ 70

𝐼𝑞 [µA] as small as possible
a Step response at 5% settling error after 27 ns.

input structures present a high input resistance to the sensing structure which prevents
such errors. Unfortunately, their implementation is not that trivial as the common-
mode signal appears directly at the gate of the input transistors. This either limits the
number of suitable architectures or imposes the requirement to use thick oxide transis-
tors that come at extra cost and with worse performance/area trade-off density which
is not optimal when the goal is the design of a fast-response sensor. This work, uses a
common-source input amplifier architecture without requiring thick oxide devices.

3.3 Sensor Design and Implementation

The target specifications for the sensor are given in Tab. 3.1. The ultimate goal is to
create a fast-response sensor that supports the operation of an automotive buck pre-
regulator that uses Peak Current Mode (PCM). This means that it has to be able to
regulate with a 𝑣𝑏𝑎𝑡 in the 6-40 V range to ensure a regulated output voltage even under
warm-crank and (clamped) load-dump scenarios. The expected load current of the buck
is 0.2-5.5 A.

The sensor was implemented on a 130-nm automotive CMOS node. The technology
offers both low and high voltage devices including LDMOSFETs that can handle high
drain-source voltages equal to the full maximum expected battery voltage[38].

3.3.1 Sensing Structure and Operation Principle

The chosen architecture is based on a modified sense-FET-based architecture that can
be fully integrated. The block diagram of the sensor when it is tracking the current of the
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Figure 3.1: Sensing structure, and concept diagram of the sensor.

high-side switch is shown in Fig. 3.1. The voltage 𝑣𝑏𝑎𝑡 represents the input voltage of the
converter, 𝑣𝑠𝑤 the voltage of its switching node (the output of the half-bridge) and 𝑖𝐿 the
inductor current. The input of the current sensor (CS) is the voltage drop on the high-
side switch𝑀𝑃𝑂𝑊 , that is approximately 𝑣𝑑𝑠 𝑝𝑜𝑤 = 𝑅𝑠𝑤 ⋅ 𝑖ℎ𝑠, where 𝑅𝑠𝑤 is the on-resistance
of 𝑀𝑃𝑂𝑊 and 𝑖ℎ𝑠 the part of 𝑖𝐿 that flows through it. The sensing structure is formed
by 𝑀𝑃𝑂𝑊 and its scaled-down versions 𝑀𝑀 , 𝑀𝑁 and 𝑀𝐾 . The latter, are scaled in such a
manner that their with on-resistances that are equal to 𝑀 , 𝑁 and 𝐾 times 𝑅𝑠𝑤. All the
transistors of the sensing structure are driven by 𝑣𝑑𝑟𝑣 which is supplied by a bootstrap
capacitor when the high-side switch is expected to be on. The above sensing structure
has been inspired by [39]. The original structure can be used for current threshold
detection by turning currents into voltages with a ratio-dependent gain and shifting
them to the threshold of a comparator with the help of resistive device 133 and current
source 𝐼𝑇𝐻𝑅𝐸𝑆𝐻 . The shift allows for easy tuning of the current threshold by adjusting
the value of 𝐼𝑇𝐻𝑅𝐸𝑆𝐻 . The original structure has been adapted for closed-loop operation
by moving device 133 (𝑀𝐾 in our case) and current source 𝐼𝑇𝐻𝑅𝐸𝑆𝐻 to the other input of
the comparator, turning the comparator into an amplifier and the current source into
the transconductor 𝑔𝑚 𝑡𝑐.
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Transistors𝑀𝑀 and𝑀𝑁 form a voltage divider that is connected in parallel to𝑀𝑃𝑂𝑊
and produces 𝑣𝑠𝑚 = 𝑣𝑏𝑎𝑡 − 𝑀

𝑁+𝑀
𝑣𝑑𝑠 𝑝𝑜𝑤 at the source of 𝑀𝑀 . Transistor 𝑀𝐾 , on the other

hand, acts as a sense-FET and provides 𝑣𝑠𝑘 = 𝑣𝑏𝑎𝑡 −𝐾 ⋅𝑅𝑠𝑤 ⋅ 𝑖ℎ𝑠𝑐𝑠 𝑡𝑐 at its source. Thanks to
the voltage division done by 𝑀𝑀 and 𝑀𝑁 it is possible to achieve lower sensor gain 𝑘𝐶𝑆
with the same size of𝑀𝐾 compared to the sensor gain offered by a typical replica-based
architecture. The main benefit from achieving lower gain with similarly sized devices is
the improvement of light-load efficiency in high-voltage and high-load-current convert-
ers. This is possible due to the influence of the maximum readout current and sensor
gain on the required specifications of several blocks of the control loop of a PCM DC-DC
converter that tend to consume power regardless of the load.

Voltage 𝑣𝑠𝑚, then, drives an amplifier that generates 𝑣𝑔 𝑡𝑐, which in turn is con-
verted into the current domain by two matched transconductors. The output of the
first transconductor produces the sensor output current, 𝑖ℎ𝑠𝑐𝑠 𝑜𝑢𝑡 after the offset 𝑖𝑜𝑠 is re-
moved, while the output of the other transconductor, 𝑖ℎ𝑠𝑐𝑠 𝑡𝑐, is sent back to the sensing
structure. Then, 𝑖ℎ𝑠𝑐𝑠 𝑡𝑐 produces 𝑣𝑠𝑘 at the source of the sense-FET 𝑀𝐾 and closes the
feedback loop, by reaching the positive input of the amplifier. The current at the output
of the transconductor is given by

𝑖ℎ𝑠𝑐𝑠 𝑡𝑐 =
𝐴𝑣𝑔𝑚 𝑡𝑐𝑀𝑅𝑠𝑤

(𝐴𝑣𝑔𝑚 𝑡𝑐𝐾𝑅𝑠𝑤 + 1)(𝑀 + 𝑁 + 1)
𝑖𝐿 −

𝐴𝑣𝑔𝑚 𝑡𝑐

(𝐴𝑣𝑔𝑚 𝑡𝑐𝐾𝑅𝑠𝑤 + 1)
𝑣𝑜𝑠 (3.1)

The above equation consists of two terms. The first is the sensed current and is equal
to the inductor current 𝑖𝐿 scaled by the sensor gain. The second one is simply the offset
current of the sensor 𝑖𝑜𝑠 and is proportional to the input-referred offset voltage of the
amplifier 𝑣𝑜𝑠. The latter is removed from 𝑖ℎ𝑠𝑐𝑠 𝑡𝑐 to create the readout current 𝑖ℎ𝑠𝑐𝑠 𝑜𝑢𝑡 which
is then sent directly into the peak detector of the converter. The term 𝐴𝑣𝑔𝑚 𝑡𝑐𝐾𝑅𝑠𝑤 is
much higher than 1 so Eq. 3.1 can be simplified to

𝑖ℎ𝑠𝑐𝑠 𝑡𝑐 ≈
𝑀

𝐾(𝑀 + 𝑁 + 1)
𝑖𝐿 −

1

𝐾𝑅𝑠𝑤
𝑣𝑜𝑠 (3.2)

At this point, it is possible to observe the two main advantages from the use of this
sensing structure. The first one, is the fact that the sensor gain depends on transistor
ratios and therefore can be controlled relatively well in modern planar CMOS processes.
Furthermore, this gain can be made smaller for the same minimum acceptable size of
𝑀𝐾 (maximum value of K) compared to a typical replica architecture by adjusting𝑀 and
𝑁 . The second one is the fact that the offset term is not significantly affected by 𝑔𝑚 𝑡𝑐.
This means that the value of 𝑖𝑜𝑠 remains relatively constant despite the change of 𝑔𝑚 𝑡𝑐
when 𝑖𝐿 (and therefore 𝑖ℎ𝑠𝑐𝑠 𝑡𝑐) changes and this keeps the non-linearity of input-output
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characteristic of the sensor low.

3.3.2 Optimization Versus Input Disturbances

The gain of the sensor 𝑘𝐶𝑆 ≈ 𝑀

𝐾(𝑀+𝑁+1)
can be achieved with several different combina-

tions of K, M and N values. The relative values of these parameters affect the matching
(and therefore the accuracy of the 𝑘𝐶𝑆) and also the sensitivity of the sensor to supply
disturbances from 𝑣𝑏𝑎𝑡 . The latter, is a result of the asymmetry of the sensing structure
which creates a medium-frequency zero, followed by high-frequency poles in the noise
transfer function and leads to a degraded CMRR at high frequencies. Due to the prox-
imity of the high-frequency poles to the resonant frequency of the switch, bondwire and
PCB parasitics, it is beneficial to minimize the height of the resulting peak. Early AC
simulations with transistor-level and semi-ideal models of the switches that contained
the 𝐶𝑔𝑠, 𝐶𝑔𝑑 , 𝐶𝑠𝑏, 𝐶𝑑𝑏 and 𝐶𝑑𝑠 parasitics have shown that neither 𝐶𝑑𝑠 nor the bootstrap
capacitance 𝐶𝑏𝑠𝑡 can be neglected and therefore the derivation of a simple analytical ex-
pression for the high-frequency CMRR behavior is not possible. In order to bypass this
limitation, the optimization was performed with the help of a testbench and a support
script written in Python. A flowchart describing the optimization process is shown in
Fig. 3.2.

Enter Input
Parameters

Generate
Parametric

Set

Configure
and Run

Sweep

Save Metrics
as CSV

Parse Results

Evaluate and
Visualize Results

KMN_opt.py KMN_opt.pyAnalog
Testbench

Figure 3.2: Flowchart of the procedure used for the optimization of the sensing structure against
supply disturbances

The testbench itself is an analog testbench like the one shown in Fig. 3.3 and con-
sists of a semi-ideal representation of the sensor that uses ideal blocks to emulate the
amplifier and the transconductor and a transistor-level cell of the sensing structure that
uses the values of K, M and N as parameters to change the sizes of the𝑀𝐾 ,𝑀𝑀 and𝑀𝑁 .
In this example, the parameters 𝑊𝑃𝑂𝑊 , 𝑊𝑀 , 𝑊𝑁 and 𝑊𝐾 are the widths of 𝑀𝑃𝑂𝑊 , 𝑀𝑀 ,
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Figure 3.3: High-level representation of the testbench used for the optimization of the sensing
structure

𝑀𝑁 and𝑀𝐾 respectively. Additional parameters are the DC gain (𝐴𝑣) and bandwidth of
the amplifier (𝐵𝑊 𝑎𝑚𝑝), the transconductance of the transconductor (𝑔𝑚 𝑡𝑐) and the value
of the bootstrap capacitance 𝐶𝑏𝑠𝑡 . A few more parameters can be passed to ensure that
the DC operating point can be properly calculated like and the voltage across 𝐶𝑏𝑠𝑡 when
the switches are on (𝑣𝑑𝑟𝑣) which is passed as an initial condition of the capacitor, the in-
ductor current that is flowing through the high-side switch (𝑖𝐿) and the battery voltage
𝑣𝑏𝑎𝑡 as a dc current and a DC voltage.

Two tests are run for every datapoint, one is focused on a ”noise” transfer function
(NTF) and is implemented through an AC analysis with a voltage source at 𝑣𝑏𝑎𝑡 and a
current output at 𝑖ℎ𝑠𝑐𝑠 𝑡𝑐. The second test is focused on estimating the signal transfer
function (STF) and is implemented through an AC analysis with a current source at 𝑖𝐿
and a current output at 𝑖ℎ𝑠𝑐𝑠 𝑡𝑐. In this work, a third expression is generated by dividing
the magnitudes of the STF with the NTF to create an SNR-like metric that allows the
designer to see which frequency ranges are mostly affected by supply disturbance. To
allow for the use of a single schematic for the estimation of both the signal and ”noise”
transfer functions the parameters 𝑣𝑎𝑐 𝑛𝑡𝑓 and 𝑖𝑎𝑐 𝑠𝑡𝑓 can be used to turn on the respective
ac source. For the ”noise” transfer function, 𝑣𝑎𝑐 𝑛𝑡𝑓 = 1 and 𝑖𝑎𝑐 𝑠𝑡𝑓 = 0 and the oppo-
site for the signal transfer function. Lastly, the values of the SNR-like function at low,
medium and high-frequencies can be sampled with the value() function of the calcula-
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tor of Virtuoso to generate scalar values that can be used to compare the behavior of
the sensor across the different datapoints with a single look. Another useful expression,
is the static gain at the DC-operating point of the sensor which can be used as a sanity
check to ensure that the input parameters can indeed yield the required value for 𝑘𝐶𝑆 .
Finally, the effective widths of every switch can be exported with the help of expressions
for every datapoint and make it easier for the designer to double-check that the pro-
vided parameters have actually reached the netlist. The script plays a dual role. Firstly,
it is used to generate the parameter values that are going to be used for the parameteric
sweep. Secondly, it is used for the visualization of the outputs as a 3-D surface in order
to allow the designer to judge at a glance which is the optimal combination and how
sensitive it is to the changes of the values of K, M, N. The script relies only on standard
libraries of python [40] in addition to numpy [41] for processing and plotly [42] for the
visualization. In order to function it requires the following parameters:

1. The required sensor gain 𝑘𝐶𝑆

2. The acceptable gain error

3. Ranges for two out of 3 of the parameters (K, M, N)

4. The number of values for each variable

5. The width of the high-side switch 𝑊𝑃𝑂𝑊 and the maximum and minimum values
of 𝑊𝑀 , 𝑊𝑁 and 𝑊𝐾 (to ensure that all the estimated widths are acceptable)

6. The names of the output expressions of ADE XL that the designer wants to visu-
alize.

When run, the script generates the values for the remaining parameter and gives the
values of K, M and N as well as𝑊𝑀 ,𝑊𝑁 and𝑊𝐾 in text format so that they can be directly
copied to ADE XL and create a parametric set. Optionally, additional parameters are the
gain (𝐴𝑣) and bandwidth of the amplifier, 𝑔𝑚 𝑡𝑐 and the on-resistance (𝑅𝑠𝑤) of the power
switch and𝑊𝑃𝑂𝑊 can be provided to use the accurate equation instead of the simplified
equation for the gain. Then, the designer runs the sweep, exports the results as a csv
and the script reads the metrics that are specified by the last parameter of the script to
generate a 3-D plot with the specified metric in its z-axis like the one shown in Fig. 3.4.
If multiple metrics are specified the target 3-D plot (view) can be specified with the
help of a slider. The script also generates an additional output (flag valid) that confirms
if the simulation results confirm that the target sensor gain could be achieved. To im-
prove readability, the exact values of every datapoint can be shown by hovering over the
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sphere that represents the datapoint. Lastly, the plot can be exported as a standalone
html file containing all the necessary data. The final conclusions from this optimization

Figure 3.4: Example of the 3-D surface plot that is produced by the script that supports the
optimization of the sensing structure

is that, in general, the sensitivity of the structure to medium/high-frequency noise from
𝑣𝑏𝑎𝑡 increases as 𝑊𝐾 increases (K decreases) and the voltage division ratio performed by
𝑀𝑀 and𝑀𝑁 decreases (smaller M and larger N). The final sizing of the sensing structure
is chosen to be the one that yields the required sensor gain with the minimum accept-
able (for reasons of matching) size of 𝑀𝐾 . The chosen relative sizes of 𝑀𝑀 and 𝑀𝑁 are
the ones that make it possible to achieve the required gain with the specified size of𝑀𝐾
and their absolute widths are chosen to be wider than 𝑊𝐾 to improve the ratio of the
signal to noise transfer functions for medium and high frequencies.

3.3.3 Overall Architecture

The complete current sensor architecture is shown in more detail in Fig. 3.5. The sensor
uses 4 digital signals, the enable bit 𝑒𝑛, a pulse that is high during the time in which the
high-side switch is on (ℎ𝑠𝑜𝑛), the masking pulse (𝑏𝑙𝑎𝑛𝑘), that is high when the output of
the sensor needs to be masked through the Blanker block, and 2 trimming bits 𝑡𝑟 𝑖𝑚𝑡𝑐.
Voltages 𝑣2𝑝5 and 𝑣1𝑝5 are externally generated 2.5-V and 1.5-V power supplies.

One of the main challenges in the design of high-side current sensors is that they
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have to deal with a large common-mode voltage at their input, which is typically much
higher than the maximum allowed common-mode input range of all the signal pro-
cessing blocks. This problem is solved by exploiting signals in the current domain to
cross between different voltage domains and by extensive use of cascode structures, as
𝑀𝑁𝑇𝐶 𝐶𝐴𝑆𝐶 , to separate the voltage domains. The sensing structure is designed to work
in a voltage domain floating with the input voltage of the DC-DC converter 𝑣𝑏𝑎𝑡 , while
the transconductors, the trimming block, the biasing block and the output current mir-
rors operate in a 2.5-V voltage domain referred to ground. The only blocks that are
operating across both voltage domains are the amplifier and the blanker block.

The main issue in this architecture is that the transconductor (𝑀𝑁𝑇𝐶) is biased with a
current that is proportional to the sensor input. As a result, if the inductor current has a
wide dynamic range, then𝑀𝑁𝑇𝐶 will behave non-linearly, with a transconductance 𝑔𝑚 𝑡𝑐
that changes with the level of the input current. This has the additional consequence
that the gain-bandwidth product (GBW) of the feedback loop changes with 𝑔𝑚 𝑡𝑐 and
can lead to degraded performance when the input current is low or if it hits zero during
blanking. In the second case, 𝑔𝑚 𝑡𝑐 becomes negligible and effectively cuts the loop open.
In such a case, the response time of the sensor is extended by the amount of time needed
by the amplifier to bring the 𝑣𝑔𝑠 of𝑀𝑁𝑇𝐶 back above its threshold voltage before the loop
behavior can be approximated again with that of a linear system. Full-wave sensors can
prevent this from happening by holding the value of the current that is forced through
the sense-FET at the end of the off-time until the sensor is ready to sense the high-side
current during the on-time [32]. However, this is not possible in half-wave sensors as the
information about the valley current and the corresponding input of the transconductor
is not known to the sensor.

Instead, this work relies on a combination of built-in offset and the use of a blanker
block, in order to ensure that the loop remains closed during blanking and that 𝑔𝑚 𝑡𝑐
is sufficient to achieve the response time requirements. The added offset 𝑖𝑜𝑠 is then
subtracted in the output current mirror before sensing the readout current with the
peak detector of the control loop of the DC-DC converter.

The feedback loop requires the use of some form of frequency compensation. The
dominant pole is at the output of the amplifier, but two non-dominant poles exist in the
loop that can compromise the stability. The first one is inside the amplifier (𝑓𝑛𝑑 𝑜𝑎) and
the second one is at the drain of𝑀𝑁𝑇𝐶 (𝑓𝑛𝑑 𝑑𝑡𝑐). The latter is heavily affected by the large
𝐶𝑔𝑠 of the cascode transistor as well as any other parasitics. In this work, 𝐶𝐶 is used to
implement Miller compensation, to move the second pole far from the non-dominant
pole, ensuring a phase margin above 65◦ without degrading the GBW of the loop. The
resistor 𝑅𝐶 is added in series with 𝐶𝐶 to cancel the right half-plane zero. Lastly, the
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built-in offset ensures that the distance between these poles is sufficient even for low
values of the input current.

Last but not least, the sensor has a trimming functionality that works by adjusting
𝑔𝑚 𝑡𝑐 by adding binary weighted matched transistors in parallel to𝑀𝑁𝑇𝐶 and𝑀𝑁𝑇𝐶 𝑂𝑈𝑇 ,
doubling their aspect ratio to increase the effective 𝑔𝑚 𝑡𝑐 by

√
2 with steps of 33%. This

allows choosing between higher open loop gain or lower parasitic capacitances at the
gate and drain of the transconductor to deal with the effect of the spread of 𝑔𝑚 𝑡𝑐 due to
process variations.

3.3.4 Keeping the Loop Biased

The proposed architecture has two disadvantages that cannot be directly observed in
Fig. 3.1 but can severely degrade the performance of a straightforward implementation.
Both of them can cut the loop open and significantly disturb the biasing of its building
blocks. In such a scenario, the sensor needs to spend time rebiasing its blocks back to
their expected operating points before its behavior can be sufficiently approximated by
typical linear system models.

The first disadvantage is that a half-wave, high-side current sensor has to assume
that the high-side switch current is at zero right before it starts tracking it. Simple
implementations of the transconductor 𝑔𝑚 𝑡𝑐 (like transistor𝑀𝑁 𝑇𝐶 of Fig. 3.5) are highly
non-linear for very low values of 𝑖ℎ𝑠𝑐𝑠 𝑡𝑐 (operation in deep subtreshold). Furthermore,
a very low value of 𝑣𝑔 𝑡𝑐 can bring the output transistors of the amplifier into triode
and severely reduce its gain. Forcing the input of the sensor during reset to a value
equivalent to a current higher than the minimum expected switch current (𝑖ℎ𝑠 𝑚𝑖𝑛) would
not be an acceptable solution as it could potentially lead to false peak detection right
after the end of the masking time if its value is higher than the expected peak value for
that cycle (𝑖ℎ𝑠𝑐𝑠 𝑜𝑢𝑡 > 𝑖𝐿 𝑝𝑒𝑎𝑘 ⋅ 𝑘𝐶𝑆).

This disadvantage can be countered by introducing a minimum offset 𝑣𝑜𝑠 (by design)
as close as possible to the input of the loop. This offset voltage results in a minimum
offset current 𝑖𝑜𝑠 that flowing through 𝑔𝑚 𝑡𝑐 which can be removed at the output of the
sensor. This (approximately) known offset is responsible for keeping the loop biased to
a known state that guarantees a minimum loop performance at the end of the masking
time even when the expected readout current 𝑖ℎ𝑠𝑐𝑠 𝑜𝑢𝑡 is expected to be 0.

The acceptable range of 𝑖𝑜𝑠 is chosen together with the size of the transconductor
𝑀𝑁 𝑇𝐶 . The first constraint is the need to keep𝑀𝑁 𝑇𝐶 , as well as the output stage of the
amplifier, in saturation across the full expected range of 𝑖𝐿 in order to prevent signifi-
cant loss of gain at low input current. The second one is the need to guarantee that at
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minimum offset current 𝑖𝑜𝑠 𝑚𝑖𝑛 the value of 𝑔𝑚 𝑡𝑐 is sufficient to allow the sensor to meet
its performance specifications even when it starts from a reset state with a minimum
transconductor current 𝑖ℎ𝑠𝑐𝑠 𝑡𝑐 𝑚𝑖𝑛 = 𝑖𝑜𝑠 𝑚𝑖𝑛). The last constraint is the SOA constraint for
the 𝑣𝑔𝑠 of 𝑀𝑁 𝑇𝐶 which has to be respected when the sensor input is at the maximum
possible value of 𝑖𝐿 (𝑖𝐿 𝑚𝑎𝑥) and the transconductor current reaches its maximum value
𝑖ℎ𝑠𝑐𝑠 𝑡𝑐 𝑚𝑎𝑥 = 𝑖𝑜𝑠 𝑚𝑎𝑥 + 𝑘𝐶𝑆 ⋅ 𝑖𝐿 𝑚𝑎𝑥 and the offset has its maximum possible value 𝑖𝑜𝑠 𝑚𝑎𝑥 .

Additional constraints for 𝑖𝑜𝑠 can be imposed by the minimum and maximum values
of current that can be handled by the circuits of the node where the peak detection
happens without causing any visible decrease in their performance. Additional limits
are the absolute input and output limits of 𝑖𝑔𝑚 𝑐 as well as the ones of the error amplifier
before it as any offset in 𝑖ℎ𝑐𝑠𝑐𝑠 𝑜𝑢𝑡 is eventually translated into an offset in 𝑖𝑔𝑚 𝑐 once the
loop settles in steady state.

The second disadvantage is the fact that the whole sensing structure turns off to-
gether with the high-side switch due to the fact that its transistors are biased by the
voltage that drives the power switch. This design choice makes sense as it ensures that
the ratio of the resistance of the sense-FET over the resistance of the power switch is as
close to its designed value as possible and is good for accuracy but it can lead to speed
degradation. When the sensing structure turns off, the node that provides 𝑣𝑠𝑚 is floating
and 𝐾 ⋅ 𝑅𝑠𝑤 becomes very high (𝑀𝐾 is off). The issue of the floating 𝑣𝑠𝑚 can be easily
fixed by tying the node to 𝑣𝑏𝑎𝑡 (or a voltage at a constant offset from it) during blanking.
However, the increase of 𝐾 ⋅ 𝑅𝑠𝑤 eliminates almost all of the introduced offset 𝑖𝑜𝑠 that is
predicted by Eq. 3.2 and cuts the loop open and leads to the same performance issues
that were described above.

The solution to the last performance bottleneck is to keep the loop closed by intro-
ducing a switch that emulates the sense-FET (𝑀𝐾 in our case) when the sensing structure
turns off. Ideally, the resistance of such a switch (let’s call it 𝑅𝐾 𝐸𝑀𝑈 ) should be equal to
𝐾 ⋅𝑅𝑠𝑤 but the sensor can be designed to have a significant amount of tolerance for this
specification.

The maximum positive value for Δ𝑅𝐾 𝐸𝑀𝑈 = 𝑅𝐾 𝐸𝑀𝑈 − 𝐾 ⋅ 𝑅𝑠𝑤 is of no importance as
long as the gain-bandwidth product of the closed loop remains sufficiently high the mo-
ment that the masking time ends. This implies that the designer should care about the
maximum possible absolute value of 𝑅𝐾 𝐸𝑀𝑈 (𝑅𝐾 𝐸𝑀𝑈 𝑚𝑎𝑥) which has to be small enough
to guarantee 𝑖𝑜𝑠 ≥ 𝑖𝑜𝑠 𝑔𝑚𝑡𝑐 𝑚𝑖𝑛 and ensure that the sensor has the required minimum per-
formance under the worst-case PVT variations. Therefore, the worst case value is given
by

𝑅𝐾 𝐸𝑀𝑈 𝑚𝑎𝑥 = 𝑅𝐾 𝑚𝑎𝑥 =
𝑣𝑜𝑠 𝑚𝑖𝑛

𝑖𝑜𝑠 𝑔𝑚𝑡𝑐 𝑚𝑖𝑛
(3.3)
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where 𝑅𝐾 𝑚𝑎𝑥 is the maximum allowed value for the resistance of𝑊𝐾 and 𝑣𝑜𝑠 𝑚𝑖𝑛 the min-
imum possible offset current due to PVT. In contrast, the minimum acceptable value of
𝛥𝑅𝐾 𝐸𝑀𝑈 is determined by the need to prevent false peak detection at the end of the
masking time. The strictest possible limit is to go for 𝛥𝑅𝐾 𝐸𝑀𝑈 ≥ 0 which corresponds
to an absolute minimum resistance value of 𝑅𝐾 𝐸𝑀𝑈 𝑚𝑖𝑛 ≥ 𝑅𝐾 𝑚𝑎𝑥 where 𝑅𝐾 𝑚𝑎𝑥 is the
maximum possible resistance for switch𝑀𝐾 under the influence of PVT variations. This
is also a very pessimistic limit as it assumes that the minimum possible resistance for
𝑀𝑃𝐸𝑀𝑈 can appear when 𝑀𝐾 has its highest possible resistance which is usually not
the case. Furthermore, such a limit would apply only when the converter operates with
very low current ripple and at a very low peak current as in such a scenario its initial
output due to feedback resistance emulation can end up being higher than the expected
peak current value for that switching cycle. In conclusion, such a scenario is not realis-
tically expected as the converter will have already switched into DCM operation before
reaching the low-current, low ripple condition. Therefore, if the sensor is fast enough to
converge from the high initial post-reset value to its actual value before the compensa-
tion ramp forces a peak detection (a realistic expectation for typical sensor designs due
to the size of 𝑆𝑒) a more realistic negative limit for the error of the emulated resistance
𝛥𝑅𝐾 𝐸𝑀𝑈 can be derived from

𝛥𝑖𝑜𝑠 𝑒𝑚𝑢 𝑚𝑎𝑥 = 𝑖𝐿 𝐶𝐶𝑀 𝑚𝑖𝑛 ⋅ 𝑘𝐶𝑆 𝑚𝑖𝑛

𝛥𝑖𝑜𝑠 𝑒𝑚𝑢 𝑚𝑎𝑥 > 𝑣𝑜𝑠 𝑚𝑎𝑥
(

1

𝑅𝐾 𝐸𝑀𝑈
−

1

𝐾 ⋅ 𝑅𝑠𝑤)

𝛥𝑖𝑜𝑠 𝑒𝑚𝑢 𝑚𝑎𝑥 > 𝑣𝑜𝑠 𝑚𝑎𝑥
(

𝐾 ⋅ 𝑅𝑠𝑤 − 𝑅𝐾 𝐸𝑀𝑈

𝑅𝐾 𝐸𝑀𝑈 ⋅ 𝐾 ⋅ 𝑅𝑠𝑤 )

𝛥𝑖𝑜𝑠 𝑒𝑚𝑢 𝑚𝑎𝑥 > 𝑣𝑜𝑠 𝑚𝑎𝑥
(

−𝛥𝑅𝐾 𝐸𝑀𝑈

(𝐾 ⋅ 𝑅𝑠𝑤 + 𝛥𝑅𝐾 𝐸𝑀𝑈 ) ⋅ 𝐾 ⋅ 𝑅𝑠𝑤)

𝑣𝑜𝑠 𝑚𝑎𝑥

𝛥𝑖𝑜𝑠 𝑒𝑚𝑢 𝑚𝑎𝑥
<
(𝐾 ⋅ 𝑅𝑠𝑤 + 𝛥𝑅𝐾 𝐸𝑀𝑈 ) ⋅ 𝐾 ⋅ 𝑅𝑠𝑤

−𝛥𝑅𝐾 𝐸𝑀𝑈

𝛥𝑅𝐾 𝐸𝑀𝑈 > −
(𝐾 ⋅ 𝑅𝑠𝑤)

2

𝑣𝑜𝑠 𝑚𝑎𝑥
𝛥𝑖𝑜𝑠 𝑒𝑚𝑢 𝑚𝑎𝑥

+ 𝐾 ⋅ 𝑅𝑠𝑤

𝛥𝑅𝐾 𝐸𝑀𝑈

𝐾 ⋅ 𝑅𝑠𝑤
> −

𝐾 ⋅ 𝑅𝑠𝑤
𝑣𝑜𝑠 𝑚𝑎𝑥

𝛥𝑖𝑜𝑠 𝑒𝑚𝑢 𝑚𝑎𝑥
+ 𝐾 ⋅ 𝑅𝑠𝑤

(3.4)

where 𝛥𝑖𝑜𝑠 𝑒𝑚𝑢 𝑚𝑎𝑥 is the maximum value of 𝛥𝑖𝑜𝑠 𝑒𝑚𝑢 = 𝑖𝑜𝑠 𝑒𝑚𝑢 − 𝑖𝑜𝑠, 𝑣𝑜𝑠 𝑚𝑎𝑥 is the maximum
expected offset voltage of the amplifier, 𝑖𝐿 𝐶𝐶𝑀 𝑚𝑖𝑛 the minimum inductor current for
CCM operation and 𝑘𝐶𝑆 𝑚𝑖𝑛 the minimum expected value for the sensor gain. The worst
case limit can be found by substituting𝐾 ⋅𝑅𝑠𝑤 with its minimum expected value. Another
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advantage of this technique is that the generated offset current 𝑖𝑜𝑠 𝑒𝑚𝑢 is affected by
all the non-idealities of the sensor loop with the exception of the non-ideality of the
resistance of 𝑊𝐾 . If the matching between 𝑅𝐾 𝐸𝑀𝑈 and 𝐾 ⋅ 𝑅𝑠𝑤 is good, then the voltage
at the gate of 𝑀𝑁 𝑇𝐶 and 𝑀𝑁 𝑂𝑈𝑇 𝑣𝑔 𝑡𝑐 can be sampled and held to be used to provide
a non-constant but more accurate, dynamically generated value for 𝑖𝑜𝑠 that is removed
from 𝑖ℎ𝑠𝑐𝑠 𝑡𝑐 to produce the readout current 𝑖ℎ𝑠𝑐𝑠 𝑜𝑢𝑡 .

3.3.5 Amplifier

The amplifier exists in both high and low voltage domains. Its output belongs to the low-
voltage domain. However, it has to be able to handle the voltages produced at the output
of the sensing structure which vary take values from 𝑣𝑏𝑎𝑡 to approximately 𝑣𝑏𝑎𝑡 − 𝑣𝑜𝑠 − 𝑖𝐿 ⋅
𝑘𝐶𝑆 ⋅𝐾 ⋅𝑅𝑠𝑤 which is just a few hundreds of mV below 𝑣𝑏𝑎𝑡 . 𝑣𝑏𝑎𝑡 itself takes values from 6 V
to 40 V. All the above requirements are met by using a folded-cascode architecture with
and NMOS input pair which is shown in Fig. 3.6. The separation of the voltage domains
is done by implementing 𝑀𝑃𝐵𝐿, 𝑀𝑃𝐵𝑅, 𝑀𝑃𝐵𝐶 and 𝑀𝑁𝐵𝐶1−3 of the cascodic load of the
amplifier as Lateral Drift MOSFETs (LDMOS). Such devices can withstand a 𝑣𝑑𝑠 equal to
the full range of 𝑣𝑏𝑎𝑡 . The voltage at the output node is constrained in an active manner
by the control loop but also with the help of a diode-connected PMOS transistor that is
connected to the 1.5-V supply (not shown in schematic). The gate-source voltage of the
input MOSFETs 𝑀𝑁𝐷𝑅 and 𝑀𝑁𝐷𝐿 is also clamped with the help of protection diodes
connected between their gates and their common source node 𝑣𝑐𝑜𝑚.

The nodes 𝑛2 and 𝑛3, where the output of the differential input pair meets the cas-
codic load are the source of one of the lowest-frequency non-dominant poles of the
sensor, because of the large parasitic capacitance due to the large minimum area of LD-
MOSFETs 𝑀𝑃𝐵𝐿, 𝑀𝑃𝐵𝑅 and the large small-signal resistance seen at these nodes. The
frequency of this pole (𝑓𝑛𝑑 𝑜𝑎) is made as high as possible by keeping 𝑀𝑃𝐵𝐿 and 𝑀𝑃𝐵𝑅 as
small as possible and by properly sizing the bias currents of the input pair and of the
cascode structure. The amplifier is designed with a built-in offset 𝑣𝑜𝑠 that is responsible
for the generation of the offset current 𝑖𝑜𝑠 of the sensor. This offset is introduced by mak-
ing 𝑀𝑁𝐷𝐿 larger than 𝑀𝑁𝐷𝑅. The input pair is also implemented with high threshold
transistors to ensure that none of its transistors fall into triode for the expected range
of 𝑣𝑜𝑠 and 𝑣𝑠𝑚 = 𝑀

𝑀+𝑁
𝑅𝑠𝑤 ⋅ 𝑖𝐿. The achieved specifications were as follows: Nominal offset

of 81 mV with a spread between 73-89 mV at nominal temperature. The amplifier also
achieves a DC gain of 𝐴𝑣 = 74 dB and a -3 dB bandwidth of 𝐵𝑊 = 10.5MHz.
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Figure 3.6: The schematic of the amplifier. Protection circuitry are not shown to improve read-
ability.

3.3.6 Blanking Block

The blanking block has a dual role. Primarily, it is responsible for preventing voltage 𝑣𝑠𝑚
from reaching the inputs of the amplifier right after the high-side switch changes its
state. During that time, the instantaneous value of the current that flows through the
switch is close to an order of magnitude larger than the expected inductor current and as
a result, it can cause an excessive drop of 𝑣𝑠𝑚 which can be caught by the sensor and lead
to a false peak detection. Furthermore, such a fast and high voltage drop at the input of
the sensor can affect the biasing of the cascodic load of the amplifier by momentarily
pushing 𝑀1𝑃𝐵𝑅 and 𝑀1𝑃𝐵𝐿 into cutoff and 𝑀1𝑃 𝑇𝑅 and 𝑀1𝑃 𝑇𝐿 of Fig. 3.6 into triode.
In such a case, the gain of the amplifier is effectively gone, the loop behaves as open
and the re-biasing of the amplifier can take 100s of ns (at best) rendering the sensor
useless for fast-response current tracking. Secondly, it is responsible for the application
of a feedback resistance emulation technique that can be used to keep the sensor pre-
biased at a state that ensures non-zero 𝑔𝑚 𝑡𝑐 and therefore non-zero loop gain when the
transistors of the sensing structure 𝑀𝐾 , 𝑀𝑀 and 𝑀𝑁 turn off together with the high-
side power switch 𝑀𝑃𝑂𝑊 . This anomaly is present in every cycle and is a side-effect of
the design choice to drive every transistor of the sensing structure of Fig. 3.1 with the

53



Chapter 3 | Design of a 40-V, Fast-Response, High-Side Current Sensor for Current-Mode DC-DC Converters

vsmvn
vsk

10µA

LA1 onLA1 off LA2 onLA2 off

v1p5

vbat

LA1 on

LA1 off

LA2 on

LA2 off

blank hson

MNC1 MNC2 MNC3 MNC4

MNEONMNEOFFMNIOFF MNION

MPBKMPINR MPEMU

vss latch

LA1 LA2

Control
logic

Figure 3.7: Simplified schematic of the blanker block.

same voltage signal that drives the power switch in order to ensure that the resistance
ratios of the transistors of the structure are properly matched to the resistance of𝑀𝑃𝑂𝑊 .
Whenever the high-side switch turns off, the resistance of𝑀𝐾 rises to a very high value,
the loop gain momentarily becomes very high, the offset current 𝑖𝑜𝑠 is eliminated and
the loop is cut open. During that time, the node 𝑣𝑠𝑘, which is also one of the inputs of
the amplifier, turns into a high-impedance node that is susceptible to any noise that can
flow through the parasitic capacitances that are connected to it. The feedback resistance
emulation technique solves this problem by keeping the loop closed when𝑀𝐾 is off with
the help of switch 𝑀𝑃𝐸𝑀𝑈 that has approximately the same on-resistance as switch 𝑀𝐾
(𝐾 ⋅ 𝑅𝑠𝑤) and can be seen in the implementation of the blanker in Fig. 3.7.

The first role of the blanker is performed with the help of switches 𝑀𝑃𝐵𝐾 (blocking
switch) and 𝑀𝑃 𝐼𝑁𝑅 (input reset switch). During blanking (ℎ𝑠𝑜𝑛 = 1, 𝑏𝑙𝑎𝑛𝑘 = 1, Fig. 3.8c)
and reset (ℎ𝑠𝑜𝑛 = 0, Fig. 3.8b) 𝑀𝑃𝐵𝐾 is off to prevent 𝑣𝑠𝑚 from reaching the input of the
amplifier while 𝑀𝑃 𝐼𝑁𝑅 turns on, ties the input of the amplifier to 𝑣𝑏𝑎𝑡 (the voltage that
is equivalent to 𝑖𝐿 = 0). The reset phase differs from the blanking phase in the sense
that 𝑀𝑃𝐸𝑀𝑈 is turned on to compensate for the fact that 𝑀𝐾 (as well as the rest of the
sensing structure) is off. Once the sensing structure is on and the blanking time of the
sensor is over, the sensor enters in tracking mode, shown in Fig.3.8d and 𝑀𝑃 𝐼𝑁𝑅 turns
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off while 𝑀𝑃𝐵𝐾 turns on, allowing the output of the divider formed by 𝑀𝑀 and 𝑀𝑁 𝑣𝑠𝑚
to reach the negative input of the amplifier.

In this work, a rather crude implementation is used to showcase the effectiveness of
the concept of feedback resistance emulation. The switch is implemented as a PMOS
switch that is turned on with a relatively constant 𝑣𝑠𝑔 and is sized so that its resistance
is approximately 𝐾 ⋅𝑅𝑠𝑤. This choice is sub-optimal as matching a PMOS device with an
NMOS device under the presence of Process, Voltage and Temperature (PVT) variations
is a non-trivial task but it imposed by the timing constraints of the project due to its
simplicity.

Turning 𝑀𝑃𝐸𝑀𝑈 , 𝑀𝑃𝐵𝐾 and 𝑀𝑃 𝐼𝑁𝑅 on and off is a challenge by itself as the control
signals are generated in a low-voltage domain of the circuit but both the on and off gate
voltages are close to the high-voltage 𝑣𝑏𝑎𝑡 . The most intuitive implementation involves
separating the voltage domains through cascode transistors and using the control sig-
nals to turn on and off current sources, have the current cross the voltage domains and
convert it on a resistor into the 𝑣𝑠𝑔 that turns the switch on, and properly size the re-
sistor to discharge its gate in a reasonable amount of time with a scheme like that of
Fig. 3.9. While intuitive, this strategy has two drawbacks. Firstly, since there will always
be at least one switch that is on, the blanker is going to have some constant current con-
sumption. Reducing this current can be done by increasing the value of the resistor but
this has the side-effect of extending the time needed to discharge the gate of the switch
through the resistor. Secondly, the gates of the switches have to be protected by indi-
vidual clamping circuits that increase the parasitic capacitance connected in parallel of
𝐶𝑔𝑠 to account for the effect of PVT on the value of the resistor and the current provided
by the current source. Lastly, the current produced by the current source cannot be very
small as it needs to first charge the significant 𝐶𝑔𝑠 of the cascode transistor above it (an
LDNMOS) and then both the capacitance that is connected to the gate of the switch.

Instead, this work uses a different implementation in order to achieve fast switching
with no static power consumption. As seen in Fig. 3.7, the switches are driven with the
help of two latches (𝐿𝐴1 and 𝐿𝐴2) that force the gates of the switches to 𝑣𝑏𝑎𝑡 to turn
them off and to 𝑣𝑠𝑠 𝑙𝑎𝑡𝑐ℎ to turn them on. 𝑣𝑠𝑠𝑙𝑎𝑡𝑐ℎ is generated in a crude way with the help
of a zener diode that acts both as a way to generate a voltage at a negative offset from
𝑣𝑏𝑎𝑡 and also as protection for the gates of all three switches.

The latches that control the switches change state by sending short pulses (< 5 ns)
through lines 𝐿𝐴1𝑜𝑛, 𝐿𝐴1𝑜𝑓 𝑓 , 𝐿𝐴2𝑜𝑛 and 𝐿𝐴2𝑜𝑓 𝑓 from the low-voltage domain to transis-
tors 𝑀𝑁 𝐼𝑂𝑁 (input on), 𝑀𝑁 𝐼𝑂𝑁 (input off), 𝑀𝑁 𝐸𝑂𝑁 (feedback resistance emulation on)
and𝑀𝑁 𝐸𝑂𝐹𝐹 (feedback resistance emulation off). This leads to a short pulse of high cur-
rent that turns on the cascode and changes the state of a latch in a very short amount
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Figure 3.8: (a) Loop with blanker and sensing structure switches, (b) loop state during during
reset phase (ℎ𝑠𝑜𝑛 = 0), (c) during masking phase (ℎ𝑠𝑜𝑛 = 1 AND 𝑏𝑙𝑎𝑛𝑘 = 1), (d) during tracking
phase (ℎ𝑠𝑜𝑛 = 1 AND 𝑏𝑙𝑎𝑛𝑘 = 0)
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Figure 3.9: An intuitive implementation of cross-domain switch operation based on current
sources and resistors

of time. Due to the short duration of the pulses, the average current consumption to
turn on and off the switches remains low.

3.3.7 Simulation Results

A series of simulations with Safe Operating Area checks enabled has been performed
to evaluate the ability of the sensor to meet the target specifications, the effectiveness
of the new design concepts that the design incorporates as well as the limitations of its
implementation. The simulations yielded no critical (Absolute Maximum Rating) SOA
violations.

Fig. 3.11 shows what happens during a single cycle of the steady-state operation
shown in Fig. 3.10a. As it is possible to see from the results, the sensed current stabilizes
to its target value (minus the expected steady-state error) in less than 30 ns after the
end of the blanking time.

The first specification to check is the static gain of the sensor across corners. Fig. 3.12
shows the static gain 𝑘𝐶𝑆 curves of the sensor for the full range of 𝑖𝐿 for different corners.
The gain is relatively stable with a peak-to-peak error of just 1.75% in the typical case
and up to 9% across all corners despite the fact that the gate-source voltage of𝑀𝐾 differs
by 𝑣𝑜𝑠 from the gate-source voltages of 𝑀𝑀 , 𝑀𝑁 and 𝑀𝑃𝑂𝑊 . This is expected though as
the value of 𝑣𝑔𝑠 − 𝑣𝑡ℎ is significantly larger (> 1.5 V) than the offset itself.

The worst-case 𝑘𝐶𝑆 error is negative and appears at low 𝑖𝐿 at high temperature. At
such an operating point 𝑖ℎ𝑠𝑐𝑠 𝑜𝑢𝑡 gets close to zero and the current mirrors providing it
operate at a low accuracy bias point which in turn introduces the error in the sensor gain.
Fig. 3.16 further supports this argument by showing that 𝑖𝑜𝑠 and 𝑖ℎ𝑠𝑐𝑠 𝑜𝑢𝑡(𝑖𝐿 = 0) are shifted
by approximately the same amount of current across corners. The low output current
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Figure 3.10: Steady state for (a) 𝑣𝑏𝑎𝑡 = 12 𝑉 , (b) 𝑣𝑏𝑎𝑡 = 40 𝑉 .
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Figure 3.12: (a) 𝑘𝐶𝑆 and (b) 𝑘𝐶𝑆/𝑘𝐶𝑆 𝑖𝑑𝑒𝑎𝑙% curves across the full input range of the sensor and
different PVT corners. Blue is typical corner.
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behavior can appear at high-temperature corners due to the effect of temperature on
switch resistance 𝑅𝑠𝑤 and its influence in 𝑖𝑜𝑠 as seen in Eq. 3.1.

The second worst case of lost 𝑘𝐶𝑆 happens in the opposite scenario, near maximum
𝑖𝐿 and corners that tend to increase the value of 𝑖𝑜𝑠. Here, the loss of gain is the result of
the outputs of the mirrors of the output stage slowly leaving saturation and operating
closer to triode.
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Figure 3.13: From top to bottom: Small signal transconductance of 𝑀𝑁 𝑇𝐶𝑒𝑓 𝑓 (𝑔𝑚 𝑡𝑐 𝑠𝑠), voltage
at the input of the transconductor 𝑣𝑔 𝑡𝑐 , and the region of operation of 𝑀𝑁 𝑇𝐶 (2= saturation)
across corners. Solid line: typical value.

Another interesting plot is one showing the spread across PVT corners of quantities
related to 𝑀𝑁 𝑇𝐶𝑒𝑓 𝑓 which is the combination of 𝑀𝑁 𝑇𝐶 and the trimming transistors
connected in parallel to it. The plot in Fig. 3.13 shows its small signal transconductance
𝑔𝑚 𝑡𝑐 𝑠𝑠, the gate voltage 𝑣𝑔 𝑡𝑐 and the region of operation of 𝑀𝑁 𝑇𝐶 across all 4 process
corners, the full temperature range for this chip (-40 to 100 °C), the full range of expected
𝑣𝑏𝑎𝑡 and 𝑖𝐿, ±10% variation of the 𝑣𝑔𝑠 of the power switches and trimming bit combina-
tions. The plot confirms that 𝑀𝑁 𝑇𝐶 stays in saturation no matter the corner and the
minimum 𝑔𝑚 𝑡𝑐 𝑠𝑠 remains above 500 µS while keeping the gate-source voltage of 𝑀𝑁 𝑇𝐶
within its safe operation limits. The proposed trimming scheme can also be used to
extend the range of safe operation if there is the risk of exceeding a SOA limit.
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Figure 3.14: Effect of trimming on 𝑣𝑔 𝑡𝑐 , 𝑔𝑚 𝑡𝑐 𝑠𝑠 and the UGB of the sensor

The effect of trimming on the equivalent 𝑔𝑚 𝑡𝑐 𝑠𝑠, 𝑣𝑔 𝑡𝑐 and UGB in the nominal case
can be seen in Fig. 3.14. Changing the trimming bits from setting 00 to 11 effectively
doubles the W/L ratio of𝑀𝑁 𝑇𝐶𝑒𝑓 𝑓 , causes an approximate division of the overdrive volt-
age by

√
2 and an increase of the effective 𝑔𝑚 𝑡𝑐 𝑠𝑠 by approximately the same factor. This

results to a slightly lower increase of the UGB of the loop due to an improvement of the
ratio of 𝑔𝑚 𝑡𝑐/𝐶𝑔𝑔 𝑚 𝑡𝑐 (transconductance vs gate capacitance of the 𝑀𝑁 𝑇𝐶𝑒𝑓 𝑓 ) thanks to
the use of small length trimming transistors and due to a change in the location of the
zero of the nulling resistor that pushes UGB further up due to approaching the GBW.

The effectiveness of the operation of the block and the concept of feedback resistance
emulation can be seen in Fig. 3.15. Even in this crude implementation, it enables the
sensor to keep a non-zero loop gain by preventing 𝑔𝑚 𝑡𝑐 𝑠𝑠 from hitting zero and shortens
its settling time by approximately 16 ns. This improvement is significant for high input
voltage converters with a strict budget for sensor settling time as they have to employ
a relatively long masking time to be safe from error due to switching current transients
but have a very small 𝑡𝑜𝑛 due to the very low conversion ratio.

The short disturbance in 𝑖ℎ𝑠𝑐𝑠 𝑡𝑐 is caused by charge injection from 𝑀𝑃𝐵𝐾 and 𝑀𝑃 𝐼𝑁𝑅
on the small parasitic capacitance of node 𝑣𝑛 (𝐶𝑛 𝑝𝑎𝑟 of Fig. 3.8c) at the end of the blanking
phase and causes a short dip of the voltage at the negative input of the amplifier. Since
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Figure 3.15: (a) Example of performance improvement provided by the use of feedback resis-
tance emulation. The emulation allows the sensor to reach 90% of the expected gain in 16.1
ns less. The dashed lines represent ±10% error from the nominal 𝑘𝑐𝑠 . (b) The behavior of the
transconductance of 𝑀𝑁𝑇𝐶𝑒𝑓 𝑓 .
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no identical dip appears at the same time on the other input of the amplifier this causes
a disturbance in the output of the sensor after a while that can be caught by the peak
detection circuitry if the dip is significantly larger than the dip of 𝑣𝑠𝑚 but this can be
prevented through the use of techniques that mitigate the effects of charge injection
like the use of dummy switches.
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Figure 3.16: Value of 𝑖ℎ𝑠𝑐𝑠 𝑜𝑢𝑡(𝑖𝐿 = 0) and its error vs its typical value and the same type of error
for 𝑖𝑜𝑠 across corners. The dashed blue line is the typical value for 𝑖ℎ𝑠𝑐𝑠 𝑜𝑢𝑡(𝑖𝐿 = 0) and the dotted
blue line the typical for the errors.

Lastly, Fig. 3.16 shows how the output offset current 𝑖ℎ𝑠𝑐𝑠 𝑜𝑢𝑡(𝑖𝐿 = 0) varies across cor-
ners. Its variance follows that of 𝑖𝑜𝑠 and is significant mainly due to its dependence to 𝑅𝑠𝑤
and also the 𝑣𝑜𝑠 of the amplifier which are not easy to control. Since the offset-current
removal mechanism relies on a stable current reference, this error is not mitigated in
this design as seen in Fig. 3.16. However, as seen earlier in Fig. 3.13 the error of 𝑖𝑜𝑠 cannot
push𝑀𝑁 𝑇𝐶 out of saturation even in the worst case and only seems to affect the output
stage. Furthermore, the remaining offset error in 𝑖ℎ𝑠𝑐𝑠 𝑜𝑢𝑡 does not alter the small-signal
gain of the sensor as long as it does not eliminate the readout current completely and
as a result has no effect in the behavior of the PCM control loop. Lastly, the remaining
error in the readout current can be minimized by providing a more accurate estimate
of 𝑖𝑜𝑠 as reference to the offset removal mirrors by using the technique described in the
possible improvements section.
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3.3.8 Test Setup

The schematic of the sensor was integrated in the design of an older test chip that
was also provided by the company that contained the necessary blocks for operating
and testing a Peak-Current-Mode Buck converter. The schematic was then given to a
layout expert and the design process was concluded with a tapeout. The die can be
seen in Fig. 3.17 and has an area of 5.472mm2 out of which the total sensor area is only
0.04529 mm2 and out of which the 0.0085 mm2 belong to the sensing structure. The die
was finally bonded on a 24-pin PG-TSDSO-5 [43] (plastic TSDSO) package which was
used during testing. The testing also required the use of a PCB capable of supporting the

Figure 3.17: Micrograph of the die with the locations of the sensor and the sensing structure
highlighted

operation of the buck as well as the communications with the digital part for the purpose
of debugging. The design of the PCB had already been developed for the original design
of test chip that the sensor was integrated into and supports communications with the
chip through SPI by providing paths for the necessary control signals and additional
test points for the outputs.

The assembled board is shown in Fig. 3.18a. Its assembly was done by hand and with
the help of hot air in the case of the chip. Two inductors were used for the measure-
ments. A shielded, composite, molded, 3.3 µH inductor by Coilcraft was used for the
majority of the measurements that are included in the thesis. A high-current, shielded,
ferrite core 4.7 µH inductor by Wurth (shown in the photo) was also used to ensure that
the observed behavior was not affected by inductor saturation and/or coupled noise and
for the high-𝑓𝑠𝑤 transient measurements. For the transient measurements, one termi-
nal of the inductor was connected to the PCB through a wire loop that was used as a
connection point for the current probe as shown in 3.18a. The estimated additional in-
ductance due to the wire loop was less than 100 nH and was considered to be negligible.
To improve the quality of the input voltage 𝑣𝑏𝑎𝑡 , two sets of additional ceramic capaci-

64



3.3. Sensor Design and Implementation

(a) (b)

Figure 3.18: (a) Board photo and (b) additional capacitances.

tors were added on each side of the chip. The first set consisted of 9.4 µF capacitances
that replaced the smaller ones that existed near the 𝑣𝑏𝑎𝑡 pins and was implemented as a
combination of two stacked 4.7 µF capacitors. The second set consisted of 100 nF capac-
itors soldered directly between the pins for the 𝑣𝑏𝑎𝑡 and the power ground of the chip.
Fig. 3.18b shows the added capacitors on the left side of the chip.

3.3.9 Measurements

The behavior of the DC-DC converter across different values of load current (𝑖𝑙𝑜𝑎𝑑) and
battery voltage (𝑣𝑏𝑎𝑡) was monitored. The line, load regulation and efficiency of the con-
verter were measured with the help of digital and bench multimeters and its transient
behavior with with the help of an 8-bit digital oscilloscope.

The measured transient voltage at the PCB pad connected to the switching node 𝑣𝑠𝑤
and its persistence plot are shown in Fig. 3.20 and Fig. 3.21. The converter operates with
stable duty cycle with a minimum average on-time of 50.8 ns, out of which 22.5 ns are
masking time, demonstrating that the current sensor works as expected. The measured
standard deviation for 𝑡𝑜𝑛 is 𝜎(𝑡𝑜𝑛) = 0.87 𝑛𝑠 for 𝑣𝑏𝑎𝑡 = 23 𝑉 , 𝑣𝑜𝑢𝑡 = 3.3 𝑉 , 𝑓𝑠𝑤 = 3 𝑀𝐻𝑧
and 𝑖𝑙𝑜𝑎𝑑 = 3 𝐴. The output voltage 𝑣𝑜𝑢𝑡 as a function of the load current 𝑖𝑙𝑜𝑎𝑑 , obtained
with 𝑣𝑏𝑎𝑡 = 14 V, and the output voltage 𝑣𝑜𝑢𝑡 as a function of the input voltage 𝑣𝑏𝑎𝑡 , ob-
tained with 𝑖𝑙𝑜𝑎𝑑 = 1.6 A, are shown in Fig. 3.22. The achieved load and line regulation
performance are 1 mV/A and 0.1 mV/V, respectively. The measured efficiency (𝜂) as a
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Figure 3.19: Measurement setup for load regulation setup. In the case of line regulation the
high-current supply was replaced by a series combination of two HV supply channels
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Figure 3.20: Measured 𝑣𝑠𝑤 during steady duty-cycle operation and measured 𝑡𝑜𝑛.

function of 𝑣𝑏𝑎𝑡 and 𝑖𝑙𝑜𝑎𝑑 is reported in Fig. 3.23, achieving a peak value of 92.5%. 𝑣𝑏𝑎𝑡
sweeps at max 𝑖𝑙𝑜𝑎𝑑 were not technically possible due to the limitations of the avail-
able equipment. Finally, the performance of the sensor is summarized and compared
with the state of the art in Tab. 3.3. The achieved specifications of the converter com-
pared their initial values is given in Tab. 3.2 and the summary of the all the metrics that
had been able to be produced through either measurements or simulations is given in
Tab. 3.4.

The measured performance is lower than the one predicted by the simulations. The
suspected cause is the underestimated inductive parasitics of the board. This theory
can be hinted by Fig. 3.20 that shows ringing of significant amplitude on the voltage at
the PCB pad of the switching node 𝑣𝑠𝑤. The ringing seems to start from an amplitude
of up to 10 V and decays down to approximately 1 V at 50 ns from the time that 𝑣𝑠𝑤
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(a)

(b)

Figure 3.21: Persistence plots of the measured (a) 𝑣𝑠𝑤 and 𝑖𝐿, and (b) 𝑣𝑠𝑤, 𝑣𝑏𝑎𝑡 and 𝑣𝑑𝑠 𝑀𝑃𝑂𝑊 with
𝑣𝑏𝑎𝑡 = 23 𝑉 , 𝑣𝑜𝑢𝑡 = 3.3 𝑉 and 𝑖𝐿 = 3 𝐴. Vertical scales of 20 V/div -10 V offset for 𝑣𝑠𝑤, 𝑣𝑏𝑎𝑡 , 50 V/div
for 𝑣𝑑𝑠 𝑀𝑃𝑂𝑊 , 200 mA/div for 𝑖𝐿.
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Figure 3.22: (a) Load regulation for 𝑣𝑏𝑎𝑡 = 14 𝑉 , and (b) line regulation for 𝑖𝑙𝑜𝑎𝑑 = 3 𝐴.
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Figure 3.23: (a) Efficiency vs 𝑣𝑏𝑎𝑡 (at 𝑖𝑙𝑜𝑎𝑑 = 1.6 𝐴), and (b) efficiency vs 𝑖𝑙𝑜𝑎𝑑 (at 𝑣𝑏𝑎𝑡 = 14 𝑉 ).

Table 3.2: Target and achieved specifications for the sensor.

Parameter Target Value Achieved
Input Voltage (𝑣𝑏𝑎𝑡) [V] 6–40 6–40

Load Current (𝑖𝑙𝑜𝑎𝑑) [A] 0.2–5.5 0.1–6.0

KILIS (inverse of gain) [-] ≈ 40k 39388

𝑡𝑜𝑛𝑚𝑖𝑛 𝑏𝑢𝑐𝑘 [ns] ≤ 55 50.8

Settling time [ns] ≤ 30–45 28

GBW [MHz] ≥ 19.5 20.3

PM [deg] ≥ 70 74

𝐼𝑞 [µA]
As small as possible 0.0075 (off)

10 with 𝑣𝑠𝑠 𝑙𝑎𝑡𝑐ℎ supply ona

a Recharging 𝑣𝑠𝑠 𝑙𝑎𝑡𝑐ℎ from zero takes ≥ 10 µs and would slow down wake-up
time.
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Table 3.3: Performance summary and comparison of this work [38] with state of the art

Parameter [28] [30] [37] This work

Technology
180 nm 350 nm

180 nm
130 nm

BCD BCD Automotive

Input Voltage (𝑣𝑏𝑎𝑡) [V] 4–60 2.5–4.2 5–40 6–40

Output Voltage (𝑣𝑜𝑢𝑡) [V] 1.05–60 0.8 — 3.3, 5

Load Current (𝑖𝑙𝑜𝑎𝑑) [A] ≤ 1.5 ≤ 0.5 0.06–1.5 ≤ 6

Switching Frequency [MHz] 1 2 0.5 ≤ 3

Fully Integrated No Yes Yes Yes

Sensing Method
𝑅𝑠𝑒𝑛𝑠𝑒 Sense-FET Sense-FET Sense-FET

in L-Path ”Full”/Half-Wavea Half-Wave Half-Wave

Settling time [ns] — 20 60 51

GBW [MHz] — — 7 20.3

Peak Efficiency [%] 96 83 — 92.5

Line Regulation [mV/V] — 3 — 0.1

Load Regulation [mV/A] — 46 — 1

Ripple [mV] — ≤ 20 — 9

𝐿𝑏𝑢𝑐𝑘 [𝜇H] 4.7 2.2 — 3.3

𝐶𝑜𝑢𝑡,𝑏𝑢𝑐𝑘 [𝜇F] 10 4.7 — 69
a Only high-side current fully tracked. Momentarily tracks low-side current.
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Table 3.4: Additional metrics.

Quantity Source Condition Values

Static KILIS (1/𝑘𝐶𝑆) [-]
Simulation T=27°C, 𝑖𝑙𝑜𝑎𝑑 𝑏𝑢𝑐𝑘 = 3 𝐴 39388

full 𝑖𝑙𝑜𝑎𝑑 𝑏𝑢𝑐𝑘 and 𝑣𝑏𝑎𝑡 range, T=-40–100°C, 𝑣𝑑𝑟𝑣 ± 10% 38986–40322

Settling time [ns] Simulation 𝑖ℎ𝑠𝑐𝑠 𝑜𝑢𝑡 = 90% ⋅ 𝑘𝐶𝑆 ⋅ 𝑖𝐿 + 𝑖𝑝𝑒𝑑
a 28

𝑖𝑝𝑒𝑑
a[µA]

Simulation ℎ𝑠𝑜𝑛 = 1, 𝑏𝑙𝑎𝑛𝑘 = 1 ≈ 15.5

ℎ𝑠𝑜𝑛 = 1, 𝑏𝑙𝑎𝑛𝑘 = 0 ≈ 18.6

GBW [MHz]
Simulation 27°C, 𝑖𝑙𝑜𝑎𝑑 = 0.2 𝐴, 𝑡𝑟 𝑖𝑚𝑡𝑐 < 1 ∶ 0 >= 00 20.3
Simulation 100°C, 𝑖𝑙𝑜𝑎𝑑 = 0.0 𝐴, 𝑡𝑟 𝑖𝑚𝑡𝑐 < 1 ∶ 0 >= 11 > 20.0

𝑡𝑜𝑛𝑚𝑖𝑛 𝑏𝑢𝑐𝑘 [ns] Measurement min. avg(𝑡𝑜𝑛𝑏𝑢𝑐𝑘) with 𝜎(𝑡𝑜𝑛𝑏𝑢𝑐𝑘)

𝑎𝑣𝑔(𝑡𝑜𝑛𝑏𝑢𝑐𝑘)
< 2% 50.8

𝑣𝑏𝑎𝑡 [V]
Measurement Line-Regulation ≤ 0.1𝑚𝑉/𝐴@ 𝑣𝑜𝑢𝑡 = 3.3 𝑉 8–40b

Simulation Static KILIS -1.25% to +0.5% of nominal 6–40

𝑖𝑙𝑜𝑎𝑑 𝑏𝑢𝑐𝑘 [A]

Measurement Load-Regulation ≤ 1𝑚𝑉/𝐴@ 𝑣𝑜𝑢𝑡 = 3.3 𝑉 0.1–5.7c

Simulation Static KILIS -7.5% to +2.5% of nominal 0.1–6
Simulation 𝑃𝑀 > 70° 0.1–6
Simulation Monotonic 𝑖ℎ𝑠𝑐𝑠 𝑜𝑢𝑡d 0.56–6

Line Regulation (LiR) [mV/V] Measurement 𝑣𝑜𝑢𝑡 = 3.3 𝑉 , 𝑖𝑙𝑜𝑎𝑑 = 1.6 𝐴 0.1

Load Regulation (LiR) [mV/A] Measurement 𝑣𝑜𝑢𝑡 = 5.0 𝑉 , 𝑣𝑏𝑎𝑡 = 14 𝑉 1

Expected V @ output [V] Simulation Output mirrors in saturation < 1.1

a 𝑖𝑝𝑒𝑑 : Pedestal current. Offset current at the output of the sensor (𝑖ℎ𝑠𝑐𝑠 𝑜𝑢𝑡@𝑖𝐿 = 0) that is left on purpose to keep
the blocks connected to the peak detection node biased. In this work, it was chosen to be lower in reset phase
than in the tracking phase to provide extra margin against the observed charge injection.

b Slope of LiR worsened between 8 and 6 V but 𝑣𝑜𝑢𝑡 still above 3.3 V.
c Slope of LoR worsened between 5.7 and 6 A but 𝑣𝑜𝑢𝑡 still above 3.3 V.
d Low-current non-monotonicity appears in extracted due to charge injection into 𝐶𝑛 𝑝𝑎𝑟 when the blanker is switch-

ing.
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starts rising. This amplitude is far larger and slower decaying than what was observed
during the simulation of the extracted view in a testbench with estimated bondwire and
board parasitics which predicted that the amplitude would be one order of magnitude
lower and it would have almost completely decayed within 30 ns from the moment of
switching. This ringing has almost the same pattern during every switching cycle as it
can be seen from the persistence plot of Fig. 3.21 so it can be safely assumed that it is
not caused by some form of random noise but the result of the same circuit receiving the
same stimulus in every cycle from the same initial state. The amplitude of the ringing
was found to be rising with 𝑣𝑏𝑎𝑡 and 𝑖𝑙𝑜𝑎𝑑 and therefore the high-voltage, high-current
measurements were impossible with the same board design due to the noise caused by
the ringing and the fact that the voltage across the drain and source terminals of the
power transistors would exceed their maximum voltage rating and would significantly
reduce the lifetime of the samples.

3.3.10 Possible Improvements

The design can receive further improvements aimed at improving its robustness against
process, voltage and temperature variation and allow the sensor to have the required
performance across the full temperature range required by AEC-Q100 for up to Grade-0
devices (-40°C to +150°C) [44]. Most of them are related to the implementation of the
blanker and its digital control.

The proposed changes are the following:

∙ Optimization of the layout to reduce the parasitic capacitance at the drain of
𝑀𝑇𝐶 . The capacitance of this node had negligible effect during the first design
iteration due to the the use of Miller compensation with a larger value of 𝐶𝑐.
However, the post-layout simulations of the (faster) final design showed that the
loss of 𝑔𝑚 𝑡𝑐 above 100°C is enough to cause a visible degradation of the phase
margin due to the loss of effective compensation capacitance and led to a slight
non-monotonicity of the readout current. Alternatively, the size of 𝑀𝑁 𝑇𝐶 can be
adjusted to increase the minimum possible 𝑔𝑚 𝑡𝑐 and therefore the effective com-
pensation capacitance.

∙ Switch from constant-current to temperature-dependent biasing for the amplifier
and the offset removal blocks. This can be used to minimize the effect of temper-
ature on the UGB and phase margin of the sensor by ensuring that any changes
in 𝑅𝑠𝑤, 𝑔𝑚 𝑡𝑐, 𝐴𝑣 and 𝑣𝑜𝑠 with temperature cancel each other. This is perhaps the
change that would have the most impact in mitigating the sensitivity of the sensor
to temperature variations.
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∙ Investigate the possibility of turning the sensor into a ”full”/half-wave hybrid like
[30]. Such an architecture can eliminate the need for an offset as it can allow
the sensor to sample the voltage 𝑣𝑔 𝑡𝑐 right before the low-side switch turns off
and keep the transconductor pre-biased to the state where it gives the readout
current that is equivalent to the valley current. The main issue with this strategy
is that the steady-state tracking error will have to kept low as a high error during
the tracking of the low-side current can lead to an overestimation of the valley
current and can cause false peak detection. To the above error, we also have to add
the settling error during low-side sensing. However, this error is not necessarily
significant as high settling error for low-side sensing happens at high duty cycle
which means that the expected on-time is relatively long and the changes of the
battery voltage are not that abrupt to cause a dramatic of duty cycle from high to
low values between two cycles. Another way to introduce an offset would be by
storing a constant offset voltage in a capacitor and connecting it at the input of the
amplifier. However, this strategy is hard to implement as the designer would have
to deal with charge injection, the need to operate switches at a voltage close to
rail and the implementation of the circuit responsible for recharging the capacitor.

∙ Improve the generation of the signals that control the blanker to synchronize the
transitions of𝑀𝑃𝐸𝑀𝑈 and𝑀𝐾 and prevent momentary opening of the loop and/or
having closed loop with halved gain (due to𝑀𝑃𝐸𝑀𝑈 and𝑀𝐾 being on at the same
time). This can be done by using feedback from the gates of the power switches
to trigger the control signals for 𝑀𝑃𝐸𝑀𝑈 and current-starved inverters with con-
trolled driving current to generate delays.

∙ Investigate the possibility of replacing 𝑀𝑃𝐸𝑀𝑈 with an LDNMOS (𝑀𝑁 𝐸𝑀𝑈 ) and
adapt the blanker accordingly. Such a change would simplify the matching of the
resistances of𝑀𝐾 and the emulating switch across temperatures thanks to the use
of the same type of channel and oxide thickness. While the feedback resistance
emulation technique does not require accurate emulation of resistance, a design
can still profit from minimizing this error as it relaxes the design constraint of
Eq. 3.4. A possible implementation would be to use a sampled version of the boot-
strap voltage to keep 𝑀𝑁 𝐸𝑀𝑈 on when the drivers keep the power switch in off
state. The transistor can also be placed physically close to 𝑀𝐾 to further improve
matching if the additional parasitic capacitance of the traces is not too high.

∙ Another possible improvement is to improve the accuracy of the offset removal
mechanism. Currently, the mirrors that are responsible for the removal of the
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offset are set to remove a constant current. However, the offset present in 𝑖ℎ𝑠𝑐𝑠 𝑡𝑐
varies with the absolute value of the resistance of𝑀𝐾 and therefore it is relatively
sensitive to variations of temperature as well as the 𝑣𝑔𝑠 of the transistors of the
sensing structure. After swapping 𝑀𝑃𝐸𝑀𝑈 for 𝑀𝑁 𝐸𝑀𝑈 , it is possible to exploit
the feedback resistance emulation technique to further improve the accuracy of
offset removal. In theory, it is possible to do so by creating a replica of 𝑀𝑁 𝑇𝐶
in the place of the transistor that sinks the offset current 𝑖𝑜𝑠, copying 𝑣𝑔 𝑡𝑐 during
when the circuit is operating in feedback resistance emulation mode and holding
it on the gate of the replica. This way, it is possible to effectively copy the value
of the offset current (whatever its value is after PVT) and remove it in an accurate
way. The main challenge with such a strategy is the effect of mismatch between
𝑀𝑁 𝑇𝐶 and the new FET as well as any errors and performance overhead related
to the mechanism used for copying and holding the voltage (extra capacitance
at the output of the amplifier, recovery from charge injection, capacitors being
discharged etc).

∙ Mitigate the bumps seen in seen in Fig. 3.15 caused by charge injection into 𝐶𝑛 𝑝𝑎𝑟
during the masking phase of the blanker (Fig. 3.8c). In this case, the bump is
caused due to the fact that the turn on of 𝑀𝑃𝐵𝑅 and the turn off of 𝑀𝑃 𝐼𝑁𝑅 are
not perfectly synchronized due to the delay of the latches. This can be fixed by
either making the last inverter of 𝐿𝐴1 faster to sychronize the signals as much
as possible or by adding properly-sized complementary NMOS switches that are
driven by the same signal.

∙ The design can be further optimized by replacing 𝑀𝑁 𝑇𝐶 and 𝑀𝑁 𝑂𝑈𝑇 with lower
voltage devices. The current implementation uses 2.5-V devices but the range of
𝑣𝑔 𝑡𝑐 is kept well below the limits of the faster, available lower voltage devices.
This means that the same minimum value of 𝑔𝑚 𝑡𝑐 can be achieved with lower
drain current (and therefore lower 𝑖𝑜𝑠) without exceeding its SOA limit for its 𝑣𝑔𝑠.
However, such a change will require adaptations in the amplifier (offset genera-
tion and output clamping) and the biasing of the cascodes that protect𝑀𝑁 𝑇𝐶 and
𝑀𝑁 𝑂𝑈𝑇 to support transconductor transistors with lower voltage rating. Design-
ing the transconductor for the same 𝑔𝑚 𝑡𝑐 at a higher overdrive voltage also has
the added benefit of decreasing its sensitivity to temperature variations.

There are also improvements that can be made to the supporting test chip and the PCB
to allow for more measurements focused to the operation of the sensor.

∙ The easiest change would be to use a PCB with a layout optimized for low induc-
tive parasitics in the loop that contains the current sensor. Such a change could
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push the fundamental frequency of the parasitic ringing of 𝑣𝑠𝑤 further above the
sensor bandwidth to ensure that it is attenuated to the point that its contribution
to the output is not enough to lead to false peak detection even at when 𝑣𝑏𝑎𝑡 is at
its maximum value of 40 V.

∙ It would be a good idea to have the ability to measure the transient response of
the sensor. In order to do so, a copy of 𝑖ℎ𝑠𝑐𝑠 𝑜𝑢𝑡 can be converted into a voltage
and then brought outside the chip with the help of a fast voltage buffer with an
output stage that can drive the relatively high capacitive parasitics (both internal
and external) that are connected to the test pin.

∙ The blocks that dictate the minimum supported on-time of the buck can be adapted
to reduce that time and provide a wider margin between its value and the value
of the minimum stable on-time that we want to measure. However, the verifica-
tion of the ability of every other block of the chip to operate with the lowered
minimum on-time would be necessary to make this possible.

3.4 Summary

A fully integrated, wide common-mode range, sense-FET based, fast response, high-
side current sensor was designed. The sensor, designed in a 130-nm automotive CMOS
technology, is integrated in a 40-V, peak-current Buck converter. Thanks to the proposed
current sensor, the DC-DC converter is able to operate well with a minimum on-time
down to 51 ns at 𝑣𝑏𝑎𝑡 = 24 V, 𝑣𝑜𝑢𝑡 = 3.3 V and 𝑓𝑠𝑤 = 3 MHz. The DC-DC converter
features a peak efficiency of 92.5% when regulating from 14 V down to 5 V with 𝑖𝑙𝑜𝑎𝑑 =
1.2 A. A series of simple improvements have also been proposed to extend the operating
temperature range of the sensor to the one required for Grade-0 automotive devices.
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Conclusions

In this thesis, two new modeling tools for DC-DC converter design, as well as a design
of a current sensor for CM buck converters has been presented.

The first modeling tool is a library of building blocks that are commonly used in DC-
DC converter design like switches, gate drivers as well as cells that can be used for the
generation of the required control signals. The blocks are in the form of technology-
agnostic, high-level, parametrizable macro-models implemented as a mix of custom
Verilog-A modules and standard analog library components. The parameters are design-
oriented to allow the user to verify the suitability of the specifications of each block
by letting them emulate their behavior under the influence of common non-idealities
like offset, finite bandwidth and even support to make these parameters be affected by
statistical variations in Monte-Carlo simulations. The cells do not require the use of
specialized simulators and can be inserted in schematics along with other high-level or
transistor-level cells and be simulated with a typical analog simulators. The blocks that
represent switches and drivers make use of two new high-level switch primitives that
do not introduce discontinuous behavior in the schematic in order to prevent the con-
vergence issues that are observed when using typical switch models and also help with
speeding up the simulation. Lastly, the switch and driver models can be parametrized
to emulate capacitive losses in addition to resistive ones. The switch and driver cells
can provide a speedup of at least 2× in the simulation of a triple output SIMO converter
compared to a schematic with SPICE-level transistor models and drivers while providing
nearly identical waveforms for the output voltage and inductor current, while keeping
the error in estimated losses below 20% and the efficiency below 1%.

The second modeling tool is an enhanced current sensor model which is compatible
with averaged models of DC-DC converters. This model is implemented in Verilog-
A and is evaluated as part of a Peak Current Mode setup. In contrast to the typical
modeling approach used for current sensors as a constant gain, this model takes into
account the errors due to static gain non-linearity and the transient errors due to finite
bandwidth and parasitic transient currents due to switching. Such errors tend to be
ignored in typical DC-DC converters but they cannot be ignored in high-voltage, high
switching-frequency converters as the decay time of both transient errors can become
comparable to the very short on-time that they have to achieve. This can distort the
shape of the sensed current and by extension the behavior of the current loop leading
to instability. This model, makes use of the ability of analog simulators to solve systems
of non-linear equations by introducing the non-linear equations describing these errors
in the circuit. This model is suitable for both AC and (averaged-time) transient analysis.
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In transient analysis, the model can provide accurate estimates of the behavior of the
inductor current and output voltage of the converter with a speedup of up to 1000x
compared to normal transient simulations.

The research activity was concluded with the design and testing of a fully integrated,
wide common-mode range, sense-FET based, fast response, high-side current sensor.
The sensor, designed in a 130-nm automotive CMOS technology, was integrated in a
40-V, Peak-Current mode Buck converter. The current sensor employs a 3-transistor
sensing structure, originally used for open loop current threshold detection, as part of
its closed loop architecture and retains its ability to achieve a high current division fac-
tor without excessively reducing the size of the sense-FET. The closed loop architecture
relies on a folded cascode amplifier with LDMOSFET devices as cascodes to handle
the large common mode input voltage and transport the signal from the high to the
low voltage domain while an offset is introduced to guarantee the minimum acceptable
loop bandwidth. The design implements a feedback-resistance emulation technique to
prevent the debiasing of the closed loop due to the transistors of the sensing structure
being turned off when the high-side power switch is switched off by turning on a switch
that emulates its on-resistance. The commands to turn on or of that switch are passed
from the low to the high voltage domain in ≈ 5 ns with the help of a current-pulse
triggered latch-based structure without significantly increasing static power consump-
tion. During the last part of the PhD, a set of measurements was performed to evaluate
the performance of the design. Thanks to the proposed sensor, the DC-DC converter
is able to achieve a stable minimum on-time of 51 ns at 𝑣𝑏𝑎𝑡 = 24 V, 𝑣𝑜𝑢𝑡 = 3.3 V and
𝑓𝑠𝑤 = 3 MHz. The converter features a peak efficiency of 92.5% when regulating from
14 V down to 5 V with 𝑖𝑙𝑜𝑎𝑑 = 1.2 A. A series of simple improvements have also been
proposed to extend the operating temperature range of the sensor to the one required
for Grade-0 automotive devices.
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