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There was nothing in sight except
falling snow, and Moomintroll
was caught by the same kind of
excitement he used to feel at
times when he was wading out for
a swim. He threw off his
bath-gown, and himself headlong
in to a snowdrift. “So that’s
winter too!” he thought. “You
can even like it!”

Moominland Midwinter
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Abstract

The cryosphere is the portion of the Earth covered by frozen water and experi-
encing temperatures below 0◦C for at least part of the year. In latest years, the
warming temperatures and the change of the climate act to reduce the mass of
permanent ice and to limit the creation of new snow and ice. This causes several
problems, such as scarce fresh water availability, natural disasters and modifi-
cation of several landscapes, especially in the mid-latitude areas. The accurate
and continuous monitoring of these regions has become crucial to understand
the dynamics of ongoing changes and to assess the associated environmental
and socio-economic impacts. Several technological methods have been devel-
oped, despite one of the most used technique is still the manual analysis. For a
non-invasive observation, photogrammetry, Global Navigation Satellite System
(GNSS) or Remotely Piloted Aircraft System (RPAS) are used for small areas,
while satellite images are employed for bigger areas. Also Ground Penetrating
Radar (GPR) and seismic methods are powerful instruments, able to detect dif-
ferent layers. In particular, radar allows to acquire high spatial and temporal
resolution data, and it can be tailored to supply accurate information about dif-
ferent cryospheric bodies. Indeed, by using different frequencies, it can penetrate
and interact with the medium in different way. The principal parameters which
can be investigated by means of radar systems are the depth of the medium D
(also expressed as HS), either snow or ice, and its density ρ, the Liquid Water
Content (LWC), which measure the percentage of humidity in the medium, and
the so called Snow Water Equivalent (SWE), i.e. how much water is stored in
it. Other parameters, e.g. the temperature or the hardness, cannot be measured,
even if some attempts to retrieve them from the density were done in literature
[1][2]. A standard GPR can obtain such information, but it needs the support
of assumptions, external measurements, or very complicated techniques barely
applicable in the field. In order to overcome such limitations and improve the ac-
curacy of the measurements, a novel ground-based radar system called Snowave
has been developed. Snowave is a dual receiver radar architecture able to com-
pute the depth and the dielectric constant of a medium without any external
aids or assumptions, and thus solving the ambiguity in determining the wave
velocity within the medium. This principle was already shown in previous works
[3][4], studying the feasibility of the concept, and proving it with few dry snow
measurements in the field. In this work, a more accurate investigation on the ap-
plicability is presented, moving through several snow conditions (various depths
and densities), including also wet snow. Indeed, this system, Snowave, thanks
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to its light and compact profile making it portable in any environment, has been
tested in the Alps in several conditions, from dry and soft [5] to wet and dense
[6][7] snow. Especially for this last condition, different types of measurement have
been done. Punctual and instantaneous measurements have been carried out in
the Alps, following the same idea of the dry snow monitoring, while a couple of
attempts to investigate the small variation occurring during the melting-refreeze
cycle (i.e. daily variation from dry to slightly wet snowpack) produced successful
results, proved also by an extensively 15-days campaign in Arctic environment.
One big enhancement of the system is related to the possibility to monitor not
only snow coverage, but also glaciers. Indeed, few works have been done in
this direction: in order to fully investigate such dense medium, with a relatively
high dielectric constant and very high thickness, a different type of radiator was
needed. Some custom-made antennas were simulated, produced and then tested
in glacial environment, returning a complete result about the condition of the
glacier, with more information with respect to a standard GPR.
In addition to the work relative to the field campaign, a preparatory study on
the problems occurring using an above-the-ground configuration has been done,
from an attempt with a lighter and smaller radar used on a fixed platform, to the
development of a combined analytical and full-wave model to predict the effect
of the surface roughness on the backscattering when using an off-nadir config-
uration. In this case, the model was cross-checked with satellite backscattering
data. However, this methodology can also be extended to systems operating in
close proximity to the ground, e.g. with Snowave on a fixed or a mobile platform.
In conclusion, this thesis presents the validation of a radar system for cryospheric
monitoring, able to provide insights into the dynamics of the cryosphere and to
enhance the ability to predict and mitigate climate change impacts and/or nat-
ural hazards.

Keyword:
Climate change, dry snow, glacier monitoring, ground-based radar, liquid water
content (LWC), melting process, radar, snow density, snow monitoring, snow
water equivalent (SWE), snowpack, surface roughness, wet snow
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Chapter 1

Introduction

The cryosphere, derived from the Greek words ”κρύoς” (kryos) meaning ”cold”
and ”σϕαι̃ρα” (sphaira) ”globe,” represents the portion of the Earth’s hydro-
sphere where water is frozen and in solid form. It comprises different natural
bodies, such as snow, ice formations and permafrost. This intricate system plays
a fundamental role in the Earth’s climate and hydrological cycles, influencing
weather patterns and sea levels. Understanding the cryosphere is crucial in the
context of climate change, as its dynamics are highly sensitive to temperature
fluctuations.

1.1 Importance of the cryopshere

The cryosphere is a crucial part of the Earth environment, comprising the natu-
ral bodies which exist at temperature below 0◦C, such as snow cover, glaciers, ice
sheet, ice shelves, ice caps, sea ice, lake ice, river ice and frozen ground, including
permafrost, interacting and, in some cases, overlapping with the hydrosphere [8].
It has a global extension and it can be found in regions with very low temper-
atures, such as the poles (e.g. Arctic, Antarctica, Greenland) and high-altitude
areas like in the mountains, as the water needs to be at a temperature below 0◦C
[9]. Figure 1.1 illustrates the global distribution of the cryosphere, specifying
its different components. However, this map is not static, as it changes rapidly
following the temperature fluctuations and the local and temporal weather con-
ditions, especially regarding the wind behavior. Even if most of the ice volume is
located in Antarctica, the northern hemisphere has the largest surface extension,
in particular during winter (considering also the seasonal snow coverage), occu-
pying ∼13% of the Earth surface [10][11]. Being part of the hydrosphere, the
cryosphere stores a large amount of fresh water, which is the 75% of the on-land
water and only the 2.5% of the total amount of water on the planet Earth1. It
could be found in great quantity especially in snow, glaciers and ice sheets. In-
deed, most of the Earth’s fresh water resides in two major ice sheets, Antarctica
and Greenland[12]. Freshwater is essential for the population, as it can be used

1The rest of the water presented on the planet can be found in salty water, mostly in oceans.
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Chapter 1. Introduction

Figure 1.1: Global distribution of the cryospheric components (Credit: Hugo
Ahlenius, UNEP/GRID-Arendal, 2016)

for several applications. Among them, the hydroelectric power generated with
it serves as the major source of energy for remote mountainous villages, difficult
to reach with other kind of energy. Additionally, in certain instances, it may
also provide power to nearby regions [13]–[16]. Specifically in plains areas, the
seasonal availability of fresh water significantly impacts crop irrigation levels. In
most cases, this water is sourced from the thawing of cryospheric components,
especially snow, which is stored in dams and released through dedicated infras-
tructures [17]–[19].
The climate change strongly affects the availability of fresh water, and the
cryosphere in general. Indeed, the Earth’s climate system is intricately linked
to the cryosphere, influencing surface energy, moisture flows, clouds, precipita-
tion, hydrology and atmospheric and oceanic circulation [20][21]. These links are
related to the physical properties of the cryospheric bodies, such as their high
surface reflectivity, called albedo, and the exchange of latent heat during the
phase transitions, influencing the energy balance of the planet, seen at the sur-
face level. The presence or absence of snow and ice in polar areas is significantly
influenced by the temperature difference between latitudes, affecting also winds
and ocean currents. This creates a positive feedback loop, amplifying changes in
temporary bodies, such as seasonal snow or sea ice, which change their presence
and extension during the seasons. On the other hand, elements like glaciers and
permafrost, thanks to their durability throughout the years, help average out
short-term variations, making them indicators of climate change [20].
Therefore, monitoring the cryospheric components can help to trace and evaluate
the effect of the climate change, as well as giving a prevision of the freshwater
stored in the cryospheric components.
In addition, monitoring the cryosphere is also used to predict and, if possible,
mitigate environmental risks. The natural metamorphosis of such bodies is a
process leading, in most of the cases, to an unstable condition, which needs to
be controlled in order to avoid disasters. Indeed, snow avalanches and collapse
of ice and rocks are frequent processes in mountainous areas, and it is necessary
to study the evolution of such bodies to produce risk bulletins and taking some
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countermeasures, e.g. avalanche protection structures or roadblocks.
In the next section, an overview of the state of the art relative to the monitoring
techniques is presented.

1.2 Monitoring techniques: state of the art

The monitoring and understanding of the cryosphere, comprising snow and ice-
covered regions, play a crucial role in understanding and predicting global climate
dynamics. The monitoring activities can be diverse:

❼ ground-based observations - this refers to data collected through direct
measurements on the ground. Scientists and researchers use specialized
instruments to measure parameters such as snow depth, density, and tem-
perature. These on-site measurements provide valuable information about
local cryospheric conditions and are essential for validating and calibrat-
ing remote sensing data. For snow investigation, in particular, the manual
analysis done on a site is the standard method to retrieve information about
the snow coverage condition.

❼ remote sensing observations - remote sensing involves the use of satellite or
aerial technology, the so called Unmanned Aerial Vehicle (UAV), to collect
data from a distance. Various sensors on satellites can measure properties
of the cryosphere, including snow cover extent, ice thickness, and changes in
glaciers. Remote sensing provides a broader perspective, covering large and
often inaccessible areas, and is functional in monitoring long-term trends
and changes in the cryosphere.

❼ modelization - mathematical models are used to simulate the behavior of
the cryosphere and related processes. These models incorporate data from
ground-based observations and remote sensing to predict future changes in
snow and ice-covered regions. By understanding the complex interactions
within the cryosphere, these models help in forecasting scenarios related to
climate change, such as sea level rise due to melting glaciers or changes in
regional weather patterns.

The combination of these approaches is necessary to entirely understand the
cryosphere. The monitoring of the cryosphere can be conducted using various
technological instruments, including sensors, photogrammetry, radars and other
instruments [22]. All these tools provide data for understanding the complex
dynamics of the cryosphere and its responses to climate change.
Among all the possible tools, microwave instruments represent smart options
in cryospheric monitoring demonstrating their capability not only to penetrate
snow and ice but also to navigate through clouds, enabling investigations even
in challenging weather conditions from remote platforms [23].
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Operating within the frequency range from 300 MHz to 300 GHz, these in-
struments offer significant advantages for studying the cryosphere. Indeed, mi-
crowaves have the capability to penetrate snow and ice to a certain extent.
The frequency used in these instruments plays a crucial role, as it influences
the depth of penetration and the information acquired. Their sensitivity to
the dielectric properties of materials, including snow and ice, provides insights
to describe the medium. By analyzing how microwaves interact with different
snow and ice conditions, it is possible to deduce essential parameters such as
SnowWaterEquivalent(SWE) and density. These parameters hold significant
importance for hydrological studies, forecasts, and safety assessments.
Among the various microwave systems, radars are frequently used for moni-
toring purposes. Radars operate by emitting Electro-Magnetic (EM) waves at
microwave frequencies and analyzing the time taken for the signal to return after
reflection. Depending on the type of monitoring, the wave has to penetrate differ-
ent medium: for ground-based radars, the wave propagates within the medium,
while, for Above the Ground (AtG) configurations, the wave is directed toward
the Earth’s surface. In the latter case, the signal reflects twice, once at the
air-medium interface and then at the medium-soil interface. By analyzing the
Time of Flight (ToF) of the received signal, and evaluating its velocity, radar
instruments retrieve various characteristics of the medium, including altitude,
internal structure, and surface type, be it ice, snow, or rock. Radar sounders,
for example, can obtain subsurface profiles (radargrams), providing information
on the essential climate variables and to understand the processes and structures
in the ice [24]. Again, interferometric techniques, like , are efficient for mapping
the surface elevation and its temporal change over glaciers and ice sheets [25]–
[27]. Also radar altimeter can be used for cryosphere investigation, measuring
e.g. the height of the ice surface. It is particularly useful for monitoring changes
in glacier volume, sea level rise, and iceberg dynamics [28][29]. To retrieve a 3D
structure and a permittivity profile of a snowpack, instead, tomographic SAR
data processing is used, e.g. in [30], [31]. Also GPS is used to retrieve SWE,
Liquid Water Content (LWC) and snow height [32], [33].
Among different types of radar, Syntetic Apertur Radar (SAR) and Ground Pen-
etrating Radar (GPR) are the most used instruments for both satellite-based and
ground-based configurations. A satellite-based SAR is mounted on board of a
satellite, and it provides high-resolution images of the Earth’s surface, regardless
of atmospheric or lighting conditions [34]. This makes SAR an essential tool for
monitoring polar regions, enabling observation of changes in glacier cover, glacier
dynamics, and ice shelves. SARs are also employed in ground-based configura-
tions [35], called Ground Based SARs (GB-SARs), to monitor glacier movements
at a local scale. These systems, often deployed in polar research stations, allow
precise measurements of glacier velocities and deformations.
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1.3 Novelty and importance of this research

In this thesis, a novel radar system called Snowave has been introduced. Snowave
is a ground-based multi-band radar working with the same principle of a GPR,
overcoming some of its limitations. Indeed, standard GPR systems, working with
one transmitter and one receiver, can compute the ToF of a signal penetrating
into a medium. From there, in order to retrieve the distance traveled by the
wave, and thus the thickness of the medium, the velocity has to be known. The
determination of this velocity relies on the dielectric properties of the medium,
creating an ambiguity. Indeed, the system presents one equation and two un-
known, posing a problem on the determination of either one of the two. To
overcome this problem, standard methods usually assume the velocity based on
other observations, or rely on the computation of that one using data acquired
with other instruments or sensors. However, these methods impose limitations,
as each measurement must be correlated with other observations. Another option
is to use complex techniques, e.g. Common Mid-Point (CMP), not easy to apply
in the field). Therefore, the use of only two antennas, one to transmit and the
other to receive, cannot easily solve this ambiguity by itself. Therefore, Snowave
tries to solve this problem by using an additional receiver. By comparing the
two ToF arriving from the same transmitter and detected by two receivers, two
different propagation paths are found. This allows to have two equations and two
unknowns for estimate the thickness of the medium and the velocity of the wave
in it. The problem does not have any ambiguity at this stage, and thickness and
velocity can be determined. The concept will be explained more exhaustively in
Ch. 2, while some applications and real tests will be discussed in Ch. 3 and Ch.
4.
In this work, a part related to the AtG configuration issues has been considered
too in Ch. 5. Indeed, a modelization work has been done in order to evaluate
the effect of the surface roughness in the backscattered signal from AtG, using
satellite data to cross-check the model. Moreover, a first test with an Ultra Wide
Band (UWB) radar System on Chip (SoC) for that type of configuration is also
presented.
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Chapter 2

Snowave radar system and
accompanying measurements

In this chapter, a detailed description of the radar instrument employed for
cryosphere monitoring is provided. The mechanical setup, including all its com-
ponents and their respective functions, is presented. Additionally, the physical
principle behind it is explained. Furthermore, an overview of the in-situ inves-
tigation method is outlined, which integrates radar observations with standard
manual analysis techniques.

2.1 System Architecture

Among the radar instruments and techniques used for cryosphere monitoring,
Snowave (Fig. 2.1), a radar architecture developed at the University of Pavia, is
one of its kind. Snowave is a light, compact and robust multi-static radar archi-
tecture operating in different frequency bands. The general scheme is depicted
in Fig. 2.2, and it shows three radiators laying on the surface of the material,
looking downward1.

1In the past, some theoretical experiments have been carried out with a upward-looking
configuration [36][37], but the idea was soon discarded. Although a fixed system might be
useful to monitor the complete evolution of a snowpack over a season, it contradicted the
original idea of having a portable system to use whenever and wherever required.

Figure 2.1: Snowave logo.
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Figure 2.2: Snowave architecture. On the top there’s the Vector Network An-
alyzer (VNA), connected to the radiators through three coaxial cables (usually
also a manual switch is used, not represented here). tx is the transmitter, rx1
and rx2 are the two receivers. The distances between these radiators are indicate
with s1 and 2. D is the depth of the snowpack. d1 and d2 are the propagation
distances of the EM wave inside the medium.
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2.1. System Architecture

Figure 2.3: Equipment for the setup, from the left, top: Field Fox VNA; coaxial
cable with N-type output; mechanical RF switch up to 12 GHz; some of the RF
adapters used to connect the antennas.

The first radiator on the left of the picture, called tx, is emitting a signal
which penetrates into the snowpack and travels downward toward the ground.
Once reached the soil, the signal scatters, with a portion of its power being
reflected back toward the surface. There, it is collected by two different antennas,
rx1 and rx2, which are positioned at a distance s1 and s2 from the transmitter,
respectively. The generation of the signal, as well as the recording of the reflected
powers, are done by means of a commercial Vector Network Analyzer (VNA) by
Keysight FieldFox N9916A, which is connected to the radiators through three
coaxial cables and various RF adapters (see Fig. 2.3). In order to match the
number of cables and the number of the VNA ports (2, one input and one
output), a manual Radio Frequency (RF) switch is used at the receiving end.
The magnitude and phase of the reflected signal, recorded by each receiver, is
visualized in terms of S21 parameter in frequency domain, using the transmitted
signal as a reference. By performing a Fourier Transform, the signal goes from
frequency to time domain and it becomes possible and easy to analyze the signal’s
time-of-flight as it penetrates the medium.
In general, by looking at the radar traces in time domain, the target generates a
peak at the moment corresponding to its distance from the receiver. For example,
when a target is 1 m away in the air, the peak in the time domain radar trace
is located at 6.66 ns (3.33 ns to reach the target plus 3.33 ns to return at the
receiver after the reflection), considering that the velocity of the signal equals
the speed of light, i.e. c = 3 ·108 m/s. The computation of the distance of the
target is trivial and unambiguous.
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Instead, in case the propagation occurs within a medium, different from air, its
EM properties need to be taken into account. The parameters to be considered
are the complex dielectric constant ε and the complex magnetic constant µ, which
are represented in Eq. 2.1:

ε = ε0(ε
′ − jε′′) µ = µ0(µ

′ − jµ′′) (2.1)

In these equations, ε0 and µ0 are constant values, equals 8.85 · 10−12 F/m and
4π · 10−7 H/m, respectively. ε′, ε′′, µ′ and µ′′ are real adimensional quantities
and they determine how an EM wave propagates within a material.
The complex dielectric constant ε is a quantity that takes into account both the
dielectric losses and the capacitive properties of a material and it is composed
by a real and an imaginary part:

❼ the real part (ε′) indicates the material’s ability to store electrical energy
when subjected to an electric field.

❼ The imaginary part (ε′′) indicates the dielectric losses of the material, i.e.,
the electrical energy that is dissipated under the influence of the electric
field. A higher value of ε′′ indicates greater dielectric losses in the material.

The complex dielectric constant is often expressed as a function of the fre-
quency of the applied electric field and can vary with it.
The complex magnetic constant µ, is a property of materials that takes into
account both magnetic permeability (µ′) and magnetic loss (µ′′). Magnetic per-
meability measures a material’s ability to respond to an applied magnetic field,
while magnetic loss represents the energy dissipated under the influence of a
time-varying magnetic field. Specifically, snow and ice are characterized by a low
magnetic susceptibility, resulting in a weak response to magnetic fields, making
the effect of µ′ and µ′′ negligible. Therefore, the second equation in 2.1 can be
approximated as in the vacuum. Moreover, in the microwave frequency range,
dry snow and ice are lossless medium, and therefore the complex dielectric con-
stant can be expressed with only the real part. The new expressions are written
in Eq. 2.2.

ε = ε0ε
′ = ε0εr µ = µ0 (2.2)

Using these approximations, the velocity of the EM wave propagating into
snow or ice can be computed as:

v ≈ c/
√
ε′ (2.3)

This formula shows that the EM signal is moving at a slower pace within
the medium with respect to the propagation in air. It is worth noting that this
approximation is true for lossless medium, such as dry snow and ice, but it can
be used also for low-losses material, like wet snow, where the imaginary part of
the dielectric constant is much lower than the real part (ε′′ ≪ ε′).
In the radar trace, the peak is shifted in time with respect to the position in
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air, indicating that the signal is moving slower. Thus, determine the position
of the target in this case creates ambiguity, since both the distance and the
velocity (and therefore the dielectric constant) are unknown. A second receiver
in a different position in a radar system like Snowave can solve this ambiguity as
follows. First of all, the time at which the target generates a reflected peak can
be found for both the receivers with these equations (Eq. 2.4):

T1 = d1/v

T2 = d2/v
(2.4)

where d1 and d2 are the oblique propagation distances following the two paths
of the signal, related to the ToF visible from the radar traces. The velocity v is
the same for both the propagation paths under the condition of an homogeneous
medium. This may be not always true, since the snowpack may have a very
high variability. Nevertheless, in most of the cases it is sufficient to have a bulky
indication of the snowpack/glacier parameter. Additionally, the proximity be-
tween the measurement paths is often minimal, thereby minimizing the presence
of inhomogeneities within the medium.
Introducing the distances between the transmitter and the first receiver rx1 and
the transmitter and the second receiver rx2, s1 and s2 respectively, the depth of
the medium D (see Fig. 2.2 for the notation) from the radar to a flat target (like
the soil) can be calculated using the Pythagorean theorem:

d21 = (2D)2 + s21
d22 = (2D)2 + s22

(2.5)

Combining Eq. 2.4 and Eq. 2.5, the ToF of the two signals can be computed,
as in Eq. 2.6:

T1 =

√

(2D)2 + s21
v

T2 =

√

(2D)2 + s22
v

(2.6)

From the last two equations, the only unknown values are D and v. After
algebraic manipulation, and including Eq. 2.3, the so called Snowave equations
can be found (Eq. 2.7 and Eq. 2.8):

D2 =
s22T

2
1 − s21T

2
2

4(T 2
2 − T 2

1 )
(2.7)

ε′ = c2 ·
(T1 − T2)(T1 + T2)

(s1 − s2)(s1 + s2)
(2.8)

The target is now precisely localized through the value of D and the medium
can be characterized with its dielectric constant ε′. It will be shown that for
cryospheric monitoring it is crucial to understand the dielectric constant of the
natural body, in order to discriminate different types of snow or ice.

29



Chapter 2. Snowave radar system and accompanying measurements

2.2 Components

Depending on the type of snow or ice, signal at different frequencies works dif-
ferently. Depending on the wavelength, the penetration depth, i.e. the measure
of how deep the electromagnetic radiation can penetrate into the material, can
vary a lot, and especially when the attenuation from the water comes to play.
That’s why for different types of investigation, different bands and thus antennas
are used. Very low frequencies are commonly employed for probing deep targets,
such as the bedrock of a glacier. Due to their long wavelengths, imperfections or
disturbances (such as air bubbles, rocks, and other objects) do not significantly
impact the measurements, as they are too small to be detected. In some cases,
it is possible also to detect the interface between the snow accumulated as firn
and the beginning of the pure ice of the glacier. Frequencies around few GHz
are used for deep dry snowpacks or slightly to moderated wet snowpacks, thanks
to the relatively long wavelength and the robustness of the signal against the at-
tenuation. Going up in frequency, the signal becomes more and more intolerant
to the presence of water. Those bands are used in dry condition to investigate
the history and the future of dry snowpacks looking at the layering.

Fig. 2.4 illustrates different types of antenna corresponding to different fre-
quency bands used during the Snowave campaigns. The radiators in the first row
(a - d) are employed for snow monitoring. The first one (Fig. 2.4a) is a L-band
WR650 radiator operating between 1.15 and 1.72 GHz. Given its lower frequency,
this antenna’s dimensions are relatively large, with an aperture of 165.1 mm x
82.55 mm. Fig. 2.4b shows the transition WR340 in S-band, spanning from 2.2

Figure 2.4: Type of radiators used in Snowave: (a) L band coaxial truncated
waveguide; (b) S band coaxial truncated waveguide; (c) C band coaxial truncated
waveguide; (d) X band coaxial truncated waveguide; (e) custom-made UHF PIFA
antenna; (f) horn antenna in C band; (e) horn antenna in X band.

30



2.2. Components

Table 2.1: Frequency bands used in the Snowave system.

Frequency Wavelength Antenna Type of monitoring

UHF (300 MHz) 1 m PIFA Glacier and firn

L (1 - 2 GHz) 15 - 30 cm WR650 Dry to moderately wet
snowpack

S (2 - 3.5 GHz) 8.6 - 15 cm WR340 Dry to slightly wet snow-
pack

C (5.5 - 8 GHz) 3.7 - 5.5 cm WR137 Dry snowpack

X (8 - 12 GHz) 2.5 - 3.7 cm WR90 Dry snowpack, very sensi-
tive to every interface

GHz to 3.3 GHz, with dimensions of 86.36 mm x 43.18 mm. The C-band WR137
works from 5.85 GHz to 8.20 GHz and has a dimension of 34.8488 mm x 15.7988
mm (Fig. 2.4c). The last one in Fig. 2.4d is a WR90 and it is the smallest one
(22.86 mm x 10.16 mm) used in Snowave. In this case, the working frequency
goes from 8.20 GHz to 12.40 GHz (X-band). These antennas present resolutions
in the order of centimeters or tens of centimeters, depending on the type of snow
(dry or wet, with ε′ between 1.2 and 2.8) and on the bandwidth used during the
measurements:

ζ = v/2B (2.9)

The antennas show a minimum gain (around 4 to 7 dB) and directivity but,
in order to steer the EM wave toward the ground, horn antennas are connected
sometimes: Fig. 2.4f is the horn antenna for the WR137, while Fig. 2.4g is
the horn antenna for the WR90. It is worth noting that using horns is not
always advantageous, especially in cases of thin snowpacks. In such situation,
the electromagnetic wave must travel along a path that is highly oblique to the
perpendicular of the aperture plane, which may not yield significant benefits.

Fig. 2.4e shows a custom antenna working in Ultra High Frequency (UHF)
range (central frequency at 300 MHz) specifically utilized for glacier monitoring
[38]. Since the wavelength at that frequency is very long (λ = 1 m), an antenna
with a standard design would have been huge. Therefore, instead of using com-
mercial aperture antennas as for snow monitoring, a more particular design has
been analyzed and realized [39]–[42]. As seen from the picture, the design is
similar to a patch antenna in a Planar Inverted-F Antenna (PIFA) configuration
which decreases the dimension down to λ/4 (from 1 m to 25 cm). In addition,
a folded capacitive load has been incorporated at the termination of the ”F”
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Chapter 2. Snowave radar system and accompanying measurements

(a) Top view (b) 3D view

(c) Side view

Figure 2.5: Final design of the capacitive loaded PIFA antenna. Dimensions:
Lpatch = Wpatch = Wcap = 14.29cm; Lcap = 10cm; hpatch = 1.5cm; hcap = 0.5cm.

(a) (b)

Figure 2.6: Characteristics of the antennas: (a) S11 parameter, comparison be-
tween simulated and measured antenna; (b) Simulated gain of the antenna.
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element. This adaptation has further contributed to the size reduction, resulting
in dimensions slightly above λ/8. Fig. 2.5 illustrates the design of the antenna,
while the final dimensions are written in its description. For the fabrication,
a metal sheet of a copper alloy Cu-DHP R290 with a thickness of 0.5 mm has
been used. For the capacitive load, the open end of the radiating patch has
been folded towards the ground plane, establishing a connection with a plate
positioned parallel to the ground (like a parallel-plate capacitor). To maintain
a consistent and uniform distance between the capacitor plate and the ground
plane, nylon screws and spacers were employed2. These nylon components had no
considerable impact on the electromagnetic response of the system, even proved
by the simulations. All the conjunctions were metalized and glued together with
a conductive paste and standard epoxy adhesive.
After the fabrication, the antenna has been measured and compared with the
result of the simulation, done with a commercial full-wave solver, Ansys high
frequency simulation software (Ansys HFSS). Only the frequency matching in
terms of S11 parameter has been directly measured due to the frequency. In-
deed, such low frequency falls below the range covered by the available anechoic
chamber, and reaching the far field was not possible with that facility3. In Fig.
2.6a, the measured S11 reached a value of -18 dB, which is indicative of a posi-
tive frequency matching. A frequency shift occurs due to minor inaccuracies in
the fabrication process. However, since the antenna needs to communicate with
two other identical radiators exhibiting the same S11 curve, this frequency shift
is negligible. Figure 2.6b depicts the gain of the structure, which exhibits high
isotropy and reaches a maximum value of 4.2 dB, consistent with the commercial
aperture antennas discussed earlier.

For glacier monitoring, the directivity of this antenna could be not sufficient
to reach the very deep bedrock or to detect the reflected echo. Therefore, two
equivalent USB-powered amplifiers were used during the field campaigns and

2Nylon screw and spacers were not the only idea. During the first fabrication, the plate
of the capacitor was supported by a layer of foam (ROHACELL 71HF) with very low density
and extremely low dielectric constant, similar to air. The robustness of the structure and its
accuracy was not guaranteed, therefore it has become necessary find another solution.

3At 300 MHz, the far field is at a distance greater than 10 m.

Figure 2.7: The two amplifiers used during glacier monitoring campaigns. The
first on the left is referred as ”Black”, while the second one is ”Whale”. On the
right, the circuit inside the box of the Whale amplifier is depicted.
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Figure 2.8: Comparison between the amplification from the datasheet (black
dashed line) and the measured amplification for both the Black and Whale am-
plifiers.

they are shown in Fig. 2.7. Both of them are Low Noise Amplifiers (LNAs) from
GPIO Labs working from 100 MHz to 8 GHz. The maximum nominal gain is 40
dB, with a noise figure at 2 GHz of 2.9 dB. Actually, the connectors (SMA type),
usually very delicate, didn’t have the minimum mechanical robustness to resist
during the screw/unscrew process during the measurements on the field. Indeed,
while carrying out both indoor and outdoor tests, it happens that the connectors
broke. Every time it happened, it was possible to fix it, but the performances
afterward were not optimal. The amplification reached after this process and
used during the monitoring campaigns is shown in Fig. 2.8.

2.3 Calibration

Before each set of measurements, several preparatory steps are necessary to en-
sure the accuracy of the tests. The first thing to do is to check each component
and each connection, in order to avoid the problem of loose connectors or bent
or damaged cables. Then, the calibration of the equipment (in this case, the
VNA) is essential to eliminate the potential influence of the components (cables,
connectors, switch and more) on the measurement results. Typical calibration
methods are the Short, Open, Load, Through Calibration (SOLT) calibration
(Short, Open, Load, Through) or the Through Reflect Line (TRL) (Through
Reflect Line), but other are often used. Since the calibration in the test field
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Figure 2.9: Two step of calibration when the antennas are not connected.

doesn’t need to be extremely precise4 and the harsh environment not always
permits to be accurate during the tests, no calibration kit is normally used. The
calibration process involves providing the VNA with two reference measurements.
The first one can be approximated to an open circuit and it is carried out by
orienting the two terminals in opposite directions, typically facing the sky. The
second reference measurement involves a through measurement. Depending on
the equipment used each time, this is achieved by either screwing the terminating
connectors or directly joining the antennas face-to-face.

The calibration has been done in two different way during the test which will
be described in the next chapters. When feasible, it was carried out utilizing the
aperture of the antenna as the calibration plane. This implies that the cables,
connectors, and antennas were all connected during calibration. Consequently,
the received signal, once transformed into the time domain, exhibits the peak of
the target at the precise distance. In cases where this approach wasn’t appli-
cable5, calibration was performed with the adapters and antennas disconnected
(see Fig. 2.9). In such instances, the cable ends were taken as the calibration
plane. During measurements, the signal path through the antennas and other
components creates a delay in the time-domain trace and it needs to be quanti-
fied.
Therefore, measurements in a controlled environment such as the anechoic cham-
ber have been carried out. By measuring the ToF at known distances, it is pos-
sible to calculate the delay experienced by the signal inside the antennas and
the adapters all the way to the cables. This experiment has been carried out
for those antennas able to create a significant error compared to the distance
to be measured. In the graphs in Fig. 2.10 are shown the delays introduced
by the antennas in L-, S- and C- band for different distances from target. The
blue and red curves indicate that the two antennas are positioned at two differ-
ent distances on the baseline, 30 cm and 70 cm respectively. The black dotted

4Other natural and geographical factors will create inaccuracies on the measure, which will
hide the inaccuracy of the calibration. It will be better explained in the next chapter.

5Due to not-connectable antennas (es. PIFA) or to software problems of the device.
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Figure 2.10: Delay in the measurements due to the path of the signal into the
antennas.

line is instead the delay introduced when the antennas were directly connected
(aperture-to-aperture). It is logic that, for lower frequency, and therefore for
bigger antennas, the delay is greater. Although the disparity between the values
for varying distances is slight, it remains non-negligible. This will be taken into
account in the analysis of the radar traces exposed in the next chapters.

2.4 Manual Analysis

During the field campaigns, several radar data are collected. Such data, re-
sulting in values of depth, density and water content after the proper analysis,
have to be compared with accurate data taken in the measurement site. The
conventional and widely adopted approach for investigating these parameters is
manual analysis. Indeed, it returns a complete spectrum of parameters useful
to understand the snow conditions, to evaluate the evolution of water resources,
and assessing the implications of climate change. The manual analysis follows
the guidelines of the International Hydrological Programme (IHP) of the United
Nations Educational, Scientific and Cultural Organization (UNESCO)[43]. In
Italy, the primary organization for investigating snowy environments and pro-
ducing avalanche bulletins is the Interregional association for coordination and
documentation of snow and avalanche problems (AINEVA). This organization
collaborates with regional agencies, e.g. the Agenzia Regionale per la Protezione
Ambientale - Regional Agency for Environmental Protection (ARPA), to cover
the entire Italian Alps region and part of the Apennines. Operators conduct ob-
servations of snow coverage conditions on selected, representative, and safe sites.
This involves digging snow pits and visually assessing the snow’s characteristics.
A thorough observation typically takes around 2 to 3 hours, during which opera-
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Table 2.2: Characteristics of snow on the ground [43].

Description Units Symbol

Grain shape - - F

Grain dimensions mm E

Density kg/m3 ρs

Hardness N R

Liquid Water Content % θw, LWC

Snowpack temperature ◦C Ts

Height cm L

tors are exposed to cold and occasionally harsh environmental conditions for an
extended duration.

These surveys are consistently carried out in the same geographical area, un-
der similar exposures, and at a consistent altitude. The tests are challenging to
replicate exactly in the same location or within a short timeframe due to the
inherent non-repeatability of the test. In Tab. 2.2 are reported the main factors
which can be found by means of the manual analysis, using the equipment shown
in Fig. 2.11.
After finding an adequate spot, excavating the pit and identifying the layers us-
ing visual interpretation, hands (with gloves) or a brush, the next step involves
examining the snow grains. The type and size of grains are determined using a
crystallographic board and a magnifying lens, with at least 8x magnification. It’s
important to note that grain size determined through standard field techniques
may not represent the electromagnetic properties of snow with accuracy. To ad-
dress this limitation, the concept of an Optical-equivalent Grain Size (OGS) is
introduced [44]. OGS is linked to the specific surface area and microstructure of
the snow, providing a more comprehensive representation. This approach is par-
ticularly valuable for remote sensing applications and can be estimated based on
factors like dendrite branch width, thickness of thin plates or dendrites, needle
diameter, or hollow crystal shell thickness [45][46] (see also Chapter 3).
The snow density ρs is expressed as the mass of a snow sample contained in a
sampler with known volume (kg/m3). The standard sampler is a metallic tube
with 20 cm of length and 5 cm of diameter, but wedge samplers can also be
employed. To weight the sampler, can be used either a traditional digital scale
or a spring scale. This measure can be directly compared with the results of the
radar investigation [47][48].
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Figure 2.11: Standard equipment for manual analysis.

Hardness measures the snow’s ability to resist the penetration of an object. The
measurement is strongly operator-dependent, therefore an accurate measure is
difficult to achieve. One instrument that can be used is the penetrometric probe,
i.e a metallic probe with a sharp tip at the end and a weight on the top. The
weight hits the probe and penetrate into the snowpack. Depending on the force
applied and how much the probe penetrate, the hardness profile (measured in
N) is computed [49]. Another method is the hand test introduced in 1950 in
[50]. This method involves using various degrees of penetration, such as fist, four
fingers, single finger, pencil, and knife, each associated with specific force ranges
(respectively 20 N, 100 N, 250 N, 500 N, 1000 N, on average). For each layer
within the snowpack, the hardness value is determined by identifying the object
that can gently penetrate the snow with minimal force. It’s worth noting that
this test is subjective and depends on the individual’s perception and judgment.
The LWC refers to the amount of water present in the snow in its liquid state,
which can derive from melting, rain or a combination of both. In the field, sev-
eral type of measurements can be done: cold (freezing) or alcohol calorimetry,
hot (melting) calorimetry6 [51], the dilution method [52], and dielectric measure-

6It necessitates a well-designed apparatus and careful observation to achieve precise mea-
surements.
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ments [53]. This approach will be further explained in the upcoming chapters,
as well as other parameters crucial for a comprehensive snowpack analysis.
The result of this survey is usually displayed using official models proposed by
AINEVA, reporting snowpack information, the outcomes of other stability tests
and even weather conditions.

Figure 2.12: Example of an AINEVA module 4 for the snowpack condition ob-
servation. Courtesy: AINEVA - Trento - Italy.
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Chapter 3

Snow monitoring

In this chapter, a real-world application is introduced. Starting from the forma-
tion of the snow and its metamorphism, different types of snow are described,
showing different EM behaviors. For both dry and wet snow, the campaigns car-
ried out with Snowave are presented. For wet snow, different type of features will
be investigated in the different campaigns.

3.1 Snow formation and metamorphisms

Snow is a solid crystalline form of water, with a molecular structure organized
in an hexagonal geometry. These crystals are generated in the atmosphere, and
more in particular inside the clouds, at different altitudes, temperatures and hu-
midity supersaturation conditions [54]. In theory, the water droplets in the cloud
should freeze as soon as they go below 0◦C. Actually, it can be possible to have
the so called super-cooled status1 in pure-air condition, i.e. without the contam-
ination of foreign particles in the air mass, where the droplets can remain liquid
even down to -40◦C. This is a very unstable condition, and even the smallest
perturbation can make the droplets freeze instantaneously. However, usually the
mass of air contains impurities, such as salts, chalk, sulfates and silicates, which
act as catalysts and attract the water molecules, making the solidification process
possible already at -9◦C. The water molecules arrange themselves around the ice
nucleus following an hexagonal geometry and grow along the axis based on the
value of temperature and humidity [55]–[59], as reported in the illustration in
Fig. 3.2.
In the atmosphere, several shapes of crystals can be produced, based on the tem-
perature and the saturation level. These are called Precipitation Particle (PP),

1Super-cooling refers to a substance being cooled below its freezing point while maintaining
a liquid or gaseous state, bypassing the usual transition to a solid. This state occurs under
specific conditions, like the absence of nucleation sites or disturbances that trigger solid forma-
tion. Liquids can exist in this unstable state below their freezing points and only freeze when
externally prompted, such as by a seed crystal or agitation. For instance, super-cooled water
can remain liquid below 0➦C until disturbed or encountering a nucleation site, leading to rapid
freezing.
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identifiable with the symbol +. In table 3.1, the different shapes formed in the
cloud are described. In the second column, there are the codes of those crystals
according to the International Classification of Seasonal Snow on the Ground
[43]. The pictures in Fig. 3.3 depict different precipitation particles in a mag-
nified view. It is important to notice that some shapes are similar but they can
be discriminate using other properties, such as the color (transparent or opaque)
and the dimension.

After the precipitation event, the layers of snow accumulate on top of each
other to form a snowpack. The snowpack is a complex structure in continuous
evolution, and it is a mix of:

❼ solid water, like amorphous ice and crystalline structures;

❼ liquid water, but only when the snow is wet, and the droplets lay in the
ice pores;

❼ water vapor in the ice pores;

❼ air;

These substances are in a metastable equilibrium2 and act to change the char-
acteristics of the entire snowpack with time. This evolution is ruled by several
factors, such as the application of a load or the thermal processes. When a load
is applied, e.g. due to a new precipitation, an human, or an animal, it exerts
weight on the layers underlying, causing a reduction of the thickness and of the

2metastable equilibrium refers to an unstable equilibrium state in which a system can persist
for a certain period of time before transitioning to a new, more stable energy state.

Figure 3.1: Factors influencing the snowpack - energy balance
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Table 3.1: Precipitation particles class.

SUBCLASSES CODE DESCRIPTION

Columns PPco Prismatic crystal, solid or hollow.

Needles PPnd Needle-like, approximately cylindrical.

Plates PPpl Plate-like, mostly hexagonal.

Stellars, dendrites PPsd Six-fold star-like, planar or spatial.

Irregular crystals PPir Clusters of very small crystals.

Graupel PPgp Heavily rimed particles, spherical, conical,
hexagonal or irregular in shape.

Hail PPhl Laminar internal structure, translucent or
milky glazed surface.

Ice pellets PPip Transparent, mostly small spheroids.

Rime PPrm Irregular deposits or longer cones and nee-
dles pointing into the wind.

Figure 3.2: Structure of snow crystals, depending on the value temperature and
supersaturation.
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Figure 3.3: Precipitation Particles, from the top left: PPco, PPnd, PPpl, PPsd,
PPgp, PPhl, PPip and PPrm. Credits: Kelly Elder, USDA Forest Service,
Rocky Mountain Research Station, USA; Carles Garcia Selles, Predicció d’Allaus
- Unitat de Riscos Geològics, Institut Geològic de Catalunya, Spain; JSSI–The
Japanese Society of Snow and Ice, Japan; Jürg Schweizer, WSL Institute for
Snow and Avalanche Research SLF, Switzerland.
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quantity of air in the pores. The heat exchanges between the snowpack, soil, and
atmosphere are highly significant, as visible in Fig. 3.1. The 90% of the solar
radiation (short-wave in the visible and ultraviolet frequency range) impinging
on the surface is reflected back in the atmosphere. In clear sky condition, most
of the reflected power goes through the atmosphere toward the free space. In
this case, only the surface receives heat and increases its temperature, while the
rest of the snowpack remain at the same temperature. Instead, when it is cloudy,
the reflected radiation enters in the cloud and, due to the interaction with other
particles, it is scattered back again toward the Earth. While in the cloud, it
changes its frequency, becoming a long-wave radiation in the infrared frequency
range, and it is able to penetrate into the entire snowpack and warm it up.
In addition to having a mechanical force, the rain can fall on the snowpack and
warm it up. The liquid water freezes when in touch with the frozen grain of
the snowpack. This solidification releases latent heat, which is absorbed by the
snowpack, increasing its temperature.
Even if it is not its principal effect, the wind can warm up (e.g. with the Föhn)
or cool down the snowpack through turbulent processes. The thermal effects are
very fast and important with respect to other factors.
The snowpack receives heat also from the soil through the geothermal flux, which
goes through the snowpack and is transmitted to the atmosphere. During night
time and in clear sky condition, the energy balance is negative and the temper-
ature of the snowpack decreases. This flux is the reason why the soil is always
at 0◦C, if not frozen or covered by a permafrost layer.
The distribution of the temperatures in the vertical profile is due to the ther-
mal exchange within the snowpack and in relation with the atmosphere and the
ground. Within the snowpack, this occurs through thermal conduction of the ice
and liquid phases, as well as through the exchange of latent heat during processes
of evaporation and sublimation.
This change in temperature produces a metamorphism in the snowpack during
time [60]–[63]. It is important to introduce the temperature gradient, defined as
the difference in temperature between two points at different depth, expressed
in ◦C/m or ◦C/cm (see Fig. 3.4):

Figure 3.4: Visual explanation of the temperature gradient and effect of the
temperature and of the height on the behavior of GT.
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GT =
T2 − T1

H2 −H1

(3.1)

This value not only depends on the temperature, but also on the depth of
the snowpack. In general, there exists three different types of gradient:

❼ Low gradient: small temperature variation up to 0.05◦C/cm, destructive
metamorphism:

❼ Medium gradient: temperature variation ranging from 0.05 to 0.2◦C/cm,
slow or slight kinetic growth of crystals during destructive metamorphism;

❼ High gradient: temperature variation exceeding 0.2◦C/cm, constructive
metamorphism with strong kinetic growth of crystals.

Moreover, there exists an isotherm condition, where the gradient is close to
0◦C/cm. This means that the entire snowpack has the same temperature, which
has to be equal to 0◦C. This condition brings to the melting of the snowpack,
and usually occur in spring or during long warm periods.

Low gradient metamorphism

The temperature difference within the snowpack is relatively small. The vapor
tension on the surface of the snow crystal, which is the pressure exerted by the
vapor phase of water when it reaches equilibrium with its solid ice phase at
a specific temperature, is not uniform. This lack of uniformity is due to the
crystal’s geometry, specifically the presence of concave and convex areas. When
sublimation begins, molecules migrate from the sharp areas to the concave areas
to stabilize an energetic equilibrium. This process simplifies the crystal’s shape,
causing it to become more rounded, and reducing its diameter (Fig. 3.5).

In the first steps, the snowpack is unstable. Once granular snow is formed,
contact zones (known as necks) are created within the pores between the grains3

through the process of deposition/sintering, which involves the fusion or welding

3The term ”snow crystal” refers to an individual ice crystal with a specific symmetrical
hexagonal shape and intricate patterns, while ”snow grain” refers to small irregular fragments
or particles of compacted snow or ice without distinct symmetrical characteristics.

Figure 3.5: Low gradient metamorphism. Courtesy: AINEVA - Trento - Italy.
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Figure 3.6: Medium to high gradient metamorphism. Courtesy: AINEVA -
Trento - Italy.

of different grains together. In this process, there is a rapid settling: the snow
compacts due to the reduction of pores between the crystals.

Medium/high gradient metamorphism

If the temperature gradient exceeds 0.5 - 0.6◦C/cm, the crystals in the warmer
regions of the snowpack undergo a process where they lose molecules. These
molecules then transform into water vapor through sublimation, rise through
the pores, and subsequently re-freeze on the surface of the colder crystals. The
crystals in the upper layers grow thanks to the crystals in the lower layers and
takes the forms of faceted crystals with big dimensions (3 - 4 mm of diameter).

The output of this constructive transformation are crystals with an hexagonal
geometry, formed by flat faces with edges of 120◦ between one face and the
other. They are striated, transparent, white-grayish, and glisten in the sun.
This can only occur in dry low-density snow, meaning with high porosity. If this
process continues, these crystals continue to grow in an organized manner and
can become very large (∼ centimeters). These crystals often form a fragile layer.
Sometimes, they develop elongated shapes that allow the formation of a thermal
bridge, enabling one cup-like structure to develop on top of another, like in the
bottom-right of Fig. 3.6. This continuous growth disrupts the horizontal bonds
while the vertical bonds remain relatively weak.

Isotherm

When the entire snowpack is isotherm, which means that the temperatures
are close to its melting point, the snow is humid or wet. It becomes gray-
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Figure 3.7: Isotherm condition. Formation of melted forms and percolating
pattern of liquid water within the snowpack. Courtesy: AINEVA - Trento -
Italy.

ish/translucent, with large grains, and a transparent film of water covers and
connects the grains, as in the visual representation in Fig. 3.7. This liquid wa-
ter will freeze during the cold nights, bonding the poly-crystalline aggregates
with the water. Often, large melt-freeze crusts can form, which are stable and
load-bearing in the early morning hours but tend to break during the warmer
hours of the day. When the melting process is intense, very large particles form,
causing the snowpack to drip. Even after a fresh snowfall, with high air temper-
atures, the transition is direct from precipitation crystals to fine rounded grains,
and quickly to melted forms. If multiple melting and refreezing cycles occur,
an irregular aggregate is formed, where it becomes challenging to distinguish
individual ice grains. Everything is bonded by re-frozen liquid water.

The amount of water present in the pores can vary. If the LWC is greater
than 3%, the snow is considered wet, and the water moves through capillarity,
generating decent cohesion. In the initial stages of melting, the water does
not percolate uniformly within the snowpack but follows preferential channels
with greater porosity (layers or columns), as visible in the right figure of Fig.
3.7. However, if flowing liquid water is observed, the snow is described as very
wet or saturated. The excess water has a lubricating effect: it breaks bonds
and lubricates the surface of the grains, creating very dense avalanches (with
snowpack density > 500 kg/m3). Melting and refreezing cycles typically occur
in spring and warm winter periods when the temperatures reach positive levels.
Cold and clear nights, warm and sunny days, rainfall, steep slopes exposed to
the sun, and high-density snow are also required.

Other metamorphism: wind and sun

In addition to traditional metamorphic processes, wind and sun have a significant
influence on the structure and characteristics of a snowpack. Wind, specifically,
plays a crucial role in a process called wind sintering. This rapid process involves
fragmenting, eroding, transporting, and depositing snow, leading to the rounding
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Figure 3.8: Wind sintering creating sastrugi on the left; Firnspiegel on the right.
Courtesy: Atsuhiro Muto - National Snow and Ice Data Center, AINEVA -
Trento - Italy.

of snow grains. The mechanical pressure exerted by the wind facilitates the
bonding of snow crystals, known as sintering, resulting in the formation of wind
slabs with highly compacted surfaces. Furthermore, prolonged periods of strong
wind can have a profound impact on the snow surface, resulting in the formation
of pronounced and durable roughness known as sastrugi (Fig. 3.8, on the left).
These wind-eroded features give the snow surface a distinct rugged appearance,
indicating the forceful interaction between the wind and the snowpack.
During melting, the direct sunlight radiation acts on the first millimeters on the
snowpack and forms a thin and lucid layer of frozen vapour, called ”firnspiegel”
(Fig. 3.8, on the right). The surface is smooth and there’s often an empty layer
between the crust on the surface and the snowpack underneath. The firnspiegel
exhibits extremely low resistance. If the crust is covered, the new layer will have
difficulty bonding to the crust, creating a potential sliding plane for avalanches.
The distribution of crusts is non-uniform as it depends on molecular and localized
interactions within the snowpack.

3.2 Dry snow monitoring

When there is no liquid water present within a snowpack, it is referred to as dry
snow. Dry snow can exhibit either a light and powdery texture or feature dense
layers and depth hoars. It forms under cold temperatures and low humidity con-
ditions. Through the type of metamorphism it undergoes, it plays a crucial role
in snowpack formation, providing (or not) stability and cohesion. Understanding
the characteristics and dynamics of dry snow is essential in various fields, includ-
ing snow science, avalanche forecasting, and hydrology. Dry snow is made of ice
crystals with a very high density of 917 kg/m3, expressed with the symbol ρds in
kg/m3. When it falls on the ground, it accumulates creating air pockets between
the crystals. The porosity of the medium decreases its density. Depending on
the snow condition, it can assume different values of density: freshly fallen snow
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Table 3.2: Typical dry snow densities. The values comes from a general knowl-
edge and are intended to give the perception of the different types of snow grains
and their compositions.

Type of snow Density ρds

Fresh snow 30 - 150 kg/m3

Wind-packed fresh snow 150 - 300 kg/m3

Rounded-grain snow 250 - 450 kg/m3

Depth hoar 150 - 350 kg/m3

has a very low density of about 100 kg/m3 on average, which increases with time
thanks to the snow packing of the layers reaching values of 300 kg/m3. Meta-
morphisms, other wind deposits, or application of loads can further increase this
value up to 450 kg/m3. Higher densities refers to extremely compact dry snow-
packs, for example in presence of ice crust due to the melting-refreeze process, or
with liquid water inside the pores (wet snow, see Sec. 3.3). The typical density
ranges are summarized in the table above (Tab. 3.2), and are derived from a
collective understanding within the scientific community, based on theoretical
studies and field validations.

The density is a crucial parameter in describing the snowpack, especially
when examining it with electromagnetic waves. In the microwave domain, the
density of a dry snowpack remains constant across frequencies and it is directly
linked to the real part of the dielectric constant (as discussed in Ch. 2). This
correlation is expressed by the equation [64]:

ε′ = 1 + 1.83 · 10−3ρds[kg/m3] (3.2)

In a normal range of density for Alpine dry snow, starting from 30 kg/m3

for fresh snow, up to 450 kg/m3, the value of ε′ vary from 1.0549 up to 1.8235,
respectively. It is important to highlight that this model is valid only for dry
snow with such densities in the microwave domain, and it is not applicable under
different conditions, such as ice or wet snow, or in other part of the spectrum.
Since the imaginary part of the dielectric constant is negligible, it is possible to
approximate the velocity of the EM wave in the snow through the Eq. 3.3:

v = c/
√
ε′ (3.3)

where c is the speed of light in the vacuum, equal to 3 · 108 m/s. Merging
together Eq. 3.2 and Eq. 3.3, an expression for the density, directly linked with
the wave speed in the medium, is found:
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ρds ∼ 546 · (c2/v2 − 1) (3.4)

where ρds is expressed in kg/m3 and c and v in m/s. Finally, the SWE is
computed as follow:

SWE = D ·
ρds
ρw

(3.5)

where D id the snow depth and ρw is the water density of 1000 kg/m3.
In order to investigate these quantities, the radar instrument introduced in the
previous chapter is an useful tool and thanks to its portability, it could be brought
in any snowy location. For dry snow, the depth of the snowpack and its dielectric
constant is computed. In the next section, measurement campaigns in Alpine
sites will be discussed and the results obtained using the Snowave radar will be
presented.

3.2.1 Dry Snow Campaigns

During the winter seasons of 2022 and 2023, a series of field measurements were
carried out, in the framework of the Agenzia Spaziale Italiana - Italian Space
Agency (ASI) project ”CRIOSAR: Applicazioni SAR multifrequenza alla crios-
fera”4 collaborating with other Italian colleagues and institutions . The Snowave
radar system was employed in each campaign and compared against manual
analyses conducted in the same spot. Each measurement site exhibited distinct
characteristics in terms of snow depth and density, necessitating the use of vari-
ous frequency bands. In 2022, due to limited snow conditions in the Alpine area,
the campaigns were concentrated between February and March, as well as for
the unique date of 2023:

❼ Torgnon, Valle d’Aosta, Italy, 15/02/2022

❼ Cheneil, Valle d’Aosta, Italy, 01/03/2022

❼ Lazaun, South Tyrol, Italy, 15/03/2022

❼ Cime Bianche, Valle d’Aosta, Italy, 06/03/2023

The campaigns are presented below, and for each of them the setup was as
in Sec. 2.1 with s1 = 0.3 m and s2 = 0.7 m. These distances are the results
of previous studies, in order to find the best trade off between the resolution of
the system and its physical dimension. Theoretically, the first receiver should
stay very close to the transmitter, ideally in the same position as in a monostatic
configuration, while the second should be posed at an infinite distance. However,
in the practical case, this configuration is not possible to achieve. The first
receiver is placed at 30 cm from the transmitter, leaving space for the antenna
itself (the biggest one is roughly 17 cm), while the second receiver is placed at

4grant agreement n. ASIN.2021-12-U.0.
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70 cm. This last value is chosen taking into account the length of the coaxial
cables. Moreover, in the original setup the antennas were screwed on a track in
order to completely fix the position. Indeed, this bar was 1 m in length, imposed
constraints on the distances between the radiators. This configuration was tested
several times, working well in both the physical and analytical way. In the setup
used for the field campaigns reported in this thesis, this tack was suppressed,
but the antennas still kept the same distances.
Once collecting the measurements, they need to be analyzed. The process flow
for dry snow is straightforward and it relies only on the time-domain signal
received after propagation. After combining the traces from the first and second
receivers, a combination of the peaks is identified, and Eq. 2.7 and Eq. 2.8 are
applied to those values. The number of measurements was variable, depending
on the snow and weather condition5. As mentioned, certain results can lead
to nonphysical scenarios, such as negative snow depth or extreme values of the
dielectric constant, either less than 1 or significantly greater. Nonetheless, thanks
to the sweep speed of the instrument and its ease of portability, a substantial
number of measurements can be acquired in a matter of minutes, considerably
reducing the possible issues.
After collecting and analyzing the radar traces, a comparison between the results
and the same parameters taken with a manual analysis is done. It is important

5As visible from the picture of Lazaun, doing measurements in the field means that some-
times could happen to work in a harsh climate, with extremely cold temperatures, wind or
precipitations. This is a problem not only for the operator, but also for the instruments, which
are more sensible to the drop of temperature o to the direct exposition to water.

Figure 3.9: Locations of the dry snow measurements campaigns. From the top-
left, the sites of Torgnon (15/02/2022) and Cheneil (01/03/2022); on the bottom,
the site of Lazaun (15/03/2022) and Cime Bianche (06/03/2023) from the left.
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to highlight that the aim of this work is not to investigate the precise features
of a specific site, but instead to evaluate the performance of the radar system
several times in different conditions, checked against ground truth observations.

Torgnon, Valle d’Aosta

The first dry snow campaign took place in Torgnon, Valtournanche, Valle d’Aosta
(45➦50’39”N, 7➦34’41”E) in collaboration with the University of Milano-Bicocca
(UNIMIB). The site was located at an altitude of approximately 2100 m above
sea level (a.s.l.). The site of Torgnon, property of ARPA - Valle d’Aosta, is
equipped with various instruments for weather monitoring and to reach it an
hiking of roughly 2 hours was needed. The snow condition was scarce but still
sufficient to allow several measurements. The measurements taken in the field
were done with Snowave radar in S and C band, 2 - 3.5 GHz and 5.5 - 8 GHz,
respectively, together with a manual analysis, in order to have a comparison for
the post processing results. The measures were taken several times in a small
space, in order to average possibly inaccuracy due to terrain, local ice layers or
presence of buried bush. Nine measurements were taken in S band in 5 different
positions; in C band, 4 measures have been taken in 4 different positions. For
these measurements, the snow thickness was enough to allow the use of horn
antennas connected to the waveguides in order to increase the directivity. It’s
worth noting that some of the measures have to be discarded, because they
returned nonphysical results by applying the Snowave equations. Nevertheless,
using a GPR-like analysis on the single trace, thus supposing the velocity of
the wave and therefore its ε′, these data can return valuable results, even if
they are based on in-situ observations. Without any clue on the density and,
consequently, on the dielectric constant, the results of the single trace would
suffer from significant ambiguity.
The results of the available radar traces and their average, compared with the
ground truth, are shown in Fig. 3.10, depicting also the standard deviation of
the set of results, while the averages of each band are reported in Tab. 3.3. A
total depth of 50 cm was measured with a snow probe. Density samples were
taken for each layer with a cylindrical cutter and a scale to weight the sample,
returning a bulky density of 298.333 kg/m3, equivalent to an average ε′ of 1.546.
From there, the SWE was computed (149.2 mm).

Cheneil, Valle d’Aosta

The second test was conducted in the Valtournanche, near the village of Cheneil
(45➦51’49”N, 7➦38’52”E) at the same altitude of the Torgnon site, i.e. 2100 m
a.s.l. This site was of easy access, reachable in only 15 minutes walking. The
snow was dry at that moment, but it was clear that it underwent to a strong
metamorphism due to high gradient. The measurements were taken several times
in the same area, 6 in C band (with horn) and 6 in X band (8 - 12 GHz). The
results of the available radar traces are presented in Fig. 3.11, and the average of
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the entire dataset is compared to the manual analysis, for what concern depth,
density and SWE. In Tab. 3.4, the average results are divided per each band.
The manual analysis retrieved values of temperature, always below 0◦C, density
and hardness. The total depth was 70 cm, with a bulky density of 243.61 kg/m3,
corresponding to a ε′ of 1.446. The SWE has a value of 170.53 mm.

Lazaun, South Tyrol

The last site of 2022 was situated in South Tyrol, specifically in the area of
Lazaun (46➦44’58”N, 10➦45’32”E) at an elevation of 2500 meters above sea level.
This campaign was carried out together with the colleagues of the Institute
of Earth Observation - Eurac Reserach, a research institute of Bolzano, South
Tyrol. The site was easily reachable with a lift, since it is close to the ski resort
Alpin Arena Schnals Senales. The snow depth was greater than the previous
times, and the constructive metamorphism was not so distinct. Measurements
were done in three bands: 7 measures in C band; 7 in X band; 7 in S band.
Unfortunately, the C band measurements have been compromised, probably due
to a wrong calibration of the system6. The mean results of the available radar
traces are shown in Tab. 3.5, divided per each band, while the complete dataset
is depicted in Fig. 3.12 and its average is compared to the ground truth. Indeed,
the manual analysis shows a total depth of 1.04 m measured with a snow probe,
with a density of 308.9 kg/m3 (ε′ = 1.565 using Eq. 3.2) and a SWE of 321.26
mm (Eq. 3.5).

Cime Bianche, Valle d’Aosta

During the winter of 2023, unusually high temperatures caused rapid melting of
the scarce snow cover as soon as it accumulated. Consequently, identifying ac-
cessible and safe locations with a moderate amount of dry snow was a challenge.
The approach chosen was to venture to higher altitudes at most one week after
a fresh snowfall. Fortunately, temperatures dropped at the beginning of March,
and a suitable spot with dry snow was identified at the Cime Bianche location
(45➦55’17”N, 7➦41’35”E) in Valtournanche, Valle d’Aosta, at approximately 3100
meters a.s.l. The site was easily reachable with the lifts, since it is close to ski
resort Cervino Ski Paradise. The location was carefully chosen in a flat area,
very close to the terminus of the Ventina glacier, buried below the snow cover,
but the variability of the amount of snow and its conditions was very high. The
snow depth was high, and the constructive metamorphism was highly visible in
the bottom layers close to the ground. An ice crust below the surface makes dif-
ficult digging the pit for the manual analysis. Measurements were done in S, C
and X band, 5 measurements each. The results are shown in Fig. 3.13, reporting
the single measurement’s depth, density and SWE and the total average tested

6In this campaign and in few others, the VNA’s software related to the calibration creates
some problems, making mandatory to use a normalization of the radar trace instead, and
therefore being more inaccurate and delicate.
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against the ground truth. Tab. 3.6 shows the average results divided per each
band. The manual analysis shows a total depth of 88 cm, with a density of 308.9
kg/m3 (ε′ = 1.565) and a SWE of 321.26 mm.

Table 3.3: Average results for the Torgnon site for each frequency band. D is
expressed in m, ρds in kg/m3, SWE is in mm.

Band D ε′ ρds SWE

S 0.513 1.568 310.4 155.8

C 0.541 1.253 138.4 78.0

Table 3.4: Average results for the Cheneil site for each frequency band. D is
expressed in m, ρds in kg/m3, SWE is in mm.

Band D ε′ ρds SWE

C 0.707 1.287 156.5 110.5

X 0.707 1.507 277.2 195.7

Table 3.5: Average results for the Lazaun site for each frequency band. D is
expressed in m, ρds in kg/m3, SWE is in mm.

Band D ε′ ρds SWE

S 1.042 1.668 365.0 380.4

X 1.071 1.594 324.5 346.3

Table 3.6: Average results for the Cime Bianche site for each frequency band. D
is expressed in m, ρds in kg/m3, SWE is in mm.

Band D ε′ ρds SWE

S 0.813 1.484 264.5 215.1

C 0.784 1.709 387.5 303.8

X 0.692 1.422 230.5 159.6
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(a)

(b)

(c)

Figure 3.10: Results of the dry snow measurements campaigns for the site of
Torgnon: first graph is for the depth, the second is for the density and the third
for the SWE. In each graph, the red dots are the single measurement, combined
with the computed standard deviation. The red continuous line is the mean,
while the blue dashed line is the ground truth.
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(a)

(b)

(c)

Figure 3.11: Results of the dry snow measurements campaigns for the site of
Cheneil: first graph is for the depth, the second is for the density and the third
for the SWE. In each graph, the red dots are the single measurement, combined
with the computed standard deviation. The red continuous line is the mean,
while the blue dashed line is the ground truth.
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(a)

(b)

(c)

Figure 3.12: Results of the dry snow measurements campaigns for the site of
Lazaun: first graph is for the depth, the second is for the density and the third
for the SWE. In each graph, the red dots are the single measurement, combined
with the computed standard deviation. The red continuous line is the mean,
while the blue dashed line is the ground truth.
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(a)

(b)

(c)

Figure 3.13: Results of the dry snow measurements campaigns for the site of
Cime Bianche: first graph is for the depth, the second is for the density and the
third for the SWE. In each graph, the red dots are the single measurement,
combined with the computed standard deviation. The red continuous line is the
mean, while the blue dashed line is the ground truth.
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Conclusion on the dry snow results

All the sites experienced a moderate snowpack, ranging from 50 cm to approx-
imately 1m of height. The radar measurements in the first graph of each site
demonstrate that Snowave is highly accurate in computing snow depth, partic-
ularly when considering the total average. In fact, the averages of the mea-
surements and the ground truth exhibit a strong agreement, with a very low
standard deviations σ, represented with black vertical lines (±σ with respect to
the sample), especially for the sites of Cheneil and Lazaun. The snow densities
are determined by applying the Eq. 3.2 to Eq. 2.8, directly computed from the
radar echo and represented in the second graph of each site. While the mean
density values closely match the ground truth, it’s important to consider the
relatively high standard deviations. This variation may be attributed to the fact
that the value resulting from Eq. 2.8 represents an equivalent εr for the entire
medium, taking into account different layers, such as melted surface, air bubbles
e.g. due to buried bushed, or ice crusts. The same concept is applied to the
SWE in the third graph of each site, which exhibits a good matching in aver-
age values, but an high σ still persists, directly coming from the relative density
value. The high standard deviation, mostly for what concern the density and
the SWE, is related to the computation of the ε′ from the radar traces. Indeed,
a small variation of that parameter, even if it lays in the dry-snow range, can
bring to huge differences in density and SWE, due to the non-linear relation-
ship between ε′ and the density itself. To soften this problem, a multitude of
measurements is taken in the field campaigns to average the results and return
accurate quantities. The total average values are compared in Tab. 3.7, where
the errors between the average and the ground truth are explicated. Moreover, a
visual insight of the results compared to the ground truth is shown in Fig. 3.14,
where the depth is expressed in m, ρds in g/cm3 and the SWE in m.
It’s noteworthy that different bands can produce results with a different accuracy:
the X-band signal is particularly sensitive to variations in ε′ and, consequently,
to the snow layers. Each interface generates a back-scattered signal recorded
by the radar receiver, creating several peaks in the time-domain trace. Thus,
identifying the bottom interface between snow and soil can be challenging and
may lead to erroneous results. Therefore, each measurement must be visually
inspected by an operator when using the X band configuration. Nevertheless,
probably for this reason, the X band provides the more accurate results in terms
of depth, density and SWE, with a percentage of errors of 7.4%, 34.5% and
27.2% respectively. The C band and the S band are slightly less accurate, es-
pecially when computing the density and the SWE. For the C band, a lot of
radar samples were discarded due to problems during the campaigns or scarce
resolution, wrong positioning, use -or not- of the horn antennas.
The different bands used in the tests help to overcome limitations due to snow-
pack’s conditions, thus being always able to penetrate it to the bottom and
record meaningful traces. Merging all the measurements together can bring to
very accurate results, averaging local discrepancies.
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Table 3.7: Summary of results for dry snow campaigns (R) compared to the
ground truth (M): depth, density, and SWE. The error (E) of the measurement
with respect to the manual analysis is represented the percentage.

D (m) ρds (kg/m
3) SWE (mm)

Torgnon 0.50 0.52 4.0% 298.3 285.8 4.0% 149.2 144.7 3.0%

Cheneil 0.70 0.71 1.4% 243.6 242.7 0.4% 170.5 171.5 0.5%

Lazaun 1.04 1.07 2.9% 308.9 332.6 7.8% 321.3 353.1 9.9%

Cime B. 0.88 0.77 3.8% 300.0 332.9 11.0% 264.0 247.6 6.4%

M R E M R E M R E

Figure 3.14: Summary of results for dry snow campaigns compared to the ground
truth: depth, density, and SWE. Graphic interpretation.
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3.3 Wet snow monitoring

When the content of liquid water LWC is different from zero, the snow’s moisture
increases, causing it to become wet. This transformation often occurs during
spring and warm periods in winter when snow starts to melt, enveloping the
grains in liquid water (refer to Fig. 3.15). This process results in rounded edges,
the breaking of direct bonds, and the formation of large, rounded grains and
poly-crystalline aggregates, which include ice grains and frozen water.
The quantity of LWC defines the effect of the water on the snowpack [65][66].
Up to ∼ 8% of LWC, the humidity increases in the snowpack but it is still not
visible. The grains are glued together by water molecules inside the menisci and
the air is still present within the pores between the snow grains. This range
of LWC is referred to as the ”pendular regime”. The ”funicular regime”, on
the other hand, occurs when LWC exceeds ∼ 13%. At this point, water fills
the gaps and creates a continuous water matrix between the grains. Air is still
present in form of isolated bubbles. Between these two regimes, there exists a
transition zone where the snowpack undergoes changes in its water distribution.
The characteristics of this transition zone depend significantly on the snowpack’s
metamorphic stage and on the air conditions, such as temperature and humidity.
Wet snow has different EM behavior with respect to dry snow. Water is a lossy
medium which attenuates the EM signal of a radar system. The imaginary part
of the dielectric permittivity ε′′ becomes relevant and its value depends on the
quantity of water in liquid form. Also the expression of the real part of the
permittivity changes its expression, depending not only on the dry snow density,
but also on the liquid water content. Moreover, for wet snow the frequency comes
back to play a role. The new equations are shown in Eq. 3.6 [64].

ε′ = 1 + A+B + C ·
1

1 + (f/f0)2

ε′′ = C ·
f/f0

1 + (f/f0)2

A = 1.83 · 10−3ρds[kg/m3]

B = 0.02 · LWC1.015
[%]

C = 0.073 · LWC1.31
[%]

(3.6)

Figure 3.15: Grain after the destructive metamorphism (melting). Courtesy:
AINEVA - Trento - Italy.
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In these equation, ρds is the dry snow density, measured in kg/m3, f is the
working frequency in GHz, f0 is the relaxation frequency7 whose value is around
9.07 GHz, and LWC is measured in volume percentage. Even if the imaginary
part of the dielectric constant is different from zero, for values lower than 1/10,
it results much lower than ε′ and it can be neglected, making Eq. 3.3 a valid
approximation even for wet snow condition [67]. Actually, up to few GHz, the
value of ε′′ is not always lower than 1/10. However, it was proved that it is pos-
sible to stretch a bit this constrain, and apply the same approximation even for
values slightly greater than 0.1, without any big effect on the resulting velocity.
For wet snow, the density (ρs) of the entire snowpack cannot be directly de-
rived from the relative permittivity. Nevertheless, it can be computed using the
following relationship (Eq. 3.7):

ρs = ρds · (1− LWC/100) + ρw · LWC/100 (3.7)

which is a combination of the dry snow density, i.e. the density due to ice
crystals and air, and the water density, equals to 1000 kg/m3, depending on the
percentage of liquid water within the snowpack.
As mentioned before, the electromagnetic signal penetrating into the snowpack
is attenuated, depending on the dielectric losses. This translates into the ap-
proximation of the dissipation factor αw, which also depends on the working
frequency:

αw ∼
πfε′′

c
√
ε′

(3.8)

Therefore, after computing the dielectric permittivity from the Snowave equa-
tion (Eq. 2.8), it is possible to derive the value of ε′′ from the equation above.
The effect of the attenuation on the radar response can be visualized with the
radar equation, comparing the power collected at the receiving hands P1 and P2

with the transmitted one Pt, as in the equations below:

P1 = Pt ·
G2

1λ
2S1

(4π)3d41L1

P2 = Pt ·
G2

2λ
2S2

(4π)3d42L2

(3.9)

In these expressions, Pt is the power emitted by the transmitting antenna,
G is the gain of the antenna, λ is the wavelength of the signal in the medium
(the snow in this case), S is the Radar Cross Section (RCS) at the bottom of the
snowpack, d is the propagation distance of the EM signal from the transmitter

7The relaxation frequency is a property of materials that indicates the characteristic fre-
quency at which dielectric relaxation occurs. Dielectric relaxation refers to a material’s ability
to restore its polarization after being subjected to an electric or magnetic field. In the field
of materials physics, the relaxation frequency represents the speed at which this restoration
process takes place.
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to the receiver and L is the loss value due to the dissipation factor αw along
the path. The index (1 or 2) refers to the path between the transmitter tx and
the first rx1 or the second receiver rx2, respectively. To directly involve the
dissipation factor, L can be written as follow:

L1 = e2d1αw

L2 = e2d2αw

(3.10)

These formulas approximate a wave propagating inside a medium and, there-
fore, don’t take into account the effect on the interfaces, such as reflections,
scattering, diffusion and so on. Even without these effects, the approximation
works well for this purpose. Since the radiated power is not always easy to esti-
mate8, a differential approach results to be more robust, eliminating the problem
of the transmitting power:

P1

P2

=
G2

1S1d
4
2L2

G2
2S2d41L1

= (d2/d1)
4 · e2(d2−d1)αw (3.11)

In this expression, it is possible to approximate the gains involved in the two
propagation paths of the same value, as well as for the RCS. Since the system
is made in order to offer two almost-equal experiences, the differences in view
angle and footprint are so small to be neglected9.
Once computing the attenuation coefficient αw and retrieving the value of ε′′, the
liquid water content LWC and the density ρds can be finally computed through
Eq. 3.6 and Eq. 3.4.

3.3.1 Wet Snow Campaigns

To test Snowave in wet snow environment, some field campaigns have been
conducted in the last years (Fig. 3.16) in the framework of the ASI’s project
CRIOSAR. Snowave was used together with a manual analysis always done in
a representative area, in order to serve as a ground truth for the radar results.
The bands used in these tests did not include the X band, as its high frequency
range allowed an high attenuation of the signal while penetrating and, in most
of the cases, no power arrives at the receiving hand. Depending on the site and
on the weather conditions, four tests were carried out in different periods:

❼ Lazaun, South Tyrol, Italy, 26/05/2022

❼ Gran San Bernardo, Italy/Switzerland, 06/06/2022

❼ Riale, Val Formazza, Italy, 03/03/2023

❼ Gran San Bernardo, Italy/Switzerland, 16/06/2023

8The value can change due to environmental conditions, such as the temperature or the
humidity, or can be affected by the cross-talk between the radiators or by the coupling between
the antennas and the snow.

9In other works of our group, these small differences have been considered. See e.g. [6].
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Figure 3.16: Locations of the wet snow measurements campaigns. From the
top-left, the sites of Lazaun (26/05/2022) and Gran San Bernardo (06/06/2022);
on the bottom, the site of Riale (03/03/2023) and Gran San Bernardo again
(16/06/2023) from the left.

Lazaun, South Tyrol

The site of Lazaun was already explored for a dry snow campaign in 2022, as
discussed in the previous section and, also in this case, the collaboration with
Eurac Research was fundamental. The wet snow campaign has been conducted at
the end of May 2022 showing an extremely thin snowpack (only 39 cm, compared
with the 1 m snowpack measured in the same are during March, same year). At
that point of the spring season, close to the end of the melting season, the
snowpack contained a significant amount of liquid water, especially in the upper
layers due to high temperatures melting the surface. However, a considerable
portion of this liquid water had already run off, leaving proper puddles on the
soil and causing water to flow towards the bottom of the valley. The density of
the snowpack was greater than 600 kg/m3 and its equivalent dielectric constant
was calculated to be 2.117. The measurements were done only in S band, since it
was the only one working with such a great water content. An attempt with the
C band was done, but no signal was received back. Among the 12 measures in
S band, only 6 of them were usable to produce the results. These were retrieved
using the Snowave equations (Eq. 2.7 and Eq. 2.8) and then following the
concept flow introduced before. Therefore, values of depth, ε′, ε′′, αw and LWC
are found and shown in Tab. 3.8. A comparison between the radar values and
the manual-retrieved parameters is proposed. For these latter, some of them
are directly measured in the field, while the others are derived with equations
(marked with and asterisk * in the table). The depth was measured with a snow
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Table 3.8: Results for the Lazaun site for wet snow analysis. D is expressed in
m, αw in -/m, LWC in %

Parameter Radar Manual

D (m) 0.35 0.39

ε′ 2.135 2.82*

ε′′ 0.3842 0.3454*

αw (-/m) 7.57 5.92*

LWC (%) 9.40 8.70

probe, while the LWC was deduced using a Snow Sensor by the Swiss Federal
Institute for Forest, Snow and Landscape Research (WSL)-Federal Institute for
Snow and Avalanche Research (SLF).

Gran San Bernardo, Italy/Switzerland 2022

In June 2022, a second wet snow campaign was conducted in the Gran San
Bernardo area, situated at the border between Italy and Switzerland (45➦52’9”N,
7➦10’21”E). Almost all the snow had melted, leaving only remnants in concave
areas of the site, where the measurements were done. The snow thickness was
extremely variable, requiring manual sampling with a snow probe for each mea-
surement. The snowpack, being at the end of the melting season, had already
release most part of its water component through channels and flows directly
into the soil. Therefore, the remaining LWC within the snowpack was minimal.
The water release process compacts the snowpack, leading to an increase in its
density.

The campaign has been done merging together Snowave investigations with
a manual analysis. For the Snowave acquisitions, the S-band was used and 16
measurements were done. An attempt with the C-band radiators was done, but
it was soon discarded due to the inability of that band to penetrate into such
dense snowpack. Half of the measurements were discarded, since they produced
un-physical results. The other 50% of the dataset has been used to produce
the following results. In Fig. 3.17, a comparison between the snow thickness
measured for each sample with the snow probe and the depth retrieved from the
radar trace is presented. The accuracy of those values is ∼80% on average: the
thinner snowpacks show a more difficult detection of the relative peaks in the
radar trace with respect to the thicker ones. This is due to the fact that the S21

parameter takes into account also the power coming from the direct path between
the transmitter and the receivers, especially the first one which is placed at a
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Figure 3.17: Comparison of the snow depth parameter measured with the snow
probe and with Snowave for the site of Gran San Bernardo (2022).

distance of 30 cm. Therefore, when the signal is transformed in time domain, the
peak relative to the cross-talk and the one relative to the interface may sum up
together, being very difficult to discriminate the two components. Nevertheless,
the retrieved values of ε′ (from Eq. 2.8) were all in line with each other, showing
an average of 2.6305 and a standard deviation of 0.3172. The average LWC,
approximately 4.4%, attenuates the signal penetrating the snowpack at a rate of
21.73 dB/m. At the end, also the density was calculated, returning a value of 590
kg/m3 on average, compared with the 570 kg/m3 from the snow pit. In general,
the results were in line with what expected and well matching the environmental
condition of the site in that day. It can be noted that the majority of the results
concerning the depth is underestimated, and therefore laying beneath the red
bisector in the graph. This effect can be attributed to a thin layer of liquid
water at the bottom of the snowpack, due to a previous percolation. This effect
was also found in other campaigns, such as the one in the same site in 2023 and
the extensively test in Finland (Sec. 3.3.2).
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Riale, Val Formazza

At the beginning of the spring season 2023, a first field test were carried out
at the Riale site, Piedmont (46➦25’14”N, 8➦25’7”E) on Friday, 03/03/2023, in
collaboration with UNIMIB. The measurements were taken on a clear-sky day
without any cloud cover, and the weather was not windy. In the morning, the
temperature was low, few degree positive, probably following an above 0◦C night.
Indeed, the snowpack was still frozen in the first hours of the day. However, as
the sun rose, the temperature increased, causing the top layer of the snowpack
to melt. At the time of the manual observation, around 12:30 PM, the air
temperature was +6.3◦C. The snowpack exhibited a fine granular texture typical
of the final stage of the destructive metamorphism process with weak gradients.
The snowpack was thin, only 30 cm of snow, creating ambiguities on the radar
traces, as it becomes hard to distinguish between the backscattering peak and
the cross-talk between the antennas. Moreover, the unhomogeneous distribution
of snow, both for what concern depth and density, makes the work more difficult.
The measurements were conducted in the C-band (5.5 – 8 GHz), either with and
without a horn, and in the S-band (2 – 3.5 GHz), always without horns. The
total number of measurements was 49, some of which were not usable, divided
as follow:

❼ The first set of measurements started at 10:45 AM using C-band antennas
with horns. The results were very poor, making it impossible to obtain a
proper interpretation of the data using the Snowave approach. One possible
reason for the impossibility to retrieve results could be that the horns were
too directive, making impossible the communication between the two sides
of the system. Nevertheless, the first receiver was able to act like a GPR,

Figure 3.18: Wet snow results for the site of Riale.
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and thus, assuming a reasonable value of ε′ equals to 1.5 (dense snow,
typical of melting-refreeze cycle, whose value was decided based on the
dry snow density measured with the SLF Snow Sensor of 237 kg/m3), it
could have been possible to measure the snowpack thickness, resulting to
be 29.41 cm. This result proves the limitation of the GPR, highlighting the
impossibility of retrieving an accurate result without external information.
The second receiver, instead, was not able to detect the power coming from
the propagation within the medium, and thus it collected only noise. No
valuable data were available.

❼ A second set of measurements was carried out 30 minutes later, at 11.15
AM. C band was used again, but the horns were removed, helping the
reflected wave to be detected from both the receivers. Indeed the Snowave
principle has been applied to this dataset successfully. The depth was
estimated to be 29.58 cm, with a dielectric constant of 1.607. Therefore,
the snowpack was still dry at this stage.

❼ A third cycle of measures started at 12:00 PM. The C band configuration
was substituted by the S band, less affected by the attenuation in case
of liquid water, which will be used from now on. Indeed, the analysis of
the radar signatures highlights a snow depth of 30.02 cm, with a dielectric
constant of 1.594. In the 45 minutes between this measurement and the
previous one, the snow condition stay stable, showing the same behavior.

❼ The fourth set has been done at 12:50 PM, and the snow condition slightly
changed. Indeed, Snowave highlights an higher dielectric constant (ε′ =
1.969) in a 28.72 cm deep snowpack. Also few percentage points of liquid
water were detected, specifically a value of LWC = 3.9%.

❼ The last measurement was taken at 1:40 PM. In this case, the depth was
underestimated by Snowave, showing a thickness of 24.27 cm. Therefore
the ε′ was overestimated at a value of 2.141, but still in line with what
expected. The LWC remains stable around 3.3 point percentage.

From the manual investigation, the snow depth was of 30 cm, perfectly in
line with the results found with Snowave. The dry snow density measured at
10.30 AM, before starting the radar campaign, shows a value of 237 kg/m3.
A second measurement was done at 11.20 AM, only on the surface, showing a
density of 540 kg/m3 (ε′ = 1.99), not in line with the Snowave result at the same
time. This could be probably due to the thin water film formed on the surface,
detected by the SLF Snow Sensor. but not enough to change the internal features
of the snowpack and weight on the bulky observation of the entire one. From
investigation on the surface, the SLF Snow Sensor also detected LWC greater
than 0 starting from 11.30 AM. The value were low (∼ 3%) and highly variable,
but they can still be used as an indication for the radar results, which are in line
with it, especially for what concern the last two datasets.
This campaign was different from the others. Indeed it was a first experiment

69



Chapter 3. Snow monitoring

to study the capability of the radar of investigating slightly different conditions
during the melting-refreeze cycle, with a daily observation of the changes. This
type observation will be better discussed later in Sec. 3.3.2, with a more extensive
campaign, investigating the entire melting cycle of a polar snowpack.

Gran San Bernardo, Italy/Switzerland 2023

Gran San Bernardo, the same site of the second wet snow campaign, was visited
again one year later, in June 2023. Also in this case, the melting process was
at the end, leaving patches of snow only in certain areas. The snowpack can be
described by a big variability, either in coverage, depth and LWC. Indeed, in the
few covered areas, the thickness of the snowpack varied considerably. For this set
of measurements, the local variation of the single measure was minimal, in order
to have closer values. Even in this case, manual snowpack thickness samples were
taken for each measure using a snow probe, complementing the radar analysis
conducted with Snowave. By looking at the manual analysis, also the variation
of LWC along the vertical profile was not homogeneous, sampled with the SLF
Snow Sensor for each layer and then averaged. Indeed, even if the entire snowpack
retains some water, the upper layers were more exposed to the warm sun rays

Figure 3.19: Comparison of the snow depth parameter measured with the snow
probe and with Snowave for the site of Gran San Bernardo (2023).
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and a water film formed on the surface (∼ 12% on the surface, ∼ 8% in the
snowpack). As well as for the other sites, Snowave investigation was followed
by a manual analysis. The radar was used in L-band and S-band configuration,
acquiring a lot of measurements. Unfortunately, only 1/3 of them were usable10.
The probed snow thickness (for each measurement) and the radar-retrieved snow
depth were compared and depicted in the parity plot in Fig. 3.19. The accuracy
of those results is around 85% on average. Even in this case, the depth of the
snowpack results to be lower than the manual analysis, except for two dots. As
for other sites, this could be due to a water film (not homogeneous, different
for each measurement) stored on the interface between the snowpack and the
soil, making the impinging wave to reflects on it, missing some centimeters to
the soil. The dielectric constant ε′ assumed a value of 2.98 on average, which is
very high. This can be due to the same water on the surface, which increased
its bulky value. LWC assumed values between 6% and 12%, with an average of
8.23%, as for the manual analysis. The value of LWC, higher with respect to
the value of 2022, can explain the greater dispersion of the results in Fig. 3.19.
In this campaign, the snowpack was so full of water, thus dense, that the spring
scale used in the manual density investigation went out of scale, and therefore
no density information can be measured and thus compared.

3.3.2 Arctic Measurements

In order to have a complete overview of the behavior of a snowpack under the
process of melting, an extensive field campaign took place in April 2023 in Arc-
tic environment. Indeed, the polar station of Sodankylä-Tähtelä (Finnish Me-
teorological Istitute - Ilmatieteen laitos (FMI) Arctic Research Center (ARC)),
in Finland (67➦22’01”N, 26➦39’04”E), hosts this measurement campaign for 15
days11, in which part of the melting process occurred. Indeed, Fig. 3.20 visually
represents the temperature fluctuations. These data are taken each hour by a
weather station (blue curve) managed by the FMI, placed in the proximity of the
measurements site. The red dots, instead, represents the temperature detected
at the moment of the manual analysis in the field. In agreement with the temper-
ature fluctuation, the daily melting-refreeze cycle started during the initial days
of the campaign. Following this initial period, the temperature remained above
0➦C even during the nighttime hours. Towards the end of the campaign, a drop
in temperature occurred, leading to the freezing of the water. The snowpack at
the beginning of the campaign was very dense and compact but still dry, with an
height of about 70 cm. The positive temperatures of the following days increased
the moisture in the snowpack, decreasing its thickness as it melts and compacts.
Indeed, the thickness reduced by half at the end of the campaign. During those

10Ratio like this are predictable in wet campaigns. For this reason, several measurements
are done in the same area.

11The research leading to the results during the Arctic campaign has receives Transnational
Access from the European Union’s Horizon 2020 project INTERACT, under grant agreement
No. 871120.
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Figure 3.20: Temperature fluctuation during the 15-days campaign at the So-
dankylä-Tähtelä station. The blue curve represents the air temperature mea-
sured hourly by a weather station from the FMI. The red dots are in-situ obser-
vations, measured during the snowpits.

days, the water formed on the surface and, at a certain level, it percolate inside
the snowpack creating vertical channels. At the end, several centimeters of liquid
water was stored on the bottom.
During this period, measurements were done in a flat and huge snow-covered in-
strumented site of about 1000 m2 of extension, where other researches were con-
ducted at the same time. Snowave radar measurements were complemented by
manual investigations. The measurements, conducted once or twice a day, were
done using L band (1 - 2 GHz) and C band (5.5 - 8 GHz) frequency bands. The
instrument was placed on the snowpack surface and multiple measurements were
taken in slightly different positions (within an area of about 1 m2), to account for
propagation inaccuracies due to terrain variations and surface roughness. Day
by day, the location of the measurement (both by radar and manual) changed
inside the instrumented site, in order to accommodate other type of measure-
ments in the field. However, the snowpack is assumed to be homogeneous inside
that area. After each set of measurements, a snow pit analysis was performed,
including temperature, depth, and density measurements. Temperature readings
confirmed the presence of water, with trends validated by comparisons between
in-situ measurements and official records from the FMI (Fig. 3.20). LWC per-
centage was estimated using a capacitive sensor from SLF, the SLF Snow Sensor,
specifically when visible inside the snowpack. The measure with SLF Snow Sen-
sor was done layer by layer and then averaged in order to find the bulky LWC
to compare with the LWC of the entire snowpack found with the radar.
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The radar data resulting from the campaign are illustrated in Fig. 3.21 and
compared with the ground truth measurements, obtained via a snow probe (Fig.
3.21a) from what concern the depth, and with the SLF Snow Sensor in terms
of LWC (Fig. 3.21b). In the initial phase of the campaign (up to April 18),
the snowpack depth closely matched the ground truth data, thanks also to the
low LWC, which values are in the order of the pendular regime. Here, water
molecules migrated between the menisci of the snow grains, leaving air gaps.
Although a thin film of water formed on the snowpack’s surface, proper channels
did not develop at this stage. The quantity of water aligned with temperature
trends until then. No manual investigations have been taken, since the water
content was so low to not be detected by the SLF sensor. Positive daytime
temperatures led to surface melting, yet the snowpack retained its thermal state
due to cold nights near or below 0➦C. From April 18, rising temperatures, even
at night, increased LWC, reducing snowpack depth. Around April 20, LWC
peaked as water percolated, forming vertical channels (in line with the funicular
regime) and accumulating on the ground, sometimes several centimeters deep.
This led to increased radar reflection at the snow-water interface, limiting pen-
etration to the ground. Consequently, the Snowave-retrieved snow depth curve
indicated lower values compared to the ground truth data, primarily due to this
water layer on the ground. As the campaign progressed, the LWC detected by
the radar decreased as water drained, releasing the snowpack from excess water.
With decreasing temperatures at the end of the campaign, the liquid water froze
overnight, reappearing as a surface film during the warmest hours of the day.
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(a)

(b)

Figure 3.21: Results of the Arctic campaign: (a) snow depth, (b) LWC.
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Glacier monitoring

Glaciers are large masses of ice that form and move slowly on the Earth’s surface.
They develop when snow accumulates over many years, and subsequent pressures
compress and transform it into ice. Glaciers play a significant role in shaping
the surrounding landscape, contributing to the formation of glacial valleys, fjords,
and other geological features. Moreover, glaciers serve as important indicators
of climate variations, as their size can be influenced by changes in temperatures
and precipitation. Therefore, monitoring the behavior of such natural bodies is
fundamental. In this chapter, some attempts will be presented by means of the
radar system Snowave.

4.1 Ice and glaciers

Glaciers have had a significant impact on the natural history of our planet. They
have been present on Earth for millions of years as they primarily formed dur-
ing glacial eras, i.e. geological periods characterized by very low temperatures
leading to the formation and expansion of massive ice masses. Earth has gone
through several glacial and interglacial periods over millions of years, during
which glaciers formed and retreated in response to climatic variations. In the
Alps, the most recent glaciation is known as the Last Glacial Maximum (LGM)
and can be dated approximately 30000 to 19000 years ago [68]–[70]. Most of the
features of the landscapes visible nowadays can be attributed to this period, even
in regions relatively far from the Alps. This is the prove of the great extension
of the glaciers and it can help to trace back the movements of the ice sheets,
as they leave rock debris and model the bedrock while retreating [71]. As well
as the landscapes, also the air trapped inside a glacier can bring information
about the past. Indeed, it comes in the form of bubbles, containing different
gases (including CO2) which are investigated by the scientists to have an insight
on the past atmospheric and climate conditions over millions of years [72]–[74].
Even nowadays, the study of glaciers is directly related to the climate, especially
regarding the topic of global warming. Indeed, with the actual rising trend of
temperatures, glaciers tend to melt and retreat very quickly. As much the tem-
perature and the freezing level increase, even for long periods, glaciers melt and
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the water can act in different ways: it can create actual rivers flowing down to the
valley, or be stored in endoglacial lakes, acting as a sliding surface for the glacier
itself. Therefore, the risk of collapse of ice may be very high, endangering people,
constructions and human activities. Moreover, glaciers are the most precious re-
source of fresh water [75][76], and the fast melting due to warming temperatures
can affect everyday activities, industries, agriculture, electricity, and other im-
portant services for the population. In summary, glaciers have played a crucial
role in our planet’s natural history and continue to do so. Therefore, in order
to understand the composition of ice, to monitor the risk of collapse and to pre-
dict what will happen in the future, monitor the glaciers present on the Earth
nowadays is fundamental.

4.2 Glaciers Formation and Metamorphosis

A glacier is an extended and moving mass of ice derived from transformation
of snow. Indeed, it is formed from snow falling and accumulating over a long
period of time, usually from 10 years for Alpine glaciers, up to 100 years in po-
lar regions such as Antarctica, in which the snow layers undergo a process of
metamorphosis [77]–[79] (Fig. 4.1). From the first days after the snowfall, the
snow goes through the first step of metamorphosis, where the ice crystals, in
the form of snowflakes, lose their elongated arms. The molecules melt from the
sharp areas and refreeze in the concave areas close to the center of the crystal,
becoming round and granular. This process continues for some time, increasing
the density of the snowpack and making it more compact. After roughly one
year, the snow has turned into firn, an intermediate stage before becoming blue
ice. Firn is a very compact layered medium with a high density (∼ 400 - 830
kg/m3), whose value is determined by the time of formation, the metamorphosis
it underwent, and the pressure applied by the layers above. Fig. 4.2 shows a
vertical profile of a firn wall on Weissmiesgletscher, Switzerland. The layering is
visible and the snowfall history can be traced back over a long period of time. At
this stage, air pockets are small but still connected to each other. Under increas-
ing pressure, firn grains melt and solidify into a dense mass of crystalline glacial
ice, with a constant density of 917 kg/m3. This occurs as the frozen molecules

Figure 4.1: Snow metamorphosis: from snowfalls to ice through the time.
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Figure 4.2: Prominent layering in the firn is visible in the wall of a large crevasse
on Weissmiesgletscher, Switzerland. Photo J. Alean.

bind together, immobilized and unable to move freely. Air can be present in form
of air bubbles, not connected to each other.
One of the key features of glaciers is their slow movement, which gives rise to
distinctive formations such as crevasses and seracs. This movement is influenced
by the mass balance of the glacier, representing the difference between the snow
accumulated (from snowfalls, rime ice, avalanches or re-freezing of glacier melt-
water) and the ice lost (due to melting, sublimation, calving and wind erosion).
When a glacier gains more mass than it loses, the weight of the accumulated
snow in the upper area pushes the glacier’s terminus downhill, causing it to
move faster. On the other hand, if the ice losses are greater than the snow ac-
cumulation, the glacier moves more slowly downhill under the force of gravity.
This slower movement might give the impression of glacial retreat, but in real-
ity glaciers always move only downhill. These slow movements, driven by the
delicate balance of mass gained and lost, significantly shape the landscape over
time. Glaciers can carve out valleys and fjords as they advance, while during
periods of retreat, they leave behind new landforms. However, the current trend
of global climate change is leading to widespread glacial retreat and loss of mass,
impacting freshwater resources and contributing to rising sea levels. Therefore,
understanding the behavior of glaciers is crucial in studying and mitigating the
effects of climate change.
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4.3 Monitoring Techniques

To completely understand a glacier, several parameters have to be investigated,
and thus different techniques need to be used. To monitor the movement, di-
mension and extension of a glacier, photogrammetry and optical satellite imagery
are often used [80][81]; the albedo, i.e. the capability of the surface to reflect
the solar radiation, useful to understand its thermal behavior and the contri-
bution that it can give to increase the air temperature, also rely on the use of
terrestrial photos [82]; manual analysis are still used to understand the layer-
ing of the glacier and to investigate the history, for example by extracting ice
core samples by drilling the glacier itself [83]; one very important parameter is
the depth, changing its value according to the snow and weather condition of
the site, and it is usually done using GPR systems [84]–[88]. However, GPRs
show an important limitation [89]: in order to retrieve the information about the
depth of the glacier, the velocity of the penetrating wave into the medium has
to be imposed. Even if the possible variation of the wave velocity1 into the ice
is relatively small (from 1.7039 · 108 m/s to 1.7617 · 108 m/s), it does not take
into account the presence of the firn on top of the glacier, in which the wave is
faster, which can be very thick and can completely change the computation of
the depth; even the presence of water is not detectable, and possible risks cannot
be predicted. When investigating thick mediums, reaching depths of tens of me-
ters with a relatively high dielectric constant, radar instruments require robust
and big equipment. Indeed, the choice of a low frequency, ideally within the tens
or hundreds of MHz range, is needed, ensuring a long wavelength. This allows
radar signals to penetrate deeply into the glacier, reaching its bedrock. However,
low frequency leads to large antennas2 and, consequently, heavy equipment. To
transport this equipment, especially when it is required to operate in remote and
challenging glacial terrains, external aids such as helicopters are often employed.
Once operative on the glacier, moving a bulky instrument on the glacier surface
to observe different positions is not always trivial. Different strategies can be
employed: in some cases, specialized sliding carts equipped with the radar are
used; in other cases, stationary measurements are taken from specific points on
the glacier surface.
Another distinction can be made based on the size of the glacier: for glaciers
whose extension is small, and thus the area to be covered is limited, ground
based systems, Global Navigation Satellite System (GNSS) or Remotely Piloted
Aircraft System (RPAS) are normally used [90]; to investigate larger areas but
loosing in resolution, satellite are employed. Depending on the feature to be
investigated, the system carried on board on these platforms can be different,
like explained before.

1linked to the real part of the dielectric constant trough the Eq. 3.3, which can assume
values between 2.9 and 3.1 for ice.

2The physical dimensions of the antennas are directly proportional to the wavelength. As
the wavelength decreases with higher frequencies, low-frequency radar demands significantly
larger antennas.
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4.4 Glacier Monitoring Campaigns

Among the ground based radar systems, Snowave, thanks to its portability and
light and small profile, can be employed too. With its dual-receiver system,
Snowave can not only compute the depth of a glacier, but also measure the
velocity of the wave into it, without any external aids. This allows also to
investigate the presence of water inside the glacier, since it acts to increase the
value of the dielectric constant. As for snow monitoring, Snowave can retrieve
D and ε′ knowing the ToF of the two signals recorded by the two receivers.
With these information, also the density can be computed, applying a slight
modification on the formula used for dry snow [91]–[94]:

ε′ = (1 + 0.845ρ)2 (4.1)

where ε′ is the dielectric constant computed with Eq. 2.8 and ρ is the ice
density. Also the amount of water inside the glacier can be computed, using
a simple proportion and approximating the value of the dry ice, without the
presence of water:

ε′ice · [(D − x)/D] + ε′H2O
· x = ε′ (4.2)

where D, computed with Eq. 2.7 is the depth of the glacier, ε′ice is the di-
electric constant of the ice without the presence of water (usually between 2.9
and 3.1, in this work supposed to be equal to 3.1), ε′H2O

is dielectric constant of
water equal to 80, and x represents the amount of water inside the snowpack,
expressed as a length. From the comparison between D and x, it is possible to
compute the percentage of water inside a snowpack with a depth of D.
To conquer these results, it is really important to set the physical and compu-
tational parameters of the system in the right way. First of all, the separation
between the first and the second receiver must be bigger than for snow moni-
toring3: the wave has to propagate for a longer distance, and a small difference
between the two baselines4 bring to very similar results in terms of ToFs. Also,
the resolution of the VNA needs to be adapted, in order to be able to detect
even a small variation between the two radar traces. This can be corrected in
part also a posteriori, utilizing a zero-padding algorithm.
Also the radiators are different, and in this case the UHF PIFA are used (see
Ch. 2). These antennas work with a central frequency of 300 MHz and very
narrow Bandwidth (BW), in the order of some MHz. In order to limitate the
dimension of the antennas, these are designed to be not highly directive. Due
to this feature, most of the power dissipates outside the theoretical path of the
wave. To increase the chance to reach the bedrock and to reflect back up to the
receivers, an amplifier (see Fig. 2.7) is connected at the transmitting hand.

Two field campaigns have been conducted in the Italian Alps during autumn
2021 and summer 2023 in o,rder to test the system (Fig. 4.3), in collabora-

3generally s1 = 30 cm and s2 = 70 cm.
4i.e. the distance between tx and rx1 and tx and rx2.
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(a) (b)

Figure 4.3: Picture of the two glacier campaigns: (a) Cherillon glacier,
27/10/2021; (b) Colle del Gigante, 13/07/2023.

tion with the team of Fondazione Montagna Sicura - Fondation Montagne Sûre
working on glaciological risks :

1. Cherillon glacier, Valle d’Aosta, 21/10/2021 [95]

2. Colle del Gigante glacier, Valle d’Aosta, 13/07/2023

In this specific context, a comparative analysis was undertaken using data
acquired from conventional GPR systems in conjunction with the measurements
obtained through Snowave. The datasets utilized in this comparison, coming
from prior researches, are based on continuous measurements carried out along
transects on the glacier surfaces. These measurements presuppose a velocity
within the medium, specifically 1.7·108 m/s, equivalent to a dielectric constant
of 3.1.

Cherillon Glacier

In Autumn 2021, an experimental campaign was conducted in the Italian Alps to
assess Snowave performance. The study site was the Cherillon glacier (45➦57’47”N,
7➦37’23”E), a small glacier situated in Valtournanche, Valle d’Aosta, at an alti-
tude of approximately 2900 meters above sea level. Figure 4.4a illustrates the
glacier area, highlighting the specific location of the measurements. In the en-
larged view (Figure 4.4b), the transects from prior investigations are depicted
as colored lines, and are used as referent measurements for the comparison of
the results obtained from the Snowave system. Indeed, Snowave measurements
were conducted at the intersection of these three transects, increasing the refer-
ence traces for the comparison. The GPR traces, depicting the three transects,
are illustrated in Figure 4.5a, with vertical lines indicating the intersection with
Snowave. In all three radargrams, observed interfaces were found approximately
6 meters and 31 meters below the surface. The first one represents the interface
between firn and blue ice. It is worth to note that this interface line exhibits
non-uniformity and varies across locations, even within the same transect. The
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(a) (b)

Figure 4.4: Cherillon test site, Google Earth views: (a) map of the valley; (b)
enlarged view. The red, orange, and purple lines are three GPR traces from
2019. The test site for Snowave was in the intersection of these three lines
(yellow circle).

second interface corresponds to the bedrock. Although visually intuitive, this
representation lacks precision and allows room for potential errors. Neverthe-
less, an interval of time where the bedrock can be placed is found: the bedrock is
expected to be between 300 ns and 400 ns, which corresponds to a range between
25.5 m and 34 m supposing a velocity into the medium of 1.7·108 m/s (equivalent
to ε′ = 3.1).

During the Snowave campaign, multiple sets of baselines were tested. Ide-
ally, the optimal configuration would involve placing the first receiver in close
proximity to the transmitter and the second receiver at a considerable distance,
approaching infinity in theory. However, practical constraints, such as mechan-
ical limitations and power budget considerations, prevent achieving this ideal
setup. As a compromise, the first receiver was positioned at a distance of 30 cm
from the transmitter (s1), while the second receiver was placed at 1 meter (s2)
away. With this baseline and high a number of points, the temporal resolution of
the system was sufficient to detect the right peak corresponding to the bedrock,
even if weak. Indeed, Fig. 4.5b shows the radar traces in time domain recorded
by the first and by the second receiver relative to this setup. In the enlarged
view, the interval of time where the bedrock was supposed to be is considered.
The two circles corresponds to the time-samples identifying the two reflections
from the bottom. The values are T1 = 343.42 ns for the first couple of antennas
and T2 = 343.3 ns for the second. These numbers were used to feed Eq. 2.7
and Eq. 2.8, returning values of D = 27.9 m and ε′ = 3.395, corresponding to a
velocity in the medium of v = 1.628 · 108 m/s. In terms of depth, the variation
of a few meters can be attributed to several factors. Firstly, the reference data
were obtained in 2019, and considering the ongoing climate trends, it’s possible
that the glacier has retreated since then. Additionally, the test was conducted
at the end of the warmest season, suggesting that some of the snow accumulated
on the glacier melted during the summer, and no fresh snowfall occurred before
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the measurement. As mentioned earlier, the typical dielectric constant value
should range between 2.9 and 3.1. However, the observed value falls outside this
range. One potential explanation could be the presence of liquid water within
the glacier. By calculating this value using Eq. 4.2, assuming a reference value
of ε′ = 3.15, a rough estimate for the height of the equivalent water column x
can be derived. This estimation indicates a height of 10.72 cm, corresponding to

5The assumed value corresponds to the upper limit of the range, chosen to get closer to the
ε′ of the water.

(a)

(b)

Figure 4.5: (a) GPR traces from 2019 of the three transects: the first one (P) is
relative to the purple transect, the second (O) is the orange line and the third
(R) is the red line; (b) Snowave radar traces for s1 = 0.3 m and s2 = 1 m.
In the enlarged view, the peaks relative to the bedrock are shown. This plot
represents the radar traces as collected by the receivers. No correction factors
for the distance are applied here, as happens for normal GPR instead. For these
geometries, it is important to highlight that the first peaks (before 100 ns) are
relative to the interface between the firn and the ice and it is normal that most
of the power returns back from there. Therefore, the actual peaks to investigate
needs to be carefully detected by zooming the plot.
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a percentage of LWC of approximately 0.38%. The presence of a little amount
of water within the glacier raises concerns about potential ice avalanches, par-
ticularly if it accumulates near the bedrock, creating a slippery surface for the
ice. However, it’s also possible that this water resulted from the elevated tem-
peratures during those days, melting the surface and possibly percolating into
the first meters of snow/firn.

Colle del Gigante

The second field campaign was made at the Giant glacier on the Colle del Gigante
(Col du Géant in French, Giant Pass in English), one of the highest pass in
Europe at 3370 m a.s.l. and it is located on the Mont Blanc massif on the border
between Italy and France (Fig. 4.6a). During this campaign, three different
points with three different thicknesses were investigated, as shown in Fig. 4.6b:

1. Site 1: 35 m depth

2. Site 2: 40 m depth

3. Site 3: 50 m depth

These values come from a previous investigation done with standard GPR
form 2009 done by Professor Alberto Godio from the Politecnico di Torino. It
has to be considered that the depth of the glacier may be reduced after so much
years.
Unfortunately, during these measurements something went wrong. A mechanical
problem related to the power input of the radiators occurs at the beginning
of the campaign, even if it was not visible in the field. Due to this problem,
the antennas were not frequency matched anymore (not completely, at least),
therefore reducing the useful information detected by the receivers. Indeed, the
power recorded was mainly related to the reflection in the first layers of the firn,

(a) (b)

Figure 4.6: Test site: (a) view of the Mont Blanc massif, in yellow is highlighted
the area of the measurements, while the red line is the contended boarder between
Italy and France.; (b) is an enlarged view of Colle del Gigante and the three test
sites are represented with the stars.
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Figure 4.7: Firn investigation in Colle del Gigante using Snowave as a standard
GPR. v = 1.7·108 m/s

while no important information were collected from the bedrock. Moreover, the
Snowave configuration did not have success in this case. Standard GPR analysis
with a single receiver was applied in this case instead, assuming the velocity of
the wave into the medium as v = 1.7 ·108 m/s. The highest peak in time domain
are, as expected, from the first meters of snow above the glacier. In Fig. 4.7, the
results relative to this investigation are shown: the blue dots are relative to the
data acquired with the first receiver, while the red dots are relative to the second
one. In this case, the first receiver was placed either at 0.3 m or 0.7 m, while
the second was at 1, 1.5 or 2 m from the transmitter. However, the distances
plotted in the graphs represent D, in the direction perpendicular to the terrain.
As visible, the first site exhibits a deeper layer of snow/firn on top of the glacier,
with an average value of 3.085 m. The second site, placed on a steeper area,
shows an average depth of firn of 2.029 m, while it increase again up to 2.695 m
in the third site, located on a lower (in altitude, with respect to the first site)
and flatter area.
Other peaks in the time domain radar traces are not highlighted at this moment.
Further analysis, at least with a single receiver method, will continue in order to
check if information about the bedrock are presents in the data.
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Above the Ground Configuration

Until now, Snowave radar system has been limited by its on-the-surface deploy-
ment. This approach posed certain constraints. Firstly, the selection of moni-
toring sites was meticulous due to human operator presence, ensuring safety and
minimizing avalanche risks. Additionally, the observations were restricted to spe-
cific points. Elevating the system at an AtG level offers a solution, enabling the
monitoring of larger areas and facilitating the creation of comprehensive snow
coverage maps. This elevation can be achieved through fixed platforms or mo-
bile options like drones or small aircraft. However, this configuration introduces
challenges. Surface roughness, for instance, causes back-scattering deviation, in-
fluencing the received power at the receiver. This can be helpful for configuration
looking at not-nadir angle, since some of the power can be re-routed toward the re-
ceiver, but it can also deviate the signal toward tilted directions for nadir-looking
systems, reducing the signal returning back to the radar. In the following section,
a model which takes into account the surface roughness effect will be introduced
and satellite data from various sites were used as a benchmark. However, this
work can also act in the opposite direction, validating the satellite data. In a
subsequent section will expose tests conducted using both an UWB radar and the
Snowave system in elevated configurations.

5.1 Surface Roughness

The surface of snow, apparently uniform and homogeneous, hides an extraordi-
nary complexity. Despite being a topic rarely addressed by the scientific research
community, one of the fundamental aspects is its surface roughness, which influ-
ences a wide range of phenomena, from interaction with sunlight to the absorp-
tion and scattering of electromagnetic radiations. The snow’s surface is never
flat, it always have a certain degree of roughness. This surface pattern can be
attributed to various factors, such as wind effects erasing snow on one area and
transporting and accumulating it in another one, or it can occur during the
melting process [96]. As the melting begins, the height of the roughness be-
comes relevant and and holes and grooves are formed. This has an effect on
the EM behavior, as visible in Fig. 5.1. The pictures show the different types
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(a) (b) (c)

Figure 5.1: Effect of the surface roughness on the electromagnetic wave. (a)
Mirror reflection: the energy bounces away from the sensor. This happens with
smooth reflecting surface. In theory, no radiation hit the sensor, that means no
data for the measurement in a monostatic configuration; (b) Isotropic reflection:
relevant amount of energy is scattered toward the sensor, so we can do the
measurement also in a monostatic configuration. It happens when the reflecting
surface is rough. Ideally, there is the same amount of energy in every direction;
(c) Mixed-behavior reflection: in the real world, we would have a mix of these
two types of reflection.

of reflection which can occur when observing a surface with an EM source. If
the surface is smooth, relatively to the wavelength λ of the signal used for the
investigation, it will be reflected in the specular direction and minimal or no
power will return back to the sensor if considering a monostatic configuration;
if the surface is rough, relatively to the wavelength, the reflection will occur in
different directions and a relevant part of the backscattering will return back to
the emitter. The type of reflection can be determine with this fuzzy criteria:
if h < λ/(32 · cos(α)) (Fraunhofer criteria applicable in the microwave region),
where h is the height of the roughness and α is the angle of incidence of the
EM wave, the surface is smooth; otherwise, it is rough. Therefore, the type of
surface, and thus the type of reflection occurring, highly depend on the working
frequency of the sensor, as the same surface can be either rough or smooth at
the same time.

In spring, or during extended warm periods in winter, the surface of the
snow rapidly changes, due to the physical and molecular transformation of the
grains. The presence of liquid water may vary during this transformation, as the
snowpack goes through the different melting phases (Fig. 5.2):

1. At the very beginning of the melting, the snowpack melts during the day
and refreezes during the night. The grains on the surface absorb heat from
the surrounding environment and start melting, creating a moist layer on
the surface (LWC greater but close to 0%), digging small holes too. This
phase is characterized by the snow transitioning from a solid to a slushy
consistency and it is referred as ”moistening phase”.

2. In the second stage, called ”ripening phase”, the value of LWC increases
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Figure 5.2: Schematic representation of the evolution of the backscattering coef-
ficient compared with LWC and SWE evolution. The three melting phases are
identified: moistening, ripening and runoff.

reaching its maximum. The snowpack becomes saturated, and the wet-
ting front starts penetrating into the snowpack, which gradually becomes
isotherm.

3. Finally, no additional liquid water can be retained by the snowpack and
it is released as runoff [97]. The snowpack gets thinner until only liquid
water is remained. The LWC decreases gradually as the water flows away
from the snowpack.

The variations in LWC and SWE impacts the backscattering coefficient:
during the moistening phase, backscattering remains high in the morning when
the snowpack is still frozen from the cold night, decreasing in the afternoon after
experiencing the warmest hours of the day; during the ripening phase, when the
snowpack is still thick and the LWC continuously increases, the backscattering
rapidly decreases, reaching its minimum at the end of this stage; During the
runoff phase, backscattering starts to increase again as the snowpack loses wa-
ter, becomes thinner, until it disappears. These changes in the backscattering
coefficient can be used to understand the different melting phases. Experimental
validations have been done using satellite data in [98], [99] and [100]. There,
Sentinel-1 C-band SAR data were used to test an analytical model returning
the value of the backscattering coefficient as the interaction of three different
contributes: the scattering at the air-snow interface, the scattering at the snow-
ground interface and the volumetric scattering inside the snowpack. Working
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in C-band, the signal returning back after the interaction with dry snow (LWC
= 0) is mainly due to the ground under the snowpack. When the snow is wet,
instead, the signal is attenuated and, in some cases1, it is note able to reach the
ground. There, the superficial and volumetric scattering rules the backscattering.
In the final stages, the rise in backscattering can be attributed to various factors,
including a reduction in LWC, a decrease in snowpack depth, and (for satellite
acquisitions with lateral geometries such as Sentinel-1) an increase in surface
roughness. This phenomenon enables the snow-ground interface to once again
influence the backscattering. In general, the backscattering can be characterized
by its amplitude, depending on the features of the snowpack, and the direction
of the various components, depending, mainly, on the surface roughness. For
this reason, both contributes were used to develop a new EM model made of two
different parts:

1. an analytical model which takes into account the bulky parameters of the
snowpack, returning the backscattering coefficient when a microwave signal
is impinging on the surface with a tilted angle;

2. a full-wave simulation which only consider the backscattering from the
uneven surface.

Putting these two contributes together in a mixed model, an overall picture
of the situation is found2.

5.1.1 Analytical model

The first part of the model is related to an analytical studies which takes into ac-
count the features of the snowpack. As seen in Fig. 5.3, the snowpack is divided
in a finite number of layers. Each layer has its own height, density and LWC,
from which it is possible to derive ε′ and ε′′ using Eq. 3.6. The stratification of
the medium should emulate the metamorphosis of the snowpack during the melt-
ing. On the bottom of the snowpack, the soil is represented with a semi-infinite
plane with a very high dielectric constant, ideally Perfect Electric Conductor
(PEC), in order to reflect all the power that reaches its surface. Indeed, the
model considers a plane wave obliquely3 impinging on the flat surface of the
snowpack and propagating inside of it. Each interface creates a partial reflection
of the wave in the specular direction, summed up in the value of the reflection co-
efficient Γ, whose perpendicular and parallel components are calculated through
the following analytical equations:

1With the combination of thick snowpack and high LWC
2This work has been carried out in collaboration with Carlo Marin, a researcher at the

Institute for Earth Observation - Eurac Research.
3A previous analytical model working with normal incidence is shown in [100].
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(a) (b)

Figure 5.3: Visual representation of the problems solved with the analytical
method: (a) shows the situation addressed in the model, while (b) consider the
transmission and reflection problem with oblique incidence.

Γ⊥ =
a11η2cosα1 − a12cosα1cosα2 + a21η1η2 − a22η1cosα2

a11η2cosα2 − a12cosα1cosα2 − a21η1η2 + a22η1cosα2

Γ∥ =
−a11η2cosα2 − a12 + a21η1η2cosα1cosα2 + a22η1cosα1

a11η2cosα2 + a12 + a21η1η2cosα1cosα2 + a22η1cosα1

(5.1)

In these equations, η1 and η2 are the characteristic impedances of the first
and last medium in which the propagation occurs; α1 and α2 are the angles of
incidence on the first interface and the angle of refraction after the last interface,
respectively. ai,j, where i, j are the subscripts4, are the transmission parameters
included in the transmission matrix, as in Eq. 5.2.

[a] =

[

a11 a12
a21 a22

]

a11 = a22 = cos(kLd · cos(αL))

a12 = −jηL
sin(kLd · cos(αL))

cos(αL)

a21 = −
j

ηL
sin(kdcos(αL))cos(αL)

(5.2)

41 is related to the medium emitting the EM wave, while 2 is related to the last layer where
the last interaction occurs, also for the other parameters in the equation
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ηL and kL are the characteristic impedance and the wave vector of the layer
L, respectively, computed in 5.3. Moreover, d is the thickness of the layer L and
αL is the transmission angle in that layer derived by the Snell’s law.

tgδL =
ε′′

ε′

nL =
√

ε′ · exp−i·tgδL

ηL =
η0
nL

kL = 2πf ·
√

ε0µ0ε′ · exp−i·tgδL

(5.3)

where tgδL is the loss tangent of the layer and nL is its refraction index. The
matrices coming out from these values are computed for each layer and multiplied
together in order to find the overall transmission matrix for the stratified medium
(Eq. 5.4).

[a] = [a(1)][a(2)]...[a(N)] (5.4)

The expression of the parameters of this last matrix are those included in
Eq. 5.1. After computing Γ∥ and Γ⊥ for some simulated snowpacks, it was noted
that the results was very similar. Therefore, for the other investigations, the Γ∥

was arbitrary chosen.

5.1.2 Full-wave simulation

The other part of the model is related to the effect of the surface roughness at
the air-snow interface on the EM backscattering signal. The problem has been

Figure 5.4: Schematic representation of the problem of the surface roughness
solved with an EM simulation.
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studied using a full-wave simulator environment (Ansys HFSS) and a visual
representation of the model is available in Fig. 5.4. There, a 2D surface is used
to replicate the rough interface between the air and the snowpack. The finite
plane is made of a grid of NxM independent squared tiles with a surface of λ2.
The tiles are made of PEC and create a perfect reflective plane for the impinging
wave, preventing it to penetrate underneath (this part is already computed by
the first part of the model). Each tile is independent and it exhibits a random
vertical displacement, different from the one of the other tiles. This is referred
as dij in the picture, where i and j are the index of the tile in the grid, with
i = 1, ..., N and j = 1, ...,M , and the value of the displacement is random but
limited in an interval, ruled by the root mean square (Root Mean Square (RMS))
of the height. When dij = 0, the surface is completely flat, and the reflection
occurs only in the specular direction. As soon as the roughness appears and
the displacement becomes different from 0, a portion of the reflected power is
backscattered toward the monostatic direction5. Since the increasing value of
backscattering power (monostatic direction) is really small and could be difficult
to read, the decreasing of the reflected power (bistatic direction) is considered
instead. Indeed, it is assumed on statistical grounds that the decrease of power
in the bistatic direction is proportional to an increase of the backscattered echo
along the monostatic one. For our purposes, the components along all the other
directions are considered negligible. In this model, the incidence of the wave
occurs with different angles, from 25◦ to 45◦ with steps of 5◦, in order to take
into account several configuration of real satellites. Even if some of them can
operate with either lower or higher angle of view, the range of the model was
limited by the computational time, but still considering most of the practical
cases. Three different frequency are considered, relative to the operating bands
of three satellites using for snow observation:

❼ 1.2 GHz as for SAOCOM (SAtélite Argentino de Observación COn Mi-
croondas), which uses a polarimetric L-band SAR with an observation an-
gle between 18◦and 50◦. It serves for Earth Observation (EO) and for
disaster monitoring;

❼ 5 GHz as for Sentienel-1, whose SAR is working in C-band, looking at the
Earth surface with angles between 20◦and 46◦. It provides data at high
and medium resolutions for land, coastal zones and ice observations;

❼ 9.6 GHz as for COSMO-SkyMed, equipped with a SAR in X-band, with
an incidence angle of 20◦to 60◦. It is used for EO, both civil and military.

The full-wave simulations were done for each frequency and viewing angle.
Moreover, for each simulation, the height of the surface roughness changes within
different ranges. This surface roughness was introduced as a random variable,
and a statistical analysis were done. The RCS in the specular direction was

5It is supposed that in the case of flat target, the reflection occurs in the bistatic direction
only.
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detected, taking into account the random variation of the surface. For each
frequency and incidence angle, a curve of RCS was found, depending on the value
of RMS. It has been noticed that these curves act linearly up to a certain value
of RMS, and therefore the linear equations have been found. In Fig. 5.5, these
lines are represented for each band and angle. On the background, also the linear
range of application is highlighted. These lines represent the linear behavior of
the bistatic RCS depending on the type of surface roughness expressed in terms
of RMS. It is worth noting that the surface roughness has more effect on higher
RMS, but also on higher frequency. Once the equations relative to the linear
curves of bistatic RCS are found, and knowing the value of RMS to analyze, the
computed value is normalized and then the inverse is done in order to find the
monostatic component.
For example, for a frequency of 1.2 GHz and a incidence angle of 25➦, the linear
equation is related to the blue line in the first plot in Fig. 5.5. Including the value
of RMS, in this example equals to 10 mm, the effect of the surface roughness on
the bistatic RCS is found. After normalizing this value on the entire dataset, the
inverse of this value is taken (i.e. the monostatic direction is considered). This
value, is then multiplied to the percentage of reflected power computed with the
first part of the model, in order to retrieve the total power backscattered in the
monostatic direction. The complete model, after merging together the analytical
study and the effect of the surface roughness, is called mixed model.

(a) (b) (c)

Figure 5.5: Linearization of the snow surface roughness effects for different fre-
quencies and rms. The y-axis value is expressed in arbitrary unit.

5.1.3 Model validation on synthetic and real snowpacks

Several snowpacks, real or simulated, have been analyzed with this method. Here
are presented the results relative to three real test sites:

❼ Malga Fadner (MF), South Tyrol, Italy;

❼ Torgnon (IT-Tor), Valle d’Aosta, Italy;

❼ Weissfluhjoch (WFJ), Graubünden, in Switzerland.
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For all the sites, the observed data, taken from different manual or automatic
weather stations, were used to feed a physically based one-dimensional model
called SNOWPACK. SNOWPACK is developed by the WSL-SLF and takes into
account several physical, thermal and mechanical inputs in order to perfectly
simulate a real snowpack [101][102]. These data comprise the parameters needed
for the first part of the mixed model, i.e. the snow depth, the density and the
LWC. The height of the surface roughness is derivable too, and it used for the
second part of the model. The model outputs are then compared with satellite
data. Data from Sentinel-1 was utilized for the three sites. It is important
to highlight that the absolute value of the backscattering is not considered in
this work. The aim, indeed, is just to model the behavior of the backscattering
through the melting season, and not to have an absolute value, which would take
into account several other parameters.

Malga Fadner (MF)

Fig. 5.6 represents the ground truth relative to the time period between October
2017 and October 2018 with a sampling time of one day. The depth of the snow
increases for the entire winter period and new snowfalls are detectable. The
metamorphosis and compactation of the snowpack shows its evidence in the value
of the density, which increases almost monotonically during the entire season. At
the end of April, the snowpack starts to decrease in height, probably in agreement
with an increasing trend of temperatures. This is proved by the presence of LWC
and a strong increasing of the density. This trend continues until the complete
vanishing of the snowpack. In local points, e.g. at the beginning of the snow
season and at the end of the summer, the snow depth and the LWC increase for
only some days, probably due to isolated snowfalls, before returning in a no-snow
condition.

The first part of the model was fed with the equivalent 1-layer ground truth
data depicted in the figure below. After following the procedure described in a
previous section, the percentage of reflected power for different angles of inci-
dence is computed and it is visible in the graphs in Fig. 5.7. Investigations in
the three frequency bands were done, even if the only available satellite dataset
was in C-band. In the L-band, with a central frequency of 1.2 GHz, the reflected
power accurately models the behavior of the snowpack. The melting process is
clearly visible and, even with large amount of water, the signal still returns back
after the propagation. Even the local snowfalls are detected. In the C-band,
with a central frequency of 5 GHz, the attenuation of the water strongly affects
the EM signal. Indeed, as soon as the LWC becomes greater than 0, the sig-
nal reflected power decreases down to values close to 0. Still the beginning of
the melting season is detectable, and some supposition about the phase can be
done. In the X-band (9.6 GHz of central frequency), the situation is even worse.
A little amount of LWC kills the signal, and the following melting phases are
difficult to highlight.
The second part of the model takes into account also the surface roughness,
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statistically expressed as the RMS of the entire surface, calculated through the
SNOWPACK model with the aid of the ground observed data. In this case,
the surface roughness has been computed only for the restricted period during
the melting season, i.e. from march to may, and it is represented by the mono-
tonic green curve in Fig. 5.8. Once the contribute of the surface roughness is
computed, it is combined with the analytical model results. Finally, only the
desired frequency and incident angle outputs are taken into account, in order
to have a precise comparison with the satellite data. Indeed, the SAR mounted
on that satellite works in C-band, and the orbit used for the comparison has a
viewing angle of 46◦. The comparison is depicted in Fig. 5.8. The backscat-
tering from satellite is well followed by the one of the analytical model. Even
if the analysis of the bulky parameters is sufficient to model the backscattering
for most of the time period, there are some points where the surface roughness
helps to explain small differences. For example, at the beginning of April, when
the melting starts, there’s a gain of backscattering due to the initial presence of
LWC. Then, before reaching the snowpack saturation, the satellite records a
smoother rise of the backscattering with respect to the analytical signal. With
the presence of the surface roughness, the normalized trend follows the satellite
data. Therefore, modeling the backscattering behavior of a snow covered land is
needed to detect the beginning of the melting phase and to identify its different
phases.

Figure 5.6: MF - ground truth data, snow season 2017/2018.
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(a)

(b)

(c)

Figure 5.7: MF - output of the first part of the model. Reflected power in
percentage for different incident angles in (a) L band, (b) C band and (c) X
band. 99
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Figure 5.8: MF - comparison between the mixed model and the satellite backscat-
tering data.
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Torgnon (IT-Tor)

The second set of data is relative to IT-Tor site, located in Valle d’Aosta (IT)
at 2160 m above sea level (45➦50’39”N, 7➦34’41”E). The site is equipped with
a meteorological station with hourly observations of air temperature, snow sur-
face temperature, relative humidity, precipitation, snow depth, incoming and
outgoing longwave and shortwave radiation, wind velocity and direction, ground
surface temperature and SWE. These data are used as inputs for the SNOW-
PACK model, retrieving information on depth, density and LWC. In this case,
SNOWPACK model was fed with a large amount of observed data (2016 - 2021),
and returns snow features divided into three different layers. However, the data
relative to the snow surface roughness considers only the spring season 2018. The
ground truth data outside this period, which are not import for the mixed-model
analysis, are not displayed. The overall trend of the ground truth from 30/03 to
27/05 can be seen in Fig. 5.9. This time period coincides with the melting, from
the beginning of the moistening, when the LWC is only few percentage points,
to the end where the thickness of the snowpack is minimum.
In the representations of the outputs of the analytical model (Fig. 5.10), it’s
clearly visible that the attenuation is not so effective on the L band, with respect
to the other two bands considered. However, to validate the model against real
satellite data, the C-band needs to be considered (S1), with an incident angle of
35◦, approximately.
The comparison between the model outputs and the satellite data are depicted in
Fig. 5.11. The RMS is represented too. Unfortunately, since the time period is
restricted, the quantity of available satellite data was scarce. Nevertheless, a gen-
eral good agreement between the modeled backscattering and the one recorded
by the satellite can be appreciate, especially at the beginning and at the end
of the melting season. By looking at the graph, it can also be appreciated that
the small variations in RMS are well followed by the red curve. Moreover, these
local rising of the signal are confirmed by the points in the satellite trace, which
exhibits an higher backscattering in correspondence of those peaks. In order to
sense the transition between the phases, more data should have been considered.
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Figure 5.9: IT-Tor - Ground truth data, spring season 2018.
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(a)

(b)

(c)

Figure 5.10: IT-Tor - output of the first part of the model. Reflected power
in percentage for different incident angles in (a) L band, (b) C band and (c) X
band. 103
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Figure 5.11: IT-Tor - comparison between the mixed model and the satellite
backscattering data.
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Weissfluhjoch (WFJ)

The site WFJ (46➦49’47”N, 9➦48’33”E) is located in Switzerland, close to Davos,
at an altitude of 2536 m above sea level, and it operated by the WSL and SLF.
Numerous sensors are present to record meteorological data and snow properties
with a sampling time of one hour. The period of observation lasts from the first
of October, 2021 to the first of October, 2022. The high altitude site of WFJ
allows to identify the presence of snow for a longer period, with respect to the
other sites. The huge amount of observations can identify changes in LWC and
density even within the same day. For this reason, the graph 5.12 below showing
the ground truth is very populated. LWC starts to be present at the beginning
of March 2022, with probably melting-refreeze cycles occurring up to the end
of March. After a short period of no-LWC, it increases again starting the real
melting season. Even the density follows the same pattern.
For what concern the first part of the model, all the considered frequencies well
identify the melting-refreezing cycle of March 2022, expressing the same trend
with different sensibility to the attenuation of water, which never exceed the 6%.
With higher values of LWC, instead, the C and X bands were unable to detect
the small changes. Local snowfalls in September 2022 were detected as well.
The satellite used for the comparison is always S1, working in C band with an
incident angle of 30◦, approximately (Fig. 5.14). The backscattering agreed most
of the time, even for small changes. However, in this case, the surface roughness
contribute is not sufficient to clearly identify the melting phases of the snowpack.
This can be probably due to the percentage of the backscattering as a result of the
first part of the model: indeed, with respect to the other cases, the snowpack was
deeper, more dense and more wet, which concurred to decrease the percentage
of reflected power, as it was almost completely attenuated inside the snowpack.
Therefore, even with high value of surface roughness, the multiplication between
this and the reflected power would have been ineffective. This is proved also
by the satellite signature, which has its minimum value around -25 dB and an
average of ∼ -19 dB, lower with respect to the other cases, where the minimum
value is roughly -21 dB and the average ∼ -12 dB.
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Figure 5.12: WFJ - ground truth data, 2021-2022.
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(a)

(b)

(c)

Figure 5.13: WFJ - output of the first part of the model. Reflected power in
percentage for different incident angles in (a) L band, (b) C band and (c) X
band. 107
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Figure 5.14: WFJ - comparison between the mixed model and the satellite
backscattering data.
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5.2 Ultra Wide Band Radar

In order to apply the AtG configuration, some laboratory and outdoor tests have
been conducted with a commercial radar thanks to the collaboration with the
nanoelectronic group of the University of Oslo6. These tests were made using
a XeThru X4 low-power UWB radar SoC by Novelda, equipped with a X4M03
development kit, in order to access all the functionalities of the radar. The
radar works with a central frequency in C or X band (7.29 GHz or 8.748 GHz,
respectively) and the BW ot the transmitter can reach a value up to 1.5 GHz.
This radar has been originally designed for human presence sensors, being able
to detect all kind of movements in a room, either major or minor, but it can be
applied to other fields. Indeed, it has been used for snow monitoring purposes in
the past [103]–[107]. This radar was tested in an AtG configuration both indoor
and outdoor. For the indoor test, two venues have been considered: a first
test was done in a normal laboratory, without any controlled situation for what
concern the external stimulus; instead, the second test was made in an anechoic
chamber, in order to understand if the presence of the environment can affect the

6The work done at the University of Oslo was in the framework of the Erasmus+ Traineeship
program.

Figure 5.15: Results of the indoor test in a uncontrolled environment, ground
truth compared with radar measurements. The blue dots refer to the interface
between the air and the OSB panels, while the red dots refer to the interface
between the OSB panels and the metal plane on the bottom.
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(a) (b)

Figure 5.16: Comparison of the amplitude of the signals during the measurements
in laboratory and in the anechoic chamber.

measurements. To do the measures indoor, simulating the natural environment,
Oriented Strand Board (OSB) panels were used. OSB, a type of engineered
wood similar to particle board, closely resembles the electrical properties of wet
snow, making it an excellent phantom material for indoor experiments, given its
real dielectric constant ε′ close to 2. However, this panels are not able to mimic
the imaginary part. Each OSB panel has a thickness of approximately 1.5 mm,
allowing the panels to be stacked creating different thicknesses of the phantom.
Various thicknesses were tested in the laboratory using the UWB radar, and the
results aligned well with the manual measurements, as shown in Fig. 5.15. The
outcomes were generally realistic and precise, except for a minor inaccuracies.
In some cases, the OSB layer was too thin to be distinguished from the ground,
causing the responses of the two interfaces merged in the radar trace, making it
challenging to differentiate the two peaks.

After confirming the radar’s ability to detect two different interfaces within

Figure 5.17: AtG configuration and results.
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a medium, it was also tested in the anechoic chamber. This test was crucial to
assess the environmental impact. If the environment significantly affected the
power budget, measurements in real-world conditions, especially with wet snow,
might be challenging. The power budget comparison results for both the air-OSB
and OSB-GrouND (GND) interfaces are presented in Fig. 5.15. Clearly, the
environment does not impact the measurements. Hence, the analysis outdoors
can proceed without concerns about a possible power limitation.
The outdoor test took place in Tryvann (59➦59’16”N, 10➦39’58”E), a ski resort
in Oslo, Norway in January 2023. The snowpack was completely dry with a
thickness of roughly 90 cm. It shows a frozen layer 40 cm below the surface,
as seen from Fig. 5.17. The radar was placed in an AtG configuration thanks
to two tripods and a wood stick, and connected to a laptop to control the data
acquisition. The acquisition was done looking at nadir. The results show the
capability of the radar to identify not only the two interfaces of the snow surface
and of the ground, but also the ice layer, roughly in between the other two peaks.
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Conclusions

In this chapter, a conclusive discussion about the results obtained in the previous
sections is presented, highlighting the utility of this work in overcoming the lim-
itations of other state-of-the-art instruments. The discussion then moves to the
challenges that had to be faced during the study.

6.1 Summary and discussion

In this thesis, some methods and attempts to monitor different parts of the
cryosphere have been discussed. In order to overcome and prevent problems
related to hydrology, climate change, ski tourism and safety, it is important to
have constantly monitored situation of the area to be considered, which could be
a particular spot, a mountainside, a basin, or an entire region. The instruments
employed nowadays are very powerful and of use all kind of technologies. In
particular, radars are largely used for either satellite, aerial or terrestrial surveys
and, among them, GPRs are the best solution. Indeed, GPRs retrieve values of
depth and dielectric constant, which are used to represent snow and ice. These
two parameters cannot be directly computed from GPR traces without using ex-
ternal instruments, hypothetical assumptions or complicated techniques, as the
those results suffer of a strong ambiguity due to the architectural concept of the
system. In order to solve this ambiguity and be independent from other sources,
Snowave was introduces in previous works. Snowave is a dual-receiver radar ar-
chitecture able to compute the depth and the dielectric constant of a medium,
solving the ambiguity of a standard single-receiver radar and increasing the ac-
curacy of the results. The parameters derived from the radar acquisitions, which
exhaustively describe the medium, such as density, SWE and LWC, acquire a
more precision too. Different medium have been observed during this work, and
each of them requires an EM consideration relative to the frequency band to use
to successfully acquire data. In particular, the observed environment are: i) dry
snow ii) wet snow iii) glaciers.
For what concern dry snow, it is described as a medium with a relatively low
density, between 30 kg/m3 and 450 kg/m3, thanks to its porosity. These values
are directly linked to the real part of the dielectric constant ε′, which can assumes
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values between 1.05 and 1.82. No water in liquid form is present at this stage. In
this condition, the snow can be modeled as a lossless dielectric medium (like the
air), letting the microwave signal penetrate inside the medium. In this case, the
frequency bands used for the investigations were the S, the C and the X. Sev-
eral measurements campaign have been carried out to validate the architecture
with this multispectral setup in the Italian Alps. Indeed, in the winter seasons
2021/2022 and 2022/2023, four different sites have been visited: Torgnon, Ch-
eneil, Lazaun and Cime Bianche. Different bands were able to identify slightly
different values of depth, density and SWE: the higher frequencies, thanks to
their shorter wavelength, gain in accuracy and the results show smaller errors. In
general, for all the sites, the snow depth was well identified with a high accuracy
(more than 95% in every case) and the fluctuation of the results of each measure-
ment was minimal. The density and the SWE show higher standard deviation,
even due to the non linear computation used to calculate them. Nevertheless,
the mean values of the results were, in every case, in good agreement with the
manual analysis, showing an accuracy of 89% and 90%, respectively.
The following part of this work was focused on the monitoring of wet snow, which
shows a more complicate physical and electromagnetic behavior, due to the pres-
ence of liquid water in it. Liquid water, indeed, has the strength to attenuate the
signal based on the frequency used. In this case, not all the antennas were suit-
able for the measurements, and it was mandatory to carefully choose the correct
range in order to have a trade-off between the resolution of the system and the
attenuation of the signal. X band was not used in this case, while C band was
used in some transitional phase (not too dry, not too wet). During the spring sea-
sons of 2022 and 2023, despite the absence of significant snowfall and unusually
high temperatures, some measurement campaigns were conducted to study this
conditions: Lazaun, Gran San Bernardo, Riale and Gran San Bernardo (after
one year). Additionally, in April 2023, a non Alpine site was visited. The Arctic
site of Sodankylä host a 15-days campaign in order to evaluate the performance
of Snowave during an entire melting cycle. In each campaign, Snowave and man-
ual analysis were done. The analysis of the collected radar traces returns values
of snow depth, and LWC in agreement with what measured with the manual
analysis. The precision of these measurements can be well evaluate for what con-
cern the snow depth, directly relatable to the in-field measurements done with
a snow probe, while the LWC, the density and the other parameters cannot
be precisely compared to the ground truth, since also the manual analysis and
other instruments, like the Snow Sensor by SLF, are not precise. Fortunately,
the climatic context of each measurement sufficiently describe the possible status
of the snowpack. Each campaign shows an agreement with the manual analysis,
either for instantaneous monitoring and for detecting the different LWC during
the melting process. For what concern the polar campaign, the trend of the
results follows the in-field manual measurements, and even the small differences
are well justified. In general, the precision is not very high, but there is still to
figure out how to carefully choose the perfect working frequency case by case.
Another new topic introduced in this thesis is glacier monitoring. Snowave was
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employed in this context for the first time with a new setup. Glaciers are very
deep bodies and reaching the bedrock can be challenging. Indeed, low frequency
devices need to be employed. For this reason, custom-made antennas, inspired
by the structure of the PIFA antennas, have been designed, simulated, produced
and tested. Once checked the ability of these antennas to penetrate first firn
and then ice, reaching distant bedrocks, the complete system has been tested
in a field campaign. This first campaign demonstrated the great ability of the
system to understand the glacier features. Indeed, the traces collected by the
radar showed a very high peak at the beginning which can be related to a strong
reflection from the firn and the ice of the glacier. Then, the magnitude of the
signal rapidly decreased. However, it was possible to extract other peaks and
to identify the reflection from the bedrock. The resulting depth was in good
agreement with older data collected by a GPR. However, small differences in the
two results were identified, possibly due to two factors: i) GPRs are based on the
assumption of the velocity of the wave into the medium, while Snowave directly
calculates it, taking into account how the medium itself is composed; ii) the
climatic changes of the latest years bring the glacier to a faster melting, losing
part of its mass. The value of the retrieved dielectric constant, instead, rise the
doubt about a possible water content. Indeed, the higher values (with respect
to the normal range for glaciers) can be justified by the presence of water along
the vertical profile investigated. This can lead to very dangerous situations, not
good for the glacier itself and for the environment around. In recent times, other
observations by local agencies highlight the same problem, confirming what the
radar already observed. However, this preliminary observations need to be cer-
tified by more exhaustive studies.
The last part of this thesis is focused on the modelization of the melting process
in order to detect the different phases through the backscattering signal collected
from above the ground radar sensors. The model developed can help to predict
the behavior of the snow, and it is built upon two different parts: i) a first-order
numerical simulation based on plane-wave oblique incidence on stratified media
which takes into account the bulky physical parameters of the snowpack return-
ing the reflection coefficient Γ at the air-snow interface in the specular direction;
ii) a full-wave simulation to include the effect of the surface roughness on the
oblique impinging wave. Once the two contributions are determined, they are
summed up to derive the overall effect related to the mono-static backscattering
for oblique incidence. To validate the model, it was tested against experimen-
tal data from different Alpine sites (Malga Fadner, Torgnon and Weissfluhjoch),
where data from the satellite Sentinel-1, as well as in-situ data about the com-
position of the snowpack, were available for the winter season 2017/18. All these
tests returns reasonable results, showing a good agreement with what expected
and with respect to the real data from Sentinel-1.
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6.2 Future developments

The research done in this thesis was an enhancement of an already existent
radar system for snowpack monitoring. With this work, different new aspects
have been considered and tested, discovering new potential applications. How-
ever, there are some open questions which needs to be taken into account in
order to further improve the system.
First of all, the multispectral setup may be simplified, introducing new UWB
or reconfigurable antennas. While working in harsh and cold environment, per-
forming operations such as switching antennas and connectors is challenging and
it can lead to errors or lack of accuracy, while wasting time. Using only one type
of radiators, instead, can simplify the operations to do in the field when a change
in the frequency is needed. Moreover, since the system is portable, having only
one set of antennas reduces space and weight, making possible to reach remote
places without bringing bulky equipment. In this direction, having a dedicated
board for the signal manipulation can further help, avoiding the use of the VNA,
big and heavy. A well-defined software and a front-end interface would further
increase the usability, in order to let any operator to use it.
A few things needs to be clarified, especially for what concern wet snow and
glaciers. Other campaigns or indoor tests would help to describe the electrical
behavior of those bodies, which in turn can help to tune the setup.
All these operations can lead to a complete system, ready to work without any
kind of previous expertise. Once the system is completed, it can also be mounted
on board of UAV, in order to increase the sensed area, and return precise pa-
rameters, usable in different sectors.
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