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Abstract

Even though the foundation of space–time Galerkin methods dates back to the 70s of the last
century [57], and a few contributions were developed in the twenty years to follow [5, 6, 31, 53,
34], in the last two decades there has been a growing attention on this topic.

In this dissertation, space–time Galerkin methods are designed for the discretization of the
Schrödinger and heat equations.

For the Schrödinger equation, we design an ultra-weak space–time discontinuous Galerkin
variational formulation on general prismatic meshes. The method is well-posed, stable and
quasi-optimal for very general discrete spaces. The approximation properties of the method are
studied for four choices of discrete spaces: i) the polynomial Trefftz space for problems with zero
potential; ii) a pseudo-plane wave Trefftz space for problems with piecewise-constant potentials;
iii) the full polynomial space, and iv) a quasi-Trefftz polynomial space for piecewise-smooth
potentials.

For the heat equation, we design a nonconforming space–time virtual element method,
which is also the first space–time virtual element discretization of a time-dependent PDE in the
literature. The method is proven to be well-posed, based on a discrete inf-sup condition. An a
priori error analysis show that optimal ℎ-convergence rates are obtained for sufficiently smooth
solutions. The method performs well also for singular solutions such as those arising from the
incompatibility of initial and boundary conditions. Since the method allows for nonmatching
space-like and time-like facets, it is naturally suitable for ℎ- and ℎ𝑝-versions.
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Some useful notation

We denote the first partial derivative with respect to the time variable 𝑡 by 𝜕𝑡 , and the spatial
gradient and Laplacian operators by ∇x, Δx, respectively.

Standard notation for Sobolev spaces is employed, see e.g., [78]. For a given domain𝐷 ⊂ R𝑑 ,
𝑑 ∈ N, 𝐻𝑠 (𝐷) represents the standard Sobolev space of order 𝑠 ∈ N endowed with the standard
inner product (·, ·)𝐻𝑠 (𝐷) , the seminorm |·|𝐻𝑠 (𝐷) , and the norm ∥·∥𝐻𝑠 (𝐷) . In particular, we let
𝐻0(𝐷) be the space 𝐿2(𝐷) of Lebesgue square integrable functions over 𝐷 and 𝐻1

0 (𝐷) be the
subspace of functions in 𝐻1(𝐷) with zero trace on 𝜕𝐷. If 𝑠 is a non-integer or negative number,
then the Sobolev space 𝐻𝑠 (𝐷) is defined by means of interpolation and duality, respectively.
We denote the duality product between 𝐻−1(𝐷) and 𝐻1

0 (𝐷) by ⟨·, ·⟩. The Sobolev spaces on 𝜕𝐷
are defined analogously and denoted by 𝐻𝑠 (𝜕𝐷).

Given 𝑠 in R, a time interval (𝑎, 𝑏), and a Banach space (𝑍, ∥·∥𝑍 ), we introduce the Bochner
space 𝐻𝑠 (𝑎, 𝑏; 𝑍).

We denote the space of polynomials in 𝑑 variables of degree at most 𝑝 on a domain 𝐷 ⊂ R𝑑
by P𝑝 (𝐷), with dimension 𝑟𝑑,𝑝 =

(︁𝑝+𝑑
𝑑

)︁
.

We use the standard multi-index notation for partial derivatives and monomials, adapted
to the space–time setting: for 𝒋 = ( 𝒋x, 𝑗𝑡) =

(︁
𝑗𝑥1 , . . . , 𝑗𝑥𝑑 , 𝑗𝑡

)︁
∈ N𝑑+1, and z = (𝒛x, 𝑧𝑡) =(︁

𝑧𝑥1 , . . . , 𝑧𝑥𝑑 , 𝑧𝑡
)︁
∈ N𝑑+1,

𝒋! := 𝑗𝑥1! · · · 𝑗𝑥𝑑 ! 𝑗𝑡!, | 𝒋 | := | 𝒋x | + 𝑗𝑡 := 𝑗𝑥1 + · · · + 𝑗𝑥𝑑 + 𝑗𝑡 ,(︃
𝒋

z

)︃
:=

𝒋!
z!( 𝒋 − z)! , 𝒋 ≤ z ⇔ 𝑗𝑥𝑖 ≤ 𝑧𝑥𝑖 (1 ≤ 𝑖 ≤ 𝑑) and 𝑗𝑡 ≤ 𝑧𝑡 ,

𝐷 𝒋 𝑓 := 𝜕 𝑗𝑥1𝑥1 · · · 𝜕 𝑗𝑥𝑑𝑥𝑑 𝜕
𝑗𝑡
𝑡 𝑓 , x 𝒋x𝑡 𝑗𝑡 := 𝑥 𝑗𝑥11 · · · 𝑥 𝑗𝑥𝑑

𝑑
𝑡 𝑗𝑡 .

We write 𝑎 ≲ 𝑏 meaning that there exists a positive constant 𝑐 independent of the meshsize,
such that 𝑎 ≤ 𝑐𝑏. We also write 𝑎 ≃ 𝑏 if 𝑎 ≲ 𝑏 and 𝑏 ≲ 𝑎 at once.
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Chapter 1

Introduction
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1.5 Virtual element method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.6 General outline of the dissertation . . . . . . . . . . . . . . . . . . . . . . . . 5
1.7 Open problems and future work . . . . . . . . . . . . . . . . . . . . . . . . . 7

We introduce the general classes of problems and methods that will be analysed in the rest of
this dissertation.

1.1 The time-dependent Schrödinger equation

The first part of this dissertation concerns the approximation of the solution to the time-dependent
Schrödinger equation on a space–time cylinder 𝑄𝑇 = Ω × 𝐼, where Ω is an open, bounded
polytopic domain in R𝑑 (𝑑 ∈ N) with Lipschitz boundary 𝜕Ω, and 𝐼 = (0, 𝑇) for some final
time 𝑇 > 0:

S𝜖𝜓 := 𝑖𝜖𝜕𝑡𝜓 + 𝜖
2

2
Δx𝜓 −𝑉𝜓 = 0 in 𝑄𝑇 , (1.1a)

𝜓 = 𝑔D on ΓD × 𝐼, (1.1b)
𝜕nx𝜓 = 𝑔N on ΓN × 𝐼, (1.1c)

𝜕nx𝜓 − 𝑖𝜗𝜓 = 𝑔R on ΓR × 𝐼, (1.1d)
𝜓(x, 0) = 𝜓0(x) on Ω. (1.1e)

Here 𝑖 is the imaginary unit; 𝜖 is a positive parameter; 𝜕nx (·) is the normal derivative-in-space
operator;𝑉 : 𝑄𝑇 → R is the potential energy function; 𝜗 ∈ 𝐿∞(ΓR× 𝐼) is a positive “impedance”
function; the Dirichlet (𝑔D), Neumann (𝑔N), Robin (𝑔R) and initial condition (𝜓0) data are given
functions; ΓD, ΓN, ΓR are a polytopic partition of 𝜕Ω. The standard dimensionless Schrödinger
equation corresponds to 𝜖 = 1. Problem 1.1 is well-posed if, e.g., 𝜓0 ∈ 𝐻1

0 (Ω), ΓR = ΓN = ∅,
and 𝑔D = 0, by [74, Ch. 3, Thm. 10.1, Rem. 10.2]; in this case 𝜓 ∈ 𝐶0(0, 𝑇 ;𝐻1

0 (Ω)) ∩
𝐶1(0, 𝑇 ;𝐻−1(Ω)).

The model problem (1.1) has a wide range of applications. In quantum physics [63], the
solution 𝜓 is a quantum-mechanical wave function determining the dynamics of one or multiple
particles in a potential 𝑉 . In electromagnetic wave propagation [73], it is called “paraxial
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wave equation” and 𝜓 is a function associated with the field component in a two-dimensional
electromagnetic problem where the energy propagates at small angles from a preferred direction.
In such problems, the function 𝑉 depends on the refractive index and the wave number. In
underwater sound propagation [61], it is referred to as “parabolic equation” and 𝜓 describes
a time harmonic wave propagating primarily in one direction. In molecular dynamics [10],
by neglecting the motion of the atomic nuclei, the Born-Oppenheimer approximation leads to
a Schrödinger equation in the semi-classical regime (0 < 𝜖 ≪ 1), where 𝜖2 is proportional
to the mass ratio of electrons and nuclei, and the solution 𝜓 describes the dynamics of the
electrons in the molecules. The approximation of the solution to the Schrödinger equation in
the semi-classical regime is very challenging from the computational point of view, due to the
highly oscillatory behaviour of its solution, see the monographs [58, 71]. Problems of such
type require a very delicate treatment, which is beyond the scope of this dissertation, but it is an
interesting topic of research to be addressed in the future.

1.2 Heat equation

The second part of this dissertation concerns the approximation of the solution to the heat
equation on a space–time cylinder 𝑄𝑇 := Ω × (0, 𝑇), where Ω ⊂ R𝑑 (𝑑 = 1, 2, 3) is a bounded
Lipschitz space domain and 𝑇 > 0,

𝑐𝐻𝜕𝑡𝑢 − _Δx𝑢 = 𝑓 in 𝑄𝑇 ,
𝑢 = 𝑔 on 𝜕Ω × (0, 𝑇), (1.2)

𝑢(x, 0) = 𝑢0(x) on Ω.

Here, 𝑐𝐻 > 0 and _ > 0 are given positive constant volumetric heat capacity and thermal
conductivity, respectively; the source term 𝑓 : 𝑄𝑇 → R, the initial condition 𝑢0 : Ω× {0} → R,
and the Dirichlet boundary condition 𝑔 : 𝜕Ω × (0, 𝑇) → R are given functions.

Introduce the functional spaces

𝑌 := 𝐿2
(︂
0, 𝑇 ;𝐻1

0 (Ω)
)︂
, 𝑋 :=

{︂
𝑣 ∈ 𝑌 ∩ 𝐻1

(︂
0, 𝑇 ;𝐻−1(Ω)

)︂
| 𝑣 = 0 in Ω × {0}

}︂
, (1.3)

endowed with the norms

∥𝑣∥2
𝑌 :=

∥︁∥︁∥︁_ 1
2∇x𝑣

∥︁∥︁∥︁2

𝐿2 (𝑄𝑇 )𝑑
, ∥𝑣∥2

𝑋 := ∥𝑐𝐻𝜕𝑡𝑣∥2
𝐿2 (0,𝑇 ;𝐻−1 (Ω)) + ∥𝑣∥2

𝑌 ,

respectively. We have used the following definition:

for any 𝜙 in 𝐿2(0, 𝑇 ;𝐻−1(Ω)), ∥𝜙∥𝐿2 (0,𝑇 ;𝐻−1 (Ω)) := sup
0≠𝑣∈𝑌

∫ 𝑇
0 ⟨𝜙, 𝑣⟩ dt
∥𝑣∥𝑌

,

where ⟨·, ·⟩ denotes the duality between 𝐻1
0 (Ω) and 𝐻−1(Ω).

Next, we define the space–time bilinear form 𝑏(·, ·) : 𝑋 × 𝑌 → R as

𝑏(𝑢, 𝑣) :=
∫ 𝑇

0

(︃
⟨𝑐𝐻𝜕𝑡𝑢, 𝑣⟩ +

∫
Ω

_∇x𝑢 · ∇x𝑣 dx
)︃

dt. (1.4)

2



1.3. Space–time methods for evolution PDEs

Several space–time discretizations of the heat equation (1.2) are based on the following standard
Petrov-Galerkin weak formulation for homogeneous initial and Dirichlet boundary conditions
(see [19, Ch. XVIII, §4.1]): {︄

find 𝑢 ∈ 𝑋 such that
𝑏(𝑢, 𝑣) =

∫ 𝑇
0 ⟨ 𝑓 , 𝑣⟩dt ∀𝑣 ∈ 𝑌 .

(1.5)

Problem (1.5) is well posed; see, e.g., [93, Corollary 2.3].

Remark 1.1 (Inhomogeneous initial and boundary conditions). Given ( 𝑓 , 𝑢0) in 𝐿2(0, 𝑇 ;𝐻−1(Ω))×
𝐿2(Ω), consider the following problem: find 𝑢 ∈ 𝑌 ∩ 𝐻1(0, 𝑇 ;𝐻−1(Ω)) such that⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∫ 𝑇

0

(︃
⟨𝑐𝐻𝜕𝑡𝑢, 𝑣⟩ +

∫
Ω

a∇x𝑢 · ∇x𝑣 dx
)︃

dt =
∫ 𝑇

0
⟨ 𝑓 , 𝑣⟩dt ∀𝑣 ∈ 𝐿2(0, 𝑇 ;𝐻−1(Ω))∫

Ω

𝑢(·, 0)𝑤 𝑑𝑥 =
∫
Ω

𝑢0𝑤 𝑑𝑥 ∀𝑤 ∈ 𝐿2(Ω).
(1.6)

The well-posedness of problem (1.6) is discussed, e.g., in [92, §5].
The case of inhomogeneous Dirichlet boundary conditions 𝑢 = 𝑔 on 𝜕Ω× (0, 𝑇) can be dealt

with assuming 𝑔 in 𝐻1(0, 𝑇 ;𝐻1/2(𝜕Ω)). Denote by 𝐺 : 𝑄𝑇 → R the solution to the family of
elliptic problems −aΔx𝐺 (·, 𝑡) = 0 in Ω with 𝐺 (·, 𝑡) = 𝑔(·, 𝑡) on 𝜕Ω for all 0 ≤ 𝑡 ≤ 𝑇 . The
function 𝐺 belongs to 𝐻1(0, 𝑇 ;𝐻1(Ω)), since 𝜕𝑡𝐺 solves a similar family of elliptic problems
with boundary data 𝜕𝑡𝑔 in 𝐿2(0, 𝑇 ;𝐻1/2(𝜕Ω))).

For the case of inhomogeneous initial and boundary conditions, denote by 𝑤 the solution to
problem (1.6) with source term 𝑓 − 𝑐𝐻𝜕𝑡𝐺 and initial condition 𝑢0 − 𝑔(·, 0). Then, 𝑢 = 𝐺 + 𝑤
solves the inhomogeneous initial-boundary value problem with data ( 𝑓 , 𝑢0, 𝑔). In particular, 𝑢
belongs to 𝐿2(0, 𝑇 ;𝐻1(Ω)) ∩ 𝐻1(0, 𝑇 ;𝐻−1(Ω)).

1.3 Space–time methods for evolution PDEs

Space–time Galerkin methods discretize all the variables in a time-dependent PDE at once; this is
in contrast with the method of lines, which combines a spatial discretization and a time-stepping
scheme. Space–time methods have attracted a lot of attention in the last decades, also due to
availability of modern computer resources. For recent surveys of space–time discretizations of
time-dependent PDEs, we refer to [69, 70, 83].

We list some of the main features and advantages of space–time methods.

• Space–time methods can achieve high order convergence rates in space and time.

• They provide discrete solutions that are available on the whole space–time domain, see
Figure 1.1.

• They may allow for local refinements/coarsening of the space–time mesh, see Figure 1.2.

• They may be used to solve problems on evolving domains.

• They can be combined with space–time parallel solvers.

3
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(a) Finite differences in space +
time-stepping
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(b) Finite elements in space +
time-stepping
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(c) Space-time methods

Figure 1.1 Schematic representation of the approximations provided by the method of lines
and space–time methods. The red color represents the domain of the discrete solution of each
method: (a) grid nodes on each time-step; (b) spatial mesh on each time-step; (c) the whole
space–time domain.

x

t

(a) Tensor-product mesh

x

t

(b) Local time-stepping

x

t

(c) Local space–time refinements

Figure 1.2 Examples of (1 + 1)-dimensional space–time meshes.

1.4 Trefftz discontinuous Galerkin methods

Trefftz methods are Galerkin discretizations characterized by using test and trial approximation
spaces that lie in the kernel of the target differential operator, i.e., spaces spanned by functions
that are local solutions to the considered PDE. Trefftz schemes are mainly motivated by their
significant reduction in the computational cost and the number of degrees of freedom with respect
to traditional polynomial approximations, and by their effectiveness in dealing with the intrinsic
highly oscillatory behavior in the solution of certain problems. Trefftz methods with lower-
dimensional spaces than standard finite element spaces, but similar approximation properties,
have been designed for many problems, e.g., Laplace and solid-mechanics problems [87]; the
Helmholtz equation [52]; the time-harmonic [51], and time-dependent [28] Maxwell’s equations;
the acoustic wave equation in second-order [7] and first-order [80] form; the Schrödinger
equation [43]; among others.

Discontinuous Galerkin (DG) methods [24] do not impose continuity on the approximation
in a strong sense, so they are specially suitable to be combined with Trefftz bases, which are
naturally discontinuous.
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1.5. Virtual element method

In many cases, well-posedness and quasi-optimality are proven for ultra-weak DG variational
formulations on very general discrete Trefftz spaces, as the analysis for such formulations do
not require the use of inverse estimates, see e.g., [40]. In fact, showing inverse estimates for
non-polynomial Trefftz spaces is a very difficult task. On the other hand, polynomial Trefftz
spaces can be easily combined with any DG variational formulation. A priori error estimates
depend on the specific choice of the discrete Trefftz space, which is desired to possess good
approximation properties.

1.5 Virtual element method

The virtual element method (VEM) was introduced in [9] as an extension of the finite element
method to general polytopic meshes for the approximation of solutions to the Poisson equation.
Trial and test spaces consist of functions that are solutions to local problems related to the
PDE problem to be approximated. Moreover, they typically contain polynomials of a given
maximum degree, together with nonpolynomial functions allowing for the enforcement of the
desired type of conformity in the global spaces. Such functions are not required to be explicitly
known. Suitable sets of degrees of freedom (DoFs) are chosen so that projections from local
virtual element spaces onto polynomial spaces can be computed out of them. Such polynomial
projectors and certain stabilizing bilinear forms are used to define the discrete bilinear forms.
A nonconforming version of the VEM for the Poisson equation was proposed in [3]. Unlike its
conforming counterpart, the nonconforming VEM can be presented in a unified framework for
any dimension, which significantly simplifies its analysis and implementation.

1.6 General outline of the dissertation

In the present dissertation, we propose and analyze some novel space–time methods for the
discretization of the time-dependent Schrödinger equation and the heat equation.

A space–time ultra-weak DG variational formulation for the Schödinger equation (1.1) is
introduced in Chapter 2. The method is proven to be well-posed, stable and quasi-optimal for
very general discrete spaces. We study the approximation properties of different discrete spaces:
the polynomial Trefftz space for problems with zero potential 𝑉 = 0 in Chapter 3; a Trefftz
space consisting of complex pseudo-plane wave functions for piecewise-constant potentials in
Chapter 4; the full polynomial space and a quasi-Trefftz subspace for piecewise-smooth potentials
in Chapter 5.

A nonconforming space–time virtual element method for the discretization of the heat
equation (6.19) and its well-posedness is presented in Chapter 6. An a priori error analysis of
the method is carried out in Chapter 7, where optimal convergence rates are proven for sufficiently
smooth solutions. An extension of the method to general prismatic mehes and variable degrees
of accuracy is presented in Chapter 8. In Chapter 9, we discuss several numerical aspects of the
method: some flagging strategies to speed up the assembling and solution of the linear system
stemming from the proposed method; the ℎ𝑝-convergence of the method for singular solutions;
an ℎ-adaptive procedure driven by a residual-type error indicator.

Part I: Time-dependent Schrödinger equation
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Chapter 1. Introduction

Chapter 2 We propose a space–time ultra-weak DG variational formulation for the Schrödinger
equation on very general prismatic space–time meshes. By choosing upwind numerical fluxes
on the space-like facets, the method allows for the decomposition of the global linear system
into a sequence of smaller linear systems on time slabs. Relying on the self-adjointness property
of the Schrödinger operator S𝜖 (·), a consistent volume penalty parameter is added order to
guarantee the coercivity of the sesquilinear form of the method for very general discrete spaces.
We show that a priori ℎ-convergence estimates in a mesh-dependent norm can be derived by
simply studying the approximation properties of the local discrete spaces, which will be studied
in the next chapters. We refer to Table 2.1 for an overview of the main features of each discrete
space.

Chapter 3 We analyze the approximation properties of the polynomial Trefftz space for the
Schrödinger equation with zero potential (𝑉 = 0). To the best of our knowledge, this is the first
study of a polynomial Trefftz-DG space for a PDE with derivatives of different orders. We show
that optimal ℎ-convergence is obtained if Trefftz polynomials of degree 2𝑝 in R𝑑+1 are used as
discrete spaces, by proving that such a space contains some extended Taylor polynomials of any
sufficiently regular solution to the Schrödinger equation (1.1a). We provide a practical way to
construct a basis for the space on any space dimension 𝑑 ∈ N, and prove that its dimension is
equal to that of the space of polynomials of degree 2𝑝 in R𝑑 .

Chapter 4 We introduce a pseudo-plane wave Trefftz space for the Schrödinger equation (1.1)
with piecewise-constant potential𝑉 . The definition of the basis functions depends on the choice
of some real parameters {𝑘ℓ}, and some unitary directions {dℓ} ⊂ R𝑑 . Based on the ideas
presented by O. Cessenat and B. Després in [15], we show that optimal ℎ-convergence can
be obtained, if for any sufficiently regular solution 𝜓 to the Schrödinger equation (1.1a), the
local Trefftz space contains an element with the same degree-𝑝 Taylor polynomial as that of 𝜓.
For 𝑑 = 1 and 𝑑 = 2, we provide some sufficient conditions on the parameters {𝑘ℓ} and the
directions {dℓ} that guarantee that such a condition is satisfied for the pseudo-plane wave Trefftz
space.

Chapter 5 In this chapter, we consider the Schrödinger equation (1.1) with piecewise-smooth
potential𝑉 . On each element 𝐾 of the space–time mesh, we construct a quasi-Trefftz polynomial
space that is tailored to contain the degree-𝑝 Taylor polynomial centered at some point (x𝐾 , 𝑡𝐾) ∈
𝐾 of any sufficiently regular solution to the Schrödinger equation (1.1a). We show optimal ℎ-
convergence estimates for the space of polynomials of degree 𝑝 in R𝑑+1 dimensions, and for the
quasi-Trefftz space.

Part II: Heat equation

Chapter 6 We introduce a space–time virtual element method for the discretization of the
heat equation (1.2) on tensor-product-in-time meshes. We design local virtual element spaces
consisting of functions that are solutions to local heat problems with polynomial data, and
find a set of unisolvent degrees of freedom. We introduce some projections onto the space of
polynomials that are computable for all the functions in the local virtual element space via the
aforementioned set of degrees of freedom. We construct global virtual element spaces that are
nonconforming across time-like facets, and discontinuous across space-like facets. Continuity
in time is weakly imposed through upwind fluxes that are defined in terms of the traces of a
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1.7. Open problems and future work

polynomial projection. We prove the well-posedness of the method, relying on a discrete inf-sup
condition.

Chapter 7 We present an a priori error analysis for the method introduced in Chapter 6. We
show some identities related to the nonconformity across time-like facets and the polynomial
inconsistency of the method. A Strang-type error bound is proven by using the discrete inf-sup
condition. An optimal ℎ-convergence error estimate is then obtained by estimating each term
of the error bound, namely, i) a virtual element interpolation error, ii) the variational crime
on the computation of the right-hand side, iii) the nonconformity across time-like facets, and
iv) polynomial error estimates. We present some numerical experiments that show optimal ℎ-
convergence of the method for smooth and singular solutions, and exponential convergence of
the 𝑝-version for smooth solutions.

Chapter 8 We extend the virtual element method (6.24) in Chapter 6 to the case of general
prismatic space–time meshes and variable degrees of accuracy. The definitions of the local
virtual element spaces, the polynomial projections, the discrete bilinear forms, and the discrete
norms are adapted to such a type of meshes. For the case of variable degrees, a maximum
strategy is described to fix the degrees of freedom associated with each element of the prismatic
space–time mesh.

Chapter 9 We discuss some numerical aspects of an efficient implementation of the virtual
element method (8.10). More precisely, we present some element flagging strategies to handle
efficiently the data structure of the space–time prismatic meshes, namely, a time-slab flagging
and an element-topology flagging. The former allows us to identify a time-slab decomposition
of the space–time mesh, which is then used to decompose the global linear system as a sequence
of smaller problems associated with each time-slab. The latter allows for a reduction in the
computational cost of assembling the linear system, by identifying elements with the same
topology and using a set of reference elements to compute the projections and evaluate the
discrete operators. We numerically assess the convergence of the ℎ𝑝-version of the method
for singular solutions on geometrically refined space–time meshes, which shows the expected
exponential convergence in terms of suitable roots of the total number of degrees of freedom.
We also present an ℎ-adaptive procedure driven by a residual-type error indicator, and compare
its results with a continuous finite element discretization of (1.2).

1.7 Open problems and future work

We list here some possible future research directions.

Time-dependent Schrödinger equation:

• The proof of optimal error estimates in mesh-independent norms such as 𝐿2(𝑄𝑇 ) (cf. the
duality approach used in [80, §5.4] for the wave equation).

• The 𝑝-convergence analysis for the quasi-Trefftz and Trefftz versions of the method, i.e. the
proof of convergence rates for sequences of discrete spaces obtained by local enrichment
on a fixed mesh. Only the best-approximation bounds are missing, as the quasi-optimality
bound (2.8) is independent of the discrete space. This is a very challenging task, which
was accomplished for the Helmholtz equation [79] but not yet for the wave equation.

7



Chapter 1. Introduction

• To carry out a careful analysis for the proposed method applied to the Schrödinger equa-
tion (1.1) in the semiclassical regime (0 < 𝜖 ≪ 1).

• The “sparsification” of the scheme, i.e. the combination with sparse-grid techniques in
space–time to improve its efficiency, e.g. along the lines of [8].

• The extension of the ℎ-convergence estimates for the pseudo-plane wave Trefftz spaces
introduced in Chapter 4 to space dimensions higher than 2.

• A more accurate analysis of the pseudo-plane wave Trefftz spaces in order to optimize
the choice of the parameters (𝑘ℓ and dℓ in (4.1)), improving conditioning, robustness and
accuracy.

• The analysis of the quasi-Trefftz version of the method with Sobolev regularity assumptions
for the exact solution.

• The extension to initial boundary value problems with non-reflecting boundary conditions,
which are often used to truncate unbounded domains (e.g. [2]). Under this respect the
Trefftz approach is promising as it allows for the selection of outward-propagating basis
functions on boundary cells, as in [27].

Heat equation:

• To prove explicit bounds for the stabilization term in the proposed virtual element method.
This is an important aspect, as the stabilization term in the method play a key role in
the conditioning of the linear system and the accuracy of the method, see the recent
survey [75].

• To derive error estimates in stronger norms such as in the 𝐿2(𝑄𝑇 ) norm or𝐻1(0, 𝑇 ; 𝐿2(Ω))-
type norms as it has been done in [14] for a DG method.

• The analysis of the ℎ𝑝 version of the method. In fact, polytopic methods allow for
extremely flexible geometries when refining towards the corners of the domain, and for
an easy handling of refinement-coarsening strategies in adaptive algorithms.

• To carry out an error analysis under lower-regularity conditions on the exact solution and
the data of the problem. This would explain the optimal convergence rates obtained also
for singular solutions.

• To carry out an a posteriori error analysis of the method, based on an efficient and effective
error estimator.

• The design of a Trefftz variant of the method, as those designed for the Poisson equa-
tion [76] and the Helmholtz equation [77].

• The design of space–time virtual element methods for other time-dependent PDEs (e.g.,
the Schrödinger equation, the wave equation, Maxwell’s equations).
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Chapter 2

Space–time discontinuous Galerkin method
for the Schrödinger equation
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2.1 Introduction

The literature on space–time Galerkin methods for the Schrödinger equation is very scarce. In
fact, the standard Petrov-Galerkin formulation for the Schrödinger equation, i.e., the analogous
formulation to that proposed in [93] for the heat equation, is not inf-sup stable, see [49, §2.2].
In [59], Karakashian and Makridakis proposed a space–time method for the Schrödinger equation
with nonlinear potential, combining a conforming Galerkin discretization in space and an
upwind DG time-stepping. This method reduces to a Radau-IIA Runge-Kutta time discretization
in the case of constant potentials. Moreover, under some restrictions on the mesh, that are
necessary to preserve the accuracy of the method, it allows for changing the spatial mesh on
each time-slab, but not for local time-stepping. A second version of the method, obtained by
enforcing the transmission of information from the past through a projection, was proposed
in [60]. This version reduces to a Legendre Runge-Kutta time discretization in the case of
constant potentials. Recently, some space–time methods based on ultra-weak formulations of
the Schrödinger equation have been designed. The well-posedness of such formulations requires
weaker assumptions on the mesh. In [21], Demkowicz et al., proposed a discontinuous Petrov-
Galerkin (DPG) formulation for the linear Schrödinger equation. The method is a conforming
discretization of an ultra-weak formulation of the Schrödinger equation in graph spaces. Well-
posedness and quasi-optimality of the method follow directly from the inf-sup stability (in a
graph norm) of the continuous Petrov-Galerkin formulation. In [49], Hain and Urban proposed a
space–time ultra-weak variational formulation for the Schrödinger equation with optimal inf-sup
constant. The formulation in [49] is closely related to the DPG method in [21], but differs in
the choice of the test and trial spaces. While in the latter one first fixes a trial space and then
construct a suitable test space, the former requires the choice of a conforming test space and then
the trial space is defined accordingly. We are not aware of publications proposing space–time
DG methods for the Schrödinger equation other than [21, 49, 59, 60] and [43].



Chapter 2. Space–time discontinuous Galerkin method for the Schrödinger equation

In this chapter, we introduce a space–time ultra-weak DG method for the discretization of
the Schrödinger equation. The main advantages of the method are the following:

• The proposed ultra-weak DG variational formulation of (1.1) is well-posed, stable, and
quasi-optimal in any space dimension for an almost arbitrary choice of piecewise-defined
discrete spaces and variable potentials.

• A priori error estimates in a mesh-dependent norm can be obtained by simply analyzing
the approximation properties of the local spaces.

• The method naturally allows for non-matching space-like and time-like facets and all our
theoretical results hold under standard assumptions on the space–time mesh, which make
the method suitable for adaptive versions and local time-stepping.

In Table 2.1, we summarize the features of the method with four different choices of discrete
spaces that will be discussed in the next chapters:

• the polynomial Trefftz space for problems with zero potential in Chapter 3;

• a non-polynomial Trefftz space of complex pseudo-plane wave functions for problems
with piecewise-constant potentials in Chapter 4;

• the full polynomial space and a quasi-Trefftz polynomial subspace for problems with
piecewise-smooth potentials in Chapter 5.

Discrete space Potential 𝑉 Local Dim. Reg. Sol. Conditioning
Polynomial Trefftz = 0

(︁𝑑+2𝑝
2𝑝

)︁
= O((2𝑝)𝑑) 𝜓 ∈ 𝐻 𝑝+1 (𝐾𝑡 ;𝐻2𝑝 (𝐾x)) O(ℎ−1)

space P2𝑝
T (𝐾) in (3.3)

Pseudo-plane wave Trefftz Piecewise- (︁𝑑+𝑝−1
𝑑

)︁ 2𝑝+𝑑
𝑝

= O(𝑝𝑑) 𝜓 ∈ 𝐻 𝑝+1 (𝐾) O(ℎ−(2𝑝+1) )space T𝑝 (𝐾) in (4.1) constant

Full polynomial Piecewise- (︁𝑑+𝑝+1
𝑝

)︁
= O(𝑝𝑑+1) 𝜓 ∈ 𝐻 𝑝+1 (𝐾) O(ℎ−1)space P𝑝 (𝐾) smooth

Quasi-Trefftz polynomial Piecewise- (︁𝑑+𝑝−1
𝑑

)︁ 2𝑝+𝑑
𝑝

= O(𝑝𝑑) 𝜓 ∈ C𝑝+1 (𝐾) O(ℎ−1)space QT𝑝 (𝐾) in (5.2) smooth

Table 2.1 Comparison of theoretical and numerical properties of different discrete spaces for the
variational formulation (2.3). Second column: potentials𝑉 that are allowed. Third column: dimension
of the local discrete space on a prismatic element 𝐾 = 𝐾x ×𝐾𝑡 of the space–time mesh Tℎ that guarantees
convergence of order O(ℎ𝑝) for the error of the method in a mesh-dependent norm. Fourth column:
Local regularity required to obtain optimal convergence. Fifth column: Behaviour of the condition
number ^2(·) of the stiffness matrix numerically observed in Section 5.5.5.

From Table 2.1, we conclude that the quasi-Trefftz and full polynomial versions of the method
are the most robust, as they allow for more general problems and produce better conditioned
matrices. Among them, the quasi-Trefftz version of the method requires much fewer degrees of
freedom (O(𝑝𝑑) per element), than the full polynomial version which requires O(𝑝𝑑+1) degrees
of freedom per element, and achieves the same convergence rates under slightly stronger local
regularity assumptions of the exact solution.
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2.2. Space–time mesh and DG notation

Structure of the chapter: In Section 2.2, we introduce some notation on the space–time
meshes that we use. In Section 2.3, we propose an ultra-weak DG variational formulation on
abstract spaces. Section 2.4 is devoted to the analysis of well-posedness, stability and quasi-
optimality of the method. In Section 2.5 we introduce some preliminary results that will be used
to derive a priori error estimates in the subsequent chapters.

2.2 Space–time mesh and DG notation

Let Tℎ be a non-overlapping prismatic partition of 𝑄𝑇 , i.e., each element 𝐾 ∈ Tℎ can be written
as 𝐾 = 𝐾x × 𝐾𝑡 for a 𝑑-dimensional polytope 𝐾x ⊂ Ω and a time interval 𝐾𝑡 ⊂ 𝐼. We use
the notation ℎ𝐾x = diam(𝐾x), ℎ𝐾𝑡 = |𝐾𝑡 | and ℎ𝐾 = diam(𝐾) = (ℎ2

𝐾x
+ ℎ2

𝐾𝑡
)1/2. We call

“mesh facet” any intersection 𝐹 = 𝜕𝐾1 ∩ 𝜕𝐾2 or 𝐹 = 𝜕𝐾1 ∩ 𝜕𝑄𝑇 , for 𝐾1, 𝐾2 ∈ Tℎ, that has
positive 𝑑-dimensional measure and is contained in a 𝑑-dimensional hyperplane. We denote
by n⃗𝐹 = (n⃗x

𝐹 , 𝑛
𝑡
𝐹
) ∈ R𝑑+1 one of the two unit normal vectors orthogonal to 𝐹 with either 𝑛𝑡

𝐹
= 0

or 𝑛𝑡
𝐹
= 1. We assume that each internal mesh facet 𝐹 is either

a space-like facet if n⃗x
𝐹 = 0, or a time-like facet if 𝑛𝑡𝐹 = 0.

We further denote the mesh skeleton and its parts as

Fℎ :=
⋃︂
𝐾∈Tℎ

𝜕𝐾, F 0
ℎ := Ω × {0} , F 𝑇

ℎ := Ω × {𝑇} ,

F D
ℎ :=ΓD × (0, 𝑇), F N

ℎ := ΓN × (0, 𝑇), F R
ℎ := ΓR × (0, 𝑇),

F time
ℎ := the union of all the internal time-like facets,

F space
ℎ

:= the union of all the internal space-like facets.

We employ the standard DG notation for the averages {{·}} and space ⟦·⟧N and time ⟦·⟧𝑡 jumps
for piecewise complex scalar 𝑤 and vector 𝝉 fields:{︄

{{𝑤}} := 1
2
(︁
𝑤 |𝐾1 + 𝑤 |𝐾2

)︁
{{𝝉}} := 1

2
(︁
𝝉 |𝐾1 + 𝝉 |𝐾2

)︁ on 𝜕𝐾1 ∩ 𝜕𝐾2 ⊂ F time
ℎ ,{︄

⟦𝑤⟧N := 𝑤 |𝐾1n⃗
x
𝐾1 + 𝑤 |𝐾2n⃗

x
𝐾2

⟦𝝉⟧N := 𝝉 |𝐾1 · n⃗x
𝐾1 + 𝝉 |𝐾2 · n⃗x

𝐾2

on 𝜕𝐾1 ∩ 𝜕𝐾2 ⊂ F time
ℎ ,

⟦𝑤⟧𝑡 := 𝑤 |𝐾1𝑛
𝑡
𝐾1

+ 𝑤 |𝐾2𝑛
𝑡
𝐾2

= 𝑤− − 𝑤+ on 𝜕𝐾1 ∩ 𝜕𝐾2 ⊂ F space
ℎ

,

where n⃗x
𝐾 ∈ R𝑑 and 𝑛𝑡

𝐾
∈ R are the space and time components of the outward-pointing unit

normal vectors on 𝜕𝐾 ∩ F time
ℎ

and 𝜕𝐾 ∩ F space
ℎ

, respectively. The superscripts “−” and “+” are
used to denote the traces of a function on a space-like facet from the elements “before” (−) and
“after” (+) the facet.

We denote the space–time broken function spaces as

𝐻𝑠 (Tℎ) := {𝑣 ∈ 𝐿2(𝑄𝑇 ), 𝑣 |𝐾 ∈ 𝐻𝑠 (𝐾) ∀𝐾 ∈ Tℎ} 𝑠 ∈ R+,
C𝑠 (Tℎ) := {𝑣 : 𝑄𝑇 → C, 𝑣 |𝐾 ∈ C𝑠 (𝐾) ∀𝐾 ∈ Tℎ} 𝑠 ∈ N.
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Chapter 2. Space–time discontinuous Galerkin method for the Schrödinger equation

2.3 Ultra-weak discontinuous Galerkin formulation

For any finite-dimensional subspace Vℎ𝑝 (Tℎ) of the broken Bochner–Sobolev space

V(Tℎ) :=
∏︂
𝐾∈Tℎ

𝐻1
(︂
𝐾𝑡 ; 𝐿2(𝐾x)

)︂
∩ 𝐿2

(︂
𝐾𝑡 ;𝐻2 (𝐾x)

)︂
,

the proposed ultra-weak DG variational formulation for the Schrödinger equation (1.1) is:
Seek 𝜓ℎ𝑝 ∈ Vℎ𝑝 (Tℎ) such that the following equation is satisfied for all 𝐾 ∈ Tℎ:∫
𝐾

𝜓ℎ𝑝S𝜖 𝑠ℎ𝑝 d𝑉 +
∫
𝜕𝐾

[︃
𝑖𝜖ˆ︁𝜓ℎ𝑝𝑠ℎ𝑝𝑛𝑡𝐾 + 𝜖

2

2

(︂ˆ︃ˆ︃∇x𝜓ℎ𝑝𝑠ℎ𝑝 − ˆ︁𝜓ℎ𝑝∇𝑠ℎ𝑝)︂ · n⃗x
𝐾

]︃
d𝑆

+ 𝑖
∫
𝐾

`S𝜖𝜓ℎ𝑝S𝜖 𝑠ℎ𝑝 d𝑉 = 0 ∀𝑠ℎ𝑝 ∈ Vℎ𝑝 (Tℎ),
(2.1)

where · denotes the complex conjugate. The first two terms in Equation (2.1) are obtained
integrating by parts the product of Equation (1.1a) and 𝑠ℎ𝑝 twice in space and once in time. The
last term in Equation (2.1) is a local least-squares volume penalty term that is added to guarantee
the well-posedness of the variational formulation (2.1) for an almost arbitrary choice of discrete
spaces, see Proposition 2.5 below.

The so-called numerical fluxes ˆ︁𝜓ℎ𝑝 and ˆ︃ˆ︃∇x𝜓ℎ𝑝 are approximations of the traces of 𝜓ℎ𝑝
and ∇x𝜓ℎ𝑝 on Fℎ. We choose them as:

ˆ︁𝜓ℎ𝑝 :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

𝜓−
ℎ𝑝

on F space
ℎ

,
𝜓ℎ𝑝 on F 𝑇

ℎ
,

𝜓0 on F 0
ℎ

,{︁{︁
𝜓ℎ𝑝

}︁}︁
− 𝑖𝛽

⟦︁
∇x𝜓ℎ𝑝

⟦︁
N on F time

ℎ
,

𝑔D on F D
ℎ

,
𝜓ℎ𝑝 − 𝑖𝛽

(︁
𝜕nx𝜓ℎ𝑝 − 𝑔N

)︁
on F N

ℎ
,

𝜓ℎ𝑝 − 𝛿(𝑖𝜗)−1 (︁
𝜕nx𝜓ℎ𝑝 − 𝑖𝜗𝜓ℎ𝑝 − 𝑔R

)︁
on F R

ℎ
,

ˆ︃ˆ︃∇x𝜓ℎ𝑝 :=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

{︁{︁
∇x𝜓ℎ𝑝

}︁}︁
+ 𝑖𝛼

⟦︁
𝜓ℎ𝑝

⟦︁
N on F time

ℎ
,

∇x𝜓ℎ𝑝 + 𝑖𝛼
(︁
𝜓ℎ𝑝 − 𝑔D

)︁
n⃗x
Ω on F D

ℎ
,

𝑔Nn⃗x
Ω, on F N

ℎ
,

∇x𝜓ℎ𝑝 − (1 − 𝛿)
(︁
∇x𝜓ℎ𝑝 − 𝑖𝜗𝜓ℎ𝑝 − 𝑔R

)︁
n⃗x
Ω on F R

ℎ
.

The mesh-dependent stabilization functions

𝛼 ∈ 𝐿∞(F time
ℎ ∪ F D

ℎ ), ess infF time
ℎ

∪F D
ℎ
𝛼 > 0,

𝛽 ∈ 𝐿∞(F time
ℎ ∪ F N

ℎ ), ess infF time
ℎ

∪F N
ℎ
𝛽 > 0,

𝛿 ∈ 𝐿∞(F R
ℎ ), 0 < 𝛿 ≤ 1

2
,
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2.3. Ultra-weak discontinuous Galerkin formulation

` ∈ 𝐿∞(𝑄𝑇 ), ess inf𝑄𝑇 ` > 0,

play an important role in the convergence of the method. In order to guarantee optimal conver-
gence in a mesh-dependent norm, we set them as

min
{︁
ℎ2
𝐾𝑡
, ℎ2

𝐾x

}︁
≤ 𝜖2` |𝐾 ≤ max

{︁
ℎ2
𝐾𝑡
, ℎ2

𝐾x

}︁
, 𝛿 |𝐾 = min

(︃
𝜗ℎ𝐾x ,

1
2

)︃
,

𝛼 |𝐹 =
1
ℎ𝐹x

∀𝐹 ⊂ F time
ℎ ∪ F D

ℎ , 𝛽 |𝐹 = ℎ𝐹x ∀𝐹 ⊂ F time
ℎ ∪ F N

ℎ ,

(2.2)

where {︄
ℎ𝐹x = ℎ𝐾x if 𝐹 ⊂ 𝜕𝐾 ∩

(︂
F D
ℎ

∪ F N
ℎ

)︂
,

min{ℎ𝐾1
x
, ℎ𝐾2

x
} ≤ ℎ𝐹x ≤ max{ℎ𝐾1

x
, ℎ𝐾2

x
} if 𝐹 = 𝐾1 ∩ 𝐾2 ⊂ F time

ℎ
.

After summing Equation (2.1) over all the elements 𝐾 ∈ Tℎ and substituting the definition of the
numerical fluxes, the following ultra-weak DG variational formulation is obtained:

Seek 𝜓ℎ𝑝 ∈ Vℎ𝑝 (Tℎ) such that: A
(︁
𝜓ℎ𝑝; 𝑠ℎ𝑝

)︁
= ℓ(𝑠ℎ𝑝) ∀𝑠ℎ𝑝 ∈ Vℎ𝑝 (Tℎ), (2.3)

where

A
(︁
𝜓ℎ𝑝; 𝑠ℎ𝑝

)︁
:=

∑︂
𝐾∈Tℎ

∫
𝐾

𝜓ℎ𝑝S𝜖 𝑠ℎ𝑝 d𝑉 + 𝑖𝜖
(︄∫

F space
ℎ

𝜓−
ℎ𝑝

⟦︁
𝑠ℎ𝑝

⟦︁
𝑡
dx +

∫
F𝑇
ℎ

𝜓ℎ𝑝𝑠ℎ𝑝dx

)︄
+ 𝜖

2

2

∫
F time
ℎ

(︂ {︁{︁
∇x𝜓ℎ𝑝

}︁}︁
·

⟦︁
𝑠ℎ𝑝

⟦︁
N + 𝑖𝛼

⟦︁
𝜓ℎ𝑝

⟦︁
N ·

⟦︁
𝑠ℎ𝑝

⟦︁
N

−
{︁{︁
𝜓ℎ𝑝

}︁}︁ ⟦︁
∇x𝑠ℎ𝑝

⟦︁
N + 𝑖𝛽

⟦︁
∇x𝜓ℎ𝑝

⟦︁
N

⟦︁
∇x𝑠ℎ𝑝

⟦︁
N

)︂
d𝑆

+ 𝜖
2

2

∫
F D
ℎ

(︁
𝜕nx𝜓ℎ𝑝 + 𝑖𝛼𝜓ℎ𝑝

)︁
𝑠ℎ𝑝d𝑆

+ 𝜖
2

2

∫
F N
ℎ

(︁
−𝜓ℎ𝑝𝜕nx𝑠ℎ𝑝 + 𝑖𝛽

(︁
𝜕nx𝜓ℎ𝑝

)︁ (︁
𝜕nx𝑠ℎ𝑝

)︁ )︁
d𝑆

+ 𝜖
2

2

∫
F R
ℎ

(︁
𝛿𝜕nx𝜓ℎ𝑝 + (1 − 𝛿)𝑖𝜗𝜓ℎ𝑝

)︁ (︃
𝑠ℎ𝑝 +

𝑖

𝜗
𝜕nx𝑠ℎ𝑝

)︃
d𝑆

+ 𝑖
∑︂
𝐾∈Tℎ

∫
𝐾

`S𝜖𝜓ℎ𝑝S𝜖 𝑠ℎ𝑝 d𝑉,

ℓ(𝑠ℎ𝑝) :=𝑖𝜖
∫
F 0
ℎ

𝜓0𝑠ℎ𝑝dx + 𝜖
2

2

∫
F D
ℎ

𝑔D
(︁
𝜕nx𝑠ℎ𝑝 + 𝑖𝛼𝑠ℎ𝑝

)︁
d𝑆

+ 𝜖
2

2

∫
F N
ℎ

𝑔N
(︁
−𝑠ℎ𝑝 + 𝑖𝛽𝜕nx𝑠ℎ𝑝

)︁
d𝑆 + 𝜖

2

2

∫
F R
ℎ

𝑔R

(︃
(𝛿 − 1)𝑠ℎ𝑝 +

𝑖𝛿

𝜗
𝜕nx𝑠ℎ𝑝

)︃
d𝑆.

Remark 2.1 (Trefftz spaces). If we require the discrete space Vℎ𝑝 (Tℎ) to satisfy the Trefftz
property (S𝜖𝜓ℎ𝑝 |𝐾 = 0, ∀𝐾 ∈ Tℎ), all the volume terms in the variational formulation (2.3)
vanish, thus recovering the Trefftz-DG formulation in [43]. In such a case, the definitions
of A (·; ·) and ℓ(·) are independent of the potential 𝑉 , which has an effect only on the discrete
space.
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Chapter 2. Space–time discontinuous Galerkin method for the Schrödinger equation

Remark 2.2 (Implicit time-stepping through slabs). The variational problem (2.3) is a global
problem involving all the degrees of freedom of the discrete solution for the whole space–time
cylinder 𝑄𝑇 . However, as upwind numerical fluxes are taken on the space-like facets, if the
space–time prismatic mesh Tℎ can be decomposed into time slabs (i.e., if the mesh elements
can be grouped in sets of the form Ω × (𝑡𝑛−1, 𝑡𝑛) for a partition of the time interval of the
form 0 = 𝑡0 < 𝑡1 < . . . < 𝑡𝑁 = 𝑇 , the global linear system stemming from (2.3) can be solved as
a sequence of 𝑁 smaller systems of the form

K𝑛Ψ
(𝑛)
ℎ

= 𝑏𝑛 1 ≤ 𝑛 ≤ 𝑁,

where 𝑏𝑛 = R𝑛Ψ
(𝑛−1)
ℎ

for 𝑛 = 2, . . . , 𝑁 . This is comparable to an implicit time-stepping, and it
naturally allows for local mesh refinement in different regions of the space–time cylinder 𝑄𝑇 .
Moreover, when Tℎ is a tensor-product space–time mesh, the potential 𝑉 does not vary in time,
and the partition of the time interval is uniform, the matrices K𝑛 and R𝑛 are the same for every
time slab.

Remark 2.3 (Self-adjointness and volume penalty term). The well-posedness of the variational
formulation (2.3) strongly relies on the 𝐿2(𝐾)-self-adjointness of the Schrödinger operatorS𝜖 (·)
on each 𝐾 ∈ Tℎ (in the sense that

∫
𝐾
S𝜖𝜓 𝜑 d𝑉 =

∫
𝐾
𝜓 S𝜖𝜑 d𝑉 for all 𝜓 ∈ V(Tℎ), 𝜑 ∈ C∞

0 (𝐾),
thanks to the fact that the only odd derivative in S𝜖 is multiplied by the imaginary unit), which
makes the local Galerkin-least squares correction term consistent. On the one hand, such a
term is essential in the proof of coercivity of the sesquilinear form A (· ; ·) (see Proposition 2.5
below). On the other hand, numerical experiments suggest that it can be neglected without
losing accuracy and stability, see Section 5.5.2. This is also the case for the quasi-Trefftz DG
method for the Helmholtz equation [56, §5.1.3] and for the wave equation [55, §5.1], where a
similar correction term was used. Nonetheless, in the design of an ultra-weak DG discretization
for a PDE with a non-self-adjoint differential operator L(·) (e.g., the heat operator L(·) =

(𝜕𝑡 − Δx) (·)), the corresponding local least-squares correction term
∑︁
𝐾∈Tℎ

∫
𝐾
`L𝜓ℎ𝑝L𝑠ℎ𝑝 d𝑉

would not control the consistency term
∑︁
𝐾∈Tℎ

∫
𝐾
𝜓ℎ𝑝L∗𝑠ℎ𝑝 d𝑉 arising from the integration by

parts.

Remark 2.4 (Time-dependent potentials). The variational problem (2.3) allows for time-
dependent potentials 𝑉 . This is an important feature as, in such a case, the method of separation
of variables cannot be used to reduce the time-dependent problem (1.1) to the time-independent
Schrödinger equation.

2.4 Well-posedness, stability and quasi-optimality of the DG
method

The theoretical results in this section are derived for any space dimension 𝑑 ∈ N, and are
independent of the specific choice of the discrete space Vℎ𝑝 (Tℎ). Moreover, inverse estimates
are not needed in the analysis. This is an important advantage in comparison to other DG-type
formulations (such as interior-penalty, see [7] for a Trefftz example) as inverse estimates for
non-polynomial discrete spaces are in general hard to obtain (see [40, §3.2]).

Recalling that the volume penalty function `, the stabilization functions 𝛼, 𝛽 and the
impedance function 𝜗 are positive, and that 𝛿 ∈ (0, 1

2 ], we define the following mesh-dependent
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2.4. Well-posedness, stability and quasi-optimality of the DG method

norms on V(Tℎ):

| | |𝑤 | | |2DG :=
∑︂
𝐾∈Tℎ

∥︁∥︁∥︁∥︁` 1
2

(︃
𝑖𝜖𝜕𝑡𝑤 + 𝜖

2

2
Δx𝑤 −𝑉𝑤

)︃∥︁∥︁∥︁∥︁2

𝐿2 (𝐾)
+ 𝜖

2

(︂∥︁∥︁⟦𝑤⟧𝑡∥︁∥︁2
𝐿2 (F space

ℎ
) + ∥𝑤∥2

𝐿2 (F𝑇
ℎ
∪F 0

ℎ
)

)︂
+ 𝜖

2

2

(︄ ∥︁∥︁∥︁𝛼 1
2 ⟦𝑤⟧N

∥︁∥︁∥︁2

𝐿2 (F time
ℎ

)𝑑
+

∥︁∥︁∥︁𝛽 1
2 ⟦∇x𝑤⟧N

∥︁∥︁∥︁2

𝐿2 (F time
ℎ

)
+

∥︁∥︁∥︁𝛼 1
2𝑤

∥︁∥︁∥︁2

𝐿2 (F D
ℎ
)

(2.4a)

+
∥︁∥︁∥︁𝛽 1

2 𝜕nx𝑤

∥︁∥︁∥︁2

𝐿2 (F N
ℎ
)
+

∥︁∥︁∥︁(︁𝜗(1 − 𝛿)
)︁ 1

2𝑤

∥︁∥︁∥︁2

𝐿2 (F R
ℎ
)
+

∥︁∥︁∥︁∥︁(︂𝛿𝜗−1
)︂ 1

2
𝜕nx𝑤

∥︁∥︁∥︁∥︁2

𝐿2 (F R
ℎ
)

)︄
,

| | |𝑤 | | |2
DG+ := | | |𝑤 | | |2DG +

∑︂
𝐾∈Tℎ

∥︁∥︁∥︁`− 1
2𝑤

∥︁∥︁∥︁2

𝐿2 (𝐾)
+ 𝜖

2
∥𝑤−∥2

𝐿2 (F space
ℎ

) +
𝜖2

2

(︄ ∥︁∥︁∥︁𝛼− 1
2 {{∇x𝑤}}

∥︁∥︁∥︁2

𝐿2 (F time
ℎ

)𝑑

+
∥︁∥︁∥︁𝛼− 1

2 𝜕nx𝑤

∥︁∥︁∥︁
𝐿2 (F D

ℎ
)
+

∥︁∥︁∥︁𝛽− 1
2 {{𝑤}}

∥︁∥︁∥︁2

𝐿2 (F time
ℎ

)
+

∥︁∥︁∥︁𝛽− 1
2𝑤

∥︁∥︁∥︁2

𝐿2 (F N
ℎ
)
+

∥︁∥︁∥︁(𝛿−1𝜗) 1
2𝑤

∥︁∥︁∥︁2

𝐿2 (F R
ℎ
)

)︄
.

(2.4b)

The sum of the 𝐿2(𝐾)-type terms ensures that | | | · | | |DG+ is a norm. That | | | · | | |DG is a norm
on V(Tℎ) follows from the following reasoning: if𝑤 ∈ V(Tℎ) and | | |𝑤 | | |DG = 0, then𝑤 ∈ 𝐻1(𝑄𝑇 )
and satisfies the Schrödinger equation (1.1) with homogeneous initial and boundary conditions.
Moreover, integration by parts gives the following identity for all 𝑡 ∈ (0, 𝑇]

0 = ℑ𝔪

(︃∫ 𝑡

0

∫
Ω

(︃
𝑖𝜖𝜕𝑡𝑤 + 𝜖

2

2
Δx𝑤 −𝑉𝑤

)︃
𝑤 dx ds

)︃
= ℜ𝔢

(︃
𝜖

∫ 𝑡

0

∫
Ω

𝜕𝑡𝑤𝑤 dx ds
)︃
+ ℑ𝔪

(︂ 𝜖2

2

∫ 𝑡

0
∥∇x𝑤∥2

𝐿2 (Ω)𝑑 ds

+ 𝑖𝜖
2

2

∫ 𝑡

0

∥︁∥︁∥︁𝜗 1
2𝑤

∥︁∥︁∥︁2

𝐿2 (ΓR)
ds −

∫ 𝑡

0

∫
Ω

𝑉 |𝑤 |2 dx ds
)︂

=
𝜖2

2

(︃
∥𝑤(·, 𝑡)∥2

𝐿2 (Ω) − ∥𝑤(·, 0)∥2
𝐿2 (Ω) +

∫ 𝑡

0

∥︁∥︁∥︁𝜗 1
2𝑤

∥︁∥︁∥︁2

𝐿2 (ΓR)

)︃
.

Then, ∥𝑤(·, 𝑡)∥2
𝐿2 (Ω) ≤ ∥𝑤(·, 0)∥2

𝐿2 (Ω) = 0, for all 𝑡 ∈ [0, 𝑇]; therefore, 𝑤 = 0.
The DG norms in (2.4a)–(2.4b) are chosen in order to ensure some properties of the sesquilin-

ear form A (·; ·) and the antilinear functional ℓ(·), from which the well-posedness and quasi-
optimality of the method (2.3) follow.

We recall some standard DG flux-jump identities that are instrumental in the proof of
Proposition 2.5 below. For all functions 𝑣 ∈ 𝐻1(Tℎ) and 𝝉 ∈ 𝐻1(Tℎ)𝑑 , it holds∫

F space
ℎ

(︃
ℜ𝔢

(︁
𝑣− ⟦𝑣⟧𝑡

)︁
− 1

2
⟦︁
|𝑣 |2

⟦︁
𝑡

)︃
dx =

1
2

∫
F space
ℎ

|︁|︁⟦𝑣⟧𝑡 |︁|︁2 dx , (2.5a)∫
F time
ℎ

(︁
{{𝑣}} ⟦𝝉⟧N + {{𝝉}} · ⟦𝑣⟧N

)︁
d𝑆 =

∫
F time
ℎ

⟦𝑣𝝉⟧N d𝑆. (2.5b)

Proposition 2.5 (Coercivity). For all 𝑤 ∈ V(Tℎ) the following identity holds

ℑ𝔪
(︁
A (𝑤; 𝑤)

)︁
= | | |𝑤 | | |2DG .
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Chapter 2. Space–time discontinuous Galerkin method for the Schrödinger equation

Proof. Elementwise integration by parts for 𝑤 ∈ Vℎ𝑝 (Tℎ) gives the identity:

ℑ𝔪

(︃ ∑︂
𝐾∈Tℎ

∫
𝐾

𝑤

(︂
𝑖𝜖𝜕𝑡𝑤 + 𝜖

2

2
Δx𝑤 −𝑉𝑤

)︂
d𝑉

)︃
= − 𝜖

2

∑︂
𝐾∈Tℎ

∫
𝐾

𝜕𝑡 |𝑤 |2 d𝑉 + 𝜖
2

2
ℑ𝔪

(︃ ∫
F time
ℎ

⟦𝑤∇x𝑤⟧N d𝑆 +
∫
𝜕Ω×𝐼

𝑤𝜕nx𝑤d𝑆
)︃

= − 𝜖

2

(︃ ∫
F space
ℎ

⟦︁
|𝑤 |2

⟦︁
𝑡
dx +

∫
F𝑇
ℎ

|𝑤 |2 dx −
∫
F 0
ℎ

|𝑤 |2 dx
)︃

+ 𝜖
2

2
ℑ𝔪

(︃ ∫
F time
ℎ

⟦𝑤∇x𝑤⟧N d𝑆 +
∫
𝜕Ω×𝐼

𝑤𝜕nx𝑤d𝑆
)︃
. (2.6)

Together with the DG flux-jump identities in (2.5), this gives

ℑ𝔪 (A (𝑤; 𝑤)) (2.6)
=

∫
F space
ℎ

(︂
ℜ𝔢

(︁
𝜖𝑤− ⟦𝑤⟧𝑡

)︁
− 𝜖

2
⟦︁
|𝑤 |2

⟦︁
𝑡

)︂
dx + 𝜖

2

(︃ ∫
F𝑇
ℎ

|𝑤 |2 dx +
∫
F 0
ℎ

|𝑤 |2 dx
)︃

+ 𝜖
2

2

(︄ ∫
F time
ℎ

ℑ𝔪

(︂
{{∇x𝑤}} · ⟦𝑤⟧N − {{𝑤}} ⟦∇x𝑤⟧N + ⟦𝑤∇x𝑤⟧N

)︂
d𝑆

+
∫
F time
ℎ

(︂
𝛼

|︁|︁⟦𝑤⟧N
|︁|︁2 + 𝛽 |︁|︁⟦∇x𝑤⟧N

|︁|︁2)︂ d𝑆 +
∫
F D
ℎ

𝛼 |𝑤 |2 d𝑆

+
∫
F N
ℎ

𝛽
|︁|︁𝜕nx𝑤

|︁|︁2 d𝑆 +
∫
F R
ℎ

(︂
𝜗(1 − 𝛿) |𝑤 |2 + (𝛿𝜗−1)

|︁|︁𝜕nx𝑤
|︁|︁2)︂ d𝑆

)︄
+

∑︂
𝐾∈Tℎ

∫
𝐾

` |S𝜖𝑤 |2 d𝑉 (2.5)
= | | |𝑤 | | |2DG .

Proposition 2.6 (Continuity). The sesquilinear form A (·; ·) and the antilinear functional ℓ(·)
are continuous in the following sense: ∀𝑣, 𝑤 ∈ V(Tℎ)

|A (𝑣; 𝑤) | ≤ 2| | |𝑣 | | |DG+ | | |𝑤 | | |DG , (2.7a)

|ℓ(𝑣) | ≤
(︂
2𝜖 ∥𝜓0∥2

𝐿2 (F 0
ℎ
) + 𝜖

2
∥︁∥︁∥︁𝛼 1

2𝑔D

∥︁∥︁∥︁2

𝐿2 (F D
ℎ
)

+ 𝜖2
∥︁∥︁∥︁𝛽 1

2𝑔N

∥︁∥︁∥︁2

𝐿2 (F N
ℎ
)
+ 𝜖2

∥︁∥︁∥︁𝜗− 1
2𝑔R

∥︁∥︁∥︁2

𝐿2 (F R
ℎ
)

)︂ 1
2 | | |𝑤 | | |DG+ . (2.7b)

Proof. Let 𝑣, 𝑤 ∈ V(Tℎ). After applying the Cauchy–Schwarz inequality several times and
using the inequality 𝛿 ≤ 1 − 𝛿 < 1, we obtain

|A (𝑣; 𝑤) | ≤
∑︂
𝐾∈Tℎ

(︃∥︁∥︁∥︁`− 1
2 𝑣

∥︁∥︁∥︁
𝐿2 (𝐾)

+
∥︁∥︁∥︁` 1

2S𝜖𝑣
∥︁∥︁∥︁
𝐿2 (𝐾)

)︃ ∥︁∥︁∥︁` 1
2S𝜖𝑤

∥︁∥︁∥︁
𝐿2 (𝐾)

+ 𝜖
(︂
∥𝑣−∥𝐿2 (F space

ℎ
)
∥︁∥︁⟦𝑤⟧𝑡∥︁∥︁𝐿2 (F space

ℎ
) + ∥𝑣∥𝐿2 (F𝑇

ℎ
) ∥𝑤∥𝐿2 (F𝑇

ℎ
)

)︂
+ 𝜖

2

2

(︂ ∥︁∥︁∥︁𝛼− 1
2 𝜕nx𝑣

∥︁∥︁∥︁
𝐿2 (F D

ℎ
)
+

∥︁∥︁∥︁𝛼 1
2 𝑣

∥︁∥︁∥︁
𝐿2 (F D

ℎ
)

)︂ ∥︁∥︁∥︁𝛼 1
2𝑤

∥︁∥︁∥︁
𝐿2 (F D

ℎ
)
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2.4. Well-posedness, stability and quasi-optimality of the DG method

+ 𝜖
2

2

(︂ ∥︁∥︁∥︁𝛽− 1
2 𝑣

∥︁∥︁∥︁
𝐿2 (F N

ℎ
)
+

∥︁∥︁∥︁𝛽 1
2 𝜕nx𝑣

∥︁∥︁∥︁
𝐿2 (F N

ℎ
)

)︂ ∥︁∥︁∥︁𝛽 1
2 𝜕nx𝑤

∥︁∥︁∥︁
𝐿2 (F N

ℎ
)

+ 𝜖
2

2

(︂ ∥︁∥︁∥︁(𝛿𝜗−1) 1
2 𝜕nx𝑣

∥︁∥︁∥︁
𝐿2 (F R

ℎ
)
+

∥︁∥︁∥︁((1 − 𝛿)𝜗) 1
2 𝑣

∥︁∥︁∥︁
𝐿2 (F R

ℎ
)

)︂ ∥︁∥︁∥︁((1 − 𝛿)𝜗) 1
2𝑤

∥︁∥︁∥︁
𝐿2 (F R

ℎ
)

+ 𝜖
2

2

(︂ ∥︁∥︁∥︁(𝛿𝜗−1) 1
2 𝜕nx𝑣

∥︁∥︁∥︁
𝐿2 (F R

ℎ
)
+

∥︁∥︁∥︁(𝛿−1𝜗) 1
2 𝑣

∥︁∥︁∥︁
𝐿2 (F R

ℎ
)

)︂ ∥︁∥︁∥︁(𝛿𝜗−1) 1
2 𝜕nx𝑤

∥︁∥︁∥︁
𝐿2 (F R

ℎ
)

+ 𝜖
2

2

(︂ ∥︁∥︁∥︁𝛼− 1
2 {{∇x𝑣}}

∥︁∥︁∥︁
𝐿2 (F time

ℎ
)𝑑
+

∥︁∥︁∥︁𝛼 1
2 ⟦𝑣⟧N

∥︁∥︁∥︁
𝐿2 (F time

ℎ
)𝑑

)︂ ∥︁∥︁∥︁𝛼 1
2 ⟦𝑤⟧N

∥︁∥︁∥︁
𝐿2 (F time

ℎ
)𝑑

+ 𝜖
2

2

(︂ ∥︁∥︁∥︁𝛽− 1
2 {{𝑣}}

∥︁∥︁∥︁
𝐿2 (F time

ℎ
)
+

∥︁∥︁∥︁𝛽 1
2 ⟦∇x𝑣⟧N

∥︁∥︁∥︁
𝐿2 (F time

ℎ
)

)︂ ∥︁∥︁∥︁𝛽 1
2 ⟦∇𝑤⟧N

∥︁∥︁∥︁
𝐿2 (F time

ℎ
)
.

Bound (2.7a) is then obtained by using the Cauchy–Schwarz inequality once again. The bound
for the linear operator ℓ(·) can be obtained in a similar way.

Theorem 2.7 (Quasi-optimality). For any finite-dimensional subspace Vℎ𝑝 (Tℎ) of V(Tℎ), there
exists a unique solution𝜓ℎ𝑝 ∈ Vℎ𝑝 (Tℎ) satisfying the variational formulation (2.3). Additionally,
the following quasi-optimality bound holds:

| | |𝜓 − 𝜓ℎ𝑝 | | |DG ≤ 3 inf
𝑠ℎ𝑝∈Vℎ𝑝 (Tℎ)

| | |𝜓 − 𝑠ℎ𝑝 | | |DG+ . (2.8)

Moreover, if 𝑔D = 0 and 𝑔N = 0 (or ΓD = ∅ and ΓN = ∅), then

| | |𝜓ℎ𝑝 | | |DG ≤
(︃
2𝜖 ∥𝜓0∥2

𝐿2 (F 0
ℎ
) + 𝜖

2
∥︁∥︁∥︁𝜗−1/2𝑔R

∥︁∥︁∥︁2

𝐿2 (F R
ℎ
)

)︃1/2
. (2.9)

Proof. Existence and uniqueness of the discrete solution 𝜓ℎ𝑝 ∈ Vℎ𝑝 (Tℎ) of the variational
formulation (2.3), and the quasi-optimality bound (2.8) follow directly from Propositions 2.5
and 2.6, the consistency of the variational formulation (2.3) and Lax–Milgram theorem. The
continuous dependence on the data (2.9) follows from Proposition 2.5, and the fact that if 𝑔D = 0
and 𝑔N = 0 (or ΓD = ∅ and ΓN = ∅), the term | | |𝑤 | | |DG+ on the right-hand side of (2.7b) can be
replaced by | | |𝑤 | | |DG .

Theorem 2.7 implies that it is possible to obtain error estimates in the mesh-dependent
norm | | | · | | |DG by studying the best approximation inVℎ𝑝 (Tℎ) of the exact solution in the | | | · | | |DG+

norm. Moreover, according to Proposition 2.8 below, a priori error estimates can be deduced
from the local approximation properties of the space Vℎ𝑝 (Tℎ) only, as the | | | · | | |DG+ norm can be
bounded in terms of local volume Sobolev seminorms and norms.

So far, we have not imposed any restriction on the space–time mesh Tℎ. Henceforth, in our
analysis we assume:

• Uniform star-shapedness: There exists 0 < 𝜌 ≤ 1
2 such that, each element 𝐾 ∈ Tℎ is

star-shaped with respect to the ball 𝐵 := 𝐵𝜌ℎ𝐾 (z𝐾 , 𝑠𝐾) centered at (z𝐾 , 𝑠𝐾) ∈ 𝐾 and with
radius 𝜌ℎ𝐾 .

• Local quasi-uniformity in space: there exists a number lqu(Tℎ) > 0 such that ℎ𝐾1,x ≤
ℎ𝐾2,x lqu(Tℎ) for all 𝐾1 = 𝐾1,x × 𝐾1,𝑡 , 𝐾2 = 𝐾2,x × 𝐾2,𝑡 ∈ Tℎ, whose intersection 𝐾1 ∩ 𝐾2
has positive 𝑑-dimensional measure.
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Chapter 2. Space–time discontinuous Galerkin method for the Schrödinger equation

The proof of Proposition 2.8 is a direct consequence of a collection of trace inequalities (see [12,
Thm. 1.6.6] and [80, Lemma 2]), which in our space–time setting can be written for any
element 𝐾 = 𝐾x × 𝐾𝑡 ∈ Tℎ as

∥𝜑∥2
𝐿2 (𝐾x×𝜕𝐾𝑡 ) ≤ 𝐶tr

(︂
ℎ−1
𝐾𝑡

∥𝜑∥2
𝐿2 (𝐾) + ℎ𝐾𝑡 ∥𝜕𝑡𝜑∥

2
𝐿2 (𝐾)

)︂
∀𝜑 ∈ 𝐻1

(︂
𝐾𝑡 ; 𝐿2(𝐾x)

)︂
,

∥𝜑∥2
𝐿2 (𝜕𝐾x×𝐾𝑡 ) ≤ 𝐶tr

(︂
ℎ−1
𝐾x

∥𝜑∥2
𝐿2 (𝐾) + ℎ𝐾x ∥∇x𝜑∥2

𝐿2 (𝐾)𝑑
)︂

∀𝜑 ∈ 𝐿2
(︂
𝐾𝑡 ;𝐻1 (𝐾x)

)︂
,

∥∇x𝜑∥2
𝐿2 (𝜕𝐾x×𝐾𝑡 )𝑑 ≤ 𝐶tr

(︂
ℎ−1
𝐾x

∥∇x𝜑∥2
𝐿2 (𝐾)𝑑 + ℎ𝐾x

∥︁∥︁𝐷2
x𝜑

∥︁∥︁2
𝐿2 (𝐾)𝑑×𝑑

)︂
∀𝜑 ∈ 𝐿2

(︂
𝐾𝑡 ;𝐻2 (𝐾x)

)︂
,

(2.10)

where 𝐷2
x𝜑 is the spatial Hessian of 𝜑, and 𝐶tr ≥ 1 only depends on the star-shapedness

parameter 𝜌.

Proposition 2.8. Assume that 𝑉 ∈ 𝐿∞(𝐾), ∀𝐾 ∈ Tℎ, and fix 𝛼, 𝛽, 𝛿 and ` as in (2.2). For
all 𝜑 ∈ V(Tℎ), the following bound holds

| | |𝜑 | | |2
DG+ ≤3𝐶tr

∑︂
𝐾=𝐾x×𝐾𝑡∈Tℎ

[︄
𝜖ℎ−1

𝐾𝑡
∥𝜑∥2

𝐿2 (𝐾) + 𝜖ℎ𝐾𝑡 ∥𝜕𝑡𝜑∥
2
𝐿2 (𝐾) + 𝜖

2a2
𝐾ℎ

−1
𝐾x

∥𝜑∥2
𝐿2 (𝐾)

+ 𝜖2 (︁a2
𝐾ℎ𝐾x + b2

𝐾ℎ
−1
𝐾x

)︁
∥∇x𝜑∥2

𝐿2 (𝐾)𝑑 + 𝜖
2b2
𝐾ℎ𝐾x

∥︁∥︁𝐷2
x𝜑

∥︁∥︁2
𝐿2 (𝐾)𝑑×𝑑 (2.11)

+ 𝜖2
∥︁∥︁∥︁` 1

2 𝜕𝑡𝜑

∥︁∥︁∥︁2

𝐿2 (𝐾)
+ 𝜖4

∥︁∥︁∥︁` 1
2Δx𝜑

∥︁∥︁∥︁2

𝐿2 (𝐾)
+ ∥𝑉 ∥2

𝐿∞ (𝐾)

∥︁∥︁∥︁` 1
2𝜑

∥︁∥︁∥︁2

𝐿2 (𝐾)
+

∥︁∥︁∥︁`− 1
2𝜑

∥︁∥︁∥︁2

𝐿2 (𝐾)

]︄
,

where

a2
𝐾 :=max

{︄
ess sup

𝜕𝐾∩(F time
ℎ

∪F D
ℎ )
𝛼,

(︃
ess inf

𝜕𝐾∩(F time
ℎ

∪F N
ℎ
)
𝛽

)︃−1
, ess sup

𝜕𝐾∩F R
ℎ

𝜗

}︄
,

b2
𝐾 :=max

{︄(︃
ess inf

𝜕𝐾∩(F time
ℎ

∪F D
ℎ )
𝛼

)︃−1
, ess sup

𝜕𝐾∩(F time
ℎ

∪F N
ℎ
)
𝛽, ℎ𝐾x

}︄
.

The volume term
∥︁∥︁∥︁` 1

2

(︂
𝑖𝜖𝜕𝑡𝑤 + 𝜖2

2 Δx𝑤 −𝑉𝑤
)︂∥︁∥︁∥︁2

𝐿2 (𝐾)
is controlled by the inequality |y|1 ≤

√
𝑛 |y|2, ∀y ∈ C𝑛. If 𝜑 is a Trefftz function, the last four terms in the right hand side of (2.11)

can be dropped.

Remark 2.9 (Energy dissipation). It is well known that the Schrödinger equation (1.1) with
homogeneous Dirichlet and/or Neumann boundary conditions and ΓR = ∅ preserves the energy
(or probability) functional E(𝑡;𝜓) := 1

2

∫
Ω
|𝜓(x, 𝑡) |2dx , i.e. 𝑑

𝑑𝑡
E(𝑡;𝜓) = 0.

The proposed DG method is dissipative, but the energy loss can be quantified in terms of
the local least-squares error, the initial condition error, the jumps of the solution on the mesh
skeleton, and the error on F D

ℎ
∪ F N

ℎ
due to the weak imposition of the boundary conditions.

More precisely, for 𝑔D = 0, 𝑔N = 0 and F R
ℎ

= ∅, the discrete solution to (2.3) satisfies

E(0;𝜓0) − E(𝑇 ;𝜓ℎ𝑝) = E𝑙𝑜𝑠𝑠 := 𝛿E + 𝜖
2

∥︁∥︁𝜓0 − 𝜓ℎ𝑝
∥︁∥︁2
F 0
ℎ

,
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2.5. Approximation by Taylor polynomials

where 𝛿E :=
∑︂
𝐾∈Tℎ

∥︁∥︁∥︁` 1
2S𝜖𝜓ℎ𝑝

∥︁∥︁∥︁2

𝐿2 (𝐾)
+ 𝜖

2
∥︁∥︁⟦︁
𝜓ℎ𝑝

⟦︁
𝑡

∥︁∥︁2
𝐿2 (F space

ℎ
) +

𝜖2

2

(︂ ∥︁∥︁∥︁𝛼 1
2𝜓ℎ𝑝

∥︁∥︁∥︁2

𝐿2 (F D
ℎ
)

+
∥︁∥︁∥︁𝛽 1

2 𝜕nx𝜓ℎ𝑝

∥︁∥︁∥︁2

𝐿2 (F N
ℎ
)
+

∥︁∥︁∥︁𝛼 1
2

⟦︁
𝜓ℎ𝑝

⟦︁
N

∥︁∥︁∥︁2

𝐿2 (F time
ℎ

)𝑑
+

∥︁∥︁∥︁𝛽 1
2

⟦︁
∇x𝜓ℎ𝑝

⟦︁
N

∥︁∥︁∥︁2

𝐿2 (F time
ℎ

)

)︂
.

This follows from the definition of the | | | · | | |DG norm of the solution 𝜓ℎ𝑝, the coercivity of the
sesquilinear form A (· ; ·), the definition of the antilinear functional ℓ(·), and simple algebraic
manipulations

𝜖

(︂
E(0;𝜓ℎ𝑝) + E(𝑇 ;𝜓ℎ𝑝)

)︂
+ 𝛿E

(2.4a)
= | | |𝜓ℎ𝑝 | | |2DG

(2.5)
= ℑ𝔪

(︁
A

(︁
𝜓ℎ𝑝; 𝜓ℎ

)︁ )︁ (2.3)
= ℑ𝔪

(︁
ℓ(𝜓ℎ𝑝)

)︁
= ℜ𝔢

(︄
𝜖

∫
F 0
ℎ

𝜓0𝜓ℎ𝑝dx

)︄
= 𝜖

(︃
E(0;𝜓0) + E(0;𝜓ℎ𝑝) −

1
2

∥︁∥︁𝜓0 − 𝜓ℎ𝑝
∥︁∥︁2
F 0
ℎ

)︃
.

Further manipulations give the identity E𝑙𝑜𝑠𝑠 = | | |𝜓 − 𝜓ℎ𝑝 | | |2DG − E(𝑇, 𝜓 − 𝜓ℎ𝑝).

2.5 Approximation by Taylor polynomials

We recall the definition and approximation properties of multivariate Taylor polynomials, which
constitute the basis of our error analysis.

Definition 2.10 (Taylor polynomial). On an open and bounded set Υ ⊂ R𝑑+1, the Taylor
polynomial of order𝑚 ∈ N (and degree𝑚−1), centered at (z, 𝑠) ∈ Υ, of a function 𝜑 ∈ C𝑚−1 (Υ)
is defined as

𝑇𝑚(z,𝑠) [𝜑] (x, 𝑡) :=
∑︂
| 𝒋 |<𝑚

1
𝒋!
𝐷 𝒋𝜑(z, 𝑠) (x − z) 𝒋x (𝑡 − 𝑠) 𝑗𝑡 .

If 𝜑 ∈ C𝑚 (Υ) and the segment [(z, 𝑠), (x, 𝑡)] ⊂ Υ, the Lagrange’s form of the Taylor remainder
(see [13, Corollary 3.19]) is bounded as follows:|︁|︁|︁𝜑(x, 𝑡) − 𝑇𝑚(z,𝑠) [𝜑] (x, 𝑡)|︁|︁|︁ ≤ |𝜑|C𝑚 (Υ)

∑︂
| 𝒋 |=𝑚

1
𝒋!

|︁|︁(x − z) 𝒋x (𝑡 − 𝑠) 𝑗𝑡
|︁|︁

≤ (𝑑 + 1) 𝑚2
𝑚!

ℎ𝑚Υ |𝜑|C𝑚 (Υ) , (2.12)

where ℎΥ is the diameter of Υ. In particular, if Υ is star-shaped with respect to (z, 𝑠), then the
following estimate is obtained∥︁∥︁∥︁𝜑(x, 𝑡) − 𝑇𝑚(z,𝑠) [𝜑] (x, 𝑡)∥︁∥︁∥︁

𝐿2 (Υ)
≤ (𝑑 + 1) 𝑚2 |Υ|

1
2

𝑚!
ℎ𝑚Υ |𝜑 |C𝑚 (Υ) , (2.13)

which, together with the well-known identity (see [12, Prop. (4.1.17)])

𝐷 𝒋𝑇𝑚(z,𝑠) [𝜑] = 𝑇
𝑚−| 𝒋 |
(z,𝑠)

[︁
𝐷 𝒋𝜑

]︁
, | 𝒋 | < 𝑚, (2.14)

gives the estimate|︁|︁|︁𝜑 − 𝑇𝑚(z,𝑠) [𝜑]
|︁|︁|︁
𝐻𝑟 (Υ)

≤
(︃
𝑑 + 𝑟
𝑑

)︃ 1
2 (𝑑 + 1) 𝑚−𝑟

2 |Υ|
1
2

(𝑚 − 𝑟)! ℎ𝑚−𝑟Υ
|𝜑 |C𝑚 (Υ) 𝑟 < 𝑚, ∀𝜑 ∈ C𝑚 (Υ) . (2.15)
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Chapter 2. Space–time discontinuous Galerkin method for the Schrödinger equation

The Bramble–Hilbert lemma provides an estimate for the error of the averaged Taylor polynomial,
see [26] and [12, Thm. 4.3.8].

Lemma 2.11 (Bramble–Hilbert). Let Υ ⊂ R𝑑+1, 1 ≤ 𝑑 ∈ N, be an open and bounded set with
diameter ℎΥ, star-shaped with respect to the ball 𝐵 := 𝐵𝜌ℎΥ (z, 𝑠) centered at (z, 𝑠) ∈ Υ and with
radius 𝜌ℎΥ, for some 0 < 𝜌 ≤ 1

2 . If 𝜑 ∈ 𝐻𝑚 (Υ), the averaged Taylor polynomial of order 𝑚
(and degree 𝑚 − 1) defined as

Q𝑚 [𝜑] (x, 𝑡) :=
1
|𝐵 |

∫
𝐵

𝑇𝑚(z,𝑠) [𝜑] (x, 𝑡) d𝑉 (z, 𝑠), (2.16)

satisfies the error bound

|𝜑 − Q𝑚 [𝜑] |𝐻𝑠 (Υ) ≤ 𝐶𝑑,𝑚,𝜌ℎ𝑚−𝑠Υ
|𝜑 |𝐻𝑚 (Υ) ≤ 2

(︃
𝑑 + 𝑠
𝑑

)︃
(𝑑 + 1)𝑚−𝑠
(𝑚 − 𝑠 − 1)!

ℎ𝑚−𝑠
Υ

𝜌
𝑑+1

2
|𝜑 |𝐻𝑚 (Υ) for 𝑠 < 𝑚.

(2.17)
A sharp bound on 𝐶𝑑,𝑚,𝜌 > 0 is given in [26, p. 986] in dependence of 𝑑, 𝑠, 𝑚 and 𝜌, and the
second bound is proven in [80, Lemma 1].

From [12, Prop. (4.1.17)], we also have the identity

𝐷 𝒋Q𝑚 [𝜑] = Q𝑚−| 𝒋 | [︁𝐷 𝒋𝜑
]︁
, | 𝒋 | < 𝑚. (2.18)
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3.1 Introduction

When all the derivatives in a constant-coefficients differential operator are of the same order
(e.g., the Laplace’s equation, the wave equation, the time-dependent Maxwell’s equations), the
space of Trefftz polynomials of a certain maximum degree delivers the same convergence rates
as the full polynomial space of the same degree, see [80, Lemma 1]. This is due to the fact
that, by the identity (2.18), the averaged Taylor polynomial of the exact solution belongs to the
polynomial Trefftz space, thus ensuring good approximation properties. On the contrary, when
the differential operator includes derivatives of different orders (e.g., the Helmholtz’s equation,
the time-harmonic Maxwell’s equation, the Schrödinger equation), non-polynomial spaces have
been used in the literature, as no Trefftz subspace of polynomials of a given degree delivers
the same accuracy as the full polynomial space of the same degree. For their simple shape
and closed-form integration formulas, the preferred type of non-polynomial Trefftz spaces for
time-harmonic problems are plane waves, see [51, 43]. Unfortunately, the use of plane waves
Trefftz spaces brings some consequences: ill-conditioned matrices in the resulting linear system;
lack of general tools for their analysis, and therefore need of developing novel tools for each
problem; dependence of the design of such spaces on the physical dimension of the problem;
dimension-dependent conditions on the parameters defining their basis functions in order to
preserve accuracy. The use of polynomial Trefftz spaces would mitigate or overcome these
issues.

In this chapter, we show that optimal a priori error estimates with polynomial Trefftz spaces
can be obtained for a Trefftz-DG discretization of a PDE that includes derivatives of different
orders, namely the time-dependent Schrödinger equation (1.1) in 𝑑 space dimensions with zero
potential, i.e., 𝑉 = 0. For the variational formulation (2.3), we prove that the same asymptotic
accuracy as for full polynomials of maximum degree 𝑝 inR𝑑+1, is obtained if Trefftz polynomials
of degree 2𝑝 in R𝑑+1 are used. We also propose a practical way to construct an explicit basis
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for the polynomial Trefftz space in arbitrary dimensions and prove that its dimension is equal to
that of the space of polynomials of degree 2𝑝 in R𝑑 .

Structure of the chapter: In Section 3.2, we present the reduced version of the space–time
ultra-weak DG variational formulation (2.3) for discrete Trefftz spaces. In Section 3.3, we prove
optimal ℎ-convergence error estimates of order O(ℎ𝑝) in a mesh-dependent norm, for the space
of Trefftz polynomials of degree 2𝑝 in R𝑑 . The error analysis is based on the approximation
properties of some extended Taylor polynomials. A simple construction of a basis for the
polynomial Trefftz space is presented in Section 5.3.1. In Section 3.5, we validate the error
estimate, and assess numerically some additional features of the method.

3.2 Trefftz-DG method

We define the local and global Trefftz spaces:

T(𝐾) :=
{︂
𝑤 ∈ 𝐻1

(︂
𝐾𝑡 ; 𝐿2(𝐾x)

)︂
∩ 𝐿2

(︂
𝐾𝑡 ;𝐻2 (𝐾x)

)︂
such that

𝑖𝜖𝜕𝑡𝑤 + 𝜖
2

2
Δx𝑤 −𝑉 |𝐾𝑤 = 0 on 𝐾 = 𝐾x × 𝐾𝑡

}︂
, (3.1)

T(Tℎ) :=
{︂
𝑤 ∈ 𝐿2 (𝑄𝑇 )𝑑+1

|︁|︁|︁ 𝑤 |𝐾 ∈ T(𝐾), ∀𝐾 ∈ Tℎ (𝑄𝑇 )
}︂
.

For any finite-dimensional subspaceTℎ𝑝 (Tℎ) ⊂ T(Tℎ), the space–time ultra-weak DG variational
formulation (2.3) reduces to

Seek 𝜓ℎ𝑝 ∈ Tℎ𝑝 (Tℎ) such that: A
(︁
𝜓ℎ𝑝; 𝑠ℎ𝑝

)︁
= ℓ(𝑠ℎ𝑝) ∀𝑠ℎ𝑝 ∈ Tℎ𝑝 (Tℎ), (3.2)

where

A
(︁
𝜓ℎ𝑝; 𝑠ℎ𝑝

)︁
:=𝑖𝜖

(︄∫
F space
ℎ

𝜓−
ℎ𝑝

⟦︁
𝑠ℎ𝑝

⟦︁
𝑡
dx +

∫
F𝑇
ℎ

𝜓ℎ𝑝𝑠ℎ𝑝dx

)︄
+ 𝜖

2

2

∫
F time
ℎ

(︂ {︁{︁
∇x𝜓ℎ𝑝

}︁}︁
·

⟦︁
𝑠ℎ𝑝

⟦︁
N

+ 𝑖𝛼
⟦︁
𝜓ℎ𝑝

⟦︁
N ·

⟦︁
𝑠ℎ𝑝

⟦︁
N −

{︁{︁
𝜓ℎ𝑝

}︁}︁ ⟦︁
∇x𝑠ℎ𝑝

⟦︁
N + 𝑖𝛽

⟦︁
∇x𝜓ℎ𝑝

⟦︁
N

⟦︁
∇x𝑠ℎ𝑝

⟦︁
N

)︂
d𝑆

+ 𝜖
2

2

∫
F D
ℎ

(︁
𝜕nx𝜓ℎ𝑝 + 𝑖𝛼𝜓ℎ𝑝

)︁
𝑠ℎ𝑝d𝑆

+ 𝜖
2

2

∫
F N
ℎ

(︁
−𝜓ℎ𝑝𝜕nx𝑠ℎ𝑝 + 𝑖𝛽

(︁
𝜕nx𝜓ℎ𝑝

)︁ (︁
𝜕nx𝑠ℎ𝑝

)︁ )︁
d𝑆

+ 𝜖
2

2

∫
F R
ℎ

(︁
𝛿𝜕nx𝜓ℎ𝑝 + (1 − 𝛿)𝑖𝜗𝜓ℎ𝑝

)︁ (︃
𝑠ℎ𝑝 +

𝑖

𝜗
𝜕nx𝑠ℎ𝑝

)︃
d𝑆,

ℓ(𝑠ℎ𝑝) :=𝑖𝜖
∫
F 0
ℎ

𝜓0𝑠ℎ𝑝dx + 𝜖
2

2

∫
F D
ℎ

𝑔D
(︁
𝜕nx𝑠ℎ𝑝 + 𝑖𝛼𝑠ℎ𝑝

)︁
d𝑆

+ 𝜖
2

2

∫
F N
ℎ

𝑔N
(︁
−𝑠ℎ𝑝 + 𝑖𝛽𝜕nx𝑠ℎ𝑝

)︁
d𝑆 + 𝜖

2

2

∫
F R
ℎ

𝑔R

(︃
(𝛿 − 1)𝑠ℎ𝑝 +

𝑖𝛿

𝜗
𝜕nx𝑠ℎ𝑝

)︃
d𝑆.

Due to the Trefftz property of the space Tℎ𝑝 (Tℎ), the volume integrals in the variational formu-
lation (2.3) vanish, and thus the Trefftz-DG method (3.2) only involves integrals on the mesh
skeleton.
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3.3. A priori error estimates

All the abstract theory in Section 2.4 follows after removing the volume terms in the definition
of the | | | · | | |DG and | | | · | | |DG+ norms. More precisely,

| | |𝑤 | | |2DG :=
𝜖

2

(︂∥︁∥︁⟦𝑤⟧𝑡∥︁∥︁2
𝐿2 (F space

ℎ
) + ∥𝑤∥2

𝐿2 (F𝑇
ℎ
∪F 0

ℎ
)

)︂
+ 𝜖

2

2

(︄ ∥︁∥︁∥︁𝛼 1
2 ⟦𝑤⟧N

∥︁∥︁∥︁2

𝐿2 (F time
ℎ

)𝑑

+
∥︁∥︁∥︁𝛽 1

2 ⟦∇x𝑤⟧N

∥︁∥︁∥︁2

𝐿2 (F time
ℎ

)
+

∥︁∥︁∥︁𝛼 1
2𝑤

∥︁∥︁∥︁2

𝐿2 (F D
ℎ
)
+

∥︁∥︁∥︁𝛽 1
2 𝜕nx𝑤

∥︁∥︁∥︁2

𝐿2 (F N
ℎ
)

+
∥︁∥︁∥︁(︁𝜗(1 − 𝛿)

)︁ 1
2𝑤

∥︁∥︁∥︁2

𝐿2 (F R
ℎ
)
+

∥︁∥︁∥︁∥︁(︂𝛿𝜗−1
)︂ 1

2
𝜕nx𝑤

∥︁∥︁∥︁∥︁2

𝐿2 (F R
ℎ
)

)︄
,

| | |𝑤 | | |2
DG+ := | | |𝑤 | | |2DG + 𝜖

2
∥𝑤−∥2

𝐿2 (F space
ℎ

) +
𝜖2

2

(︄ ∥︁∥︁∥︁𝛼− 1
2 {{∇x𝑤}}

∥︁∥︁∥︁2

𝐿2 (F time
ℎ

)𝑑

+
∥︁∥︁∥︁𝛼− 1

2 𝜕nx𝑤

∥︁∥︁∥︁
𝐿2 (F D

ℎ
)
+

∥︁∥︁∥︁𝛽− 1
2 {{𝑤}}

∥︁∥︁∥︁2

𝐿2 (F time
ℎ

)
+

∥︁∥︁∥︁𝛽− 1
2𝑤

∥︁∥︁∥︁2

𝐿2 (F N
ℎ
)
+

∥︁∥︁∥︁(𝛿−1𝜗) 1
2𝑤

∥︁∥︁∥︁2

𝐿2 (F R
ℎ
)

)︄
.

3.3 A priori error estimates

We recall that, combining Proposition 2.8 and Theorem 2.7 in Chapter 2, it is possible to
derive error estimates for the Trefftz-DG method (3.2) by simply studying the approximation
properties of the local discrete spaces Tℎ𝑝 (𝐾) for functions in T(Tℎ). In particular, our analysis
for the polynomial Trefftz space relies on the approximation properties of some Taylor-type
polynomials.

Definition 3.1 (Polynomial Trefftz space). On each 𝐾 ∈ Tℎ, the space of Trefftz polynomials of
maximum degree 𝑝 is defined as

P
𝑝

T(𝐾) := T(𝐾) ∩ P𝑝 (𝐾) =
{︃
𝑞𝑝 ∈ P𝑝 (𝐾) : 𝑖𝜖𝜕𝑡𝑞𝑝 +

𝜖2

2
Δx𝑞𝑝 = 0

}︃
. (3.3)

It would be desirable to prove that, for all 𝜓 ∈ T(𝐾), either 𝑇 𝑝+1
(z,𝑠) [𝜓] ∈ P𝑝T(𝐾) for

some (z, 𝑠) ∈ 𝐾 orQ𝑝+1 [𝜓] ∈ P𝑝T(𝐾), as this would be enough to achieve optimal ℎ-convergence
rates for sufficiently smooth solutions. Unfortunately, this is not true; e.g., for 𝑑 = 1, 𝜖 = 1
and 𝑝 = 1 the function 𝜓(𝑥, 𝑡) = exp

(︁
𝑥 + 𝑖𝑡

2
)︁

satisfies the Schrödinger equation (1.1); however,
𝑇2
(0,0) [𝜓] = 1+ 𝑥 + 𝑖𝑡

2 does not belong to P1
T(𝐾). Instead, in Proposition 3.5 below, we show that

the following extended Taylor polynomials belong to P2𝑝
T (𝐾).

Definition 3.2 (Extended Taylor polynomial). Given 𝑝 ∈ N, and an open and bounded set Υ =

Υx × Υ𝑡 ⊂ R𝑑+1, for each complex-valued 𝜑 ∈ C𝑝
(︁
Υ𝑡 ;C2𝑝 (Υx)

)︁
we define its extended Taylor

polynomial of degree 2𝑝 centered at some (z, 𝑡) ∈ Υ as

˜︁𝑇2𝑝
(z,𝑡) [𝜑] = 𝑇

𝑝+1
(z,𝑡) [𝜑] +

∑︂
2 𝑗𝑡 + | 𝒋x | ≤ 2𝑝
𝑝 + 1 ≤ 𝑗𝑡 + | 𝒋x |

1
𝒋!
𝐷 𝒋𝜑(z, 𝑠) (x − z) 𝒋x (𝑡 − 𝑠) 𝑗𝑡 𝒋 = ( 𝒋x, 𝑗𝑡) ∈ N𝑑+1.
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Definition 3.3 (Extended averaged Taylor polynomial). Let Υ = Υx × Υ𝑡 ⊂ R𝑑+1 be an open
and bounded set with diameter ℎΥ, star-shaped with respect to the ball 𝐵 := 𝐵𝜌ℎΥ (z, 𝑠) centered
at (z, 𝑠) ∈ Υ and with radius 𝜌ℎΥ, for some 𝜌 ∈ (0, 1

2 ). For each complex-valued 𝜑 ∈
𝐻𝑝

(︁
Υ𝑡 ;𝐻2𝑝 (Υx)

)︁
, we define its extended averaged Taylor polynomial of degree 2𝑝 as

˜︁Q2𝑝 [𝜑] (x, 𝑡) :=
1
|𝐵 |

∫
𝐵

˜︁𝑇2𝑝
(z,𝑠) [𝜑] (x, 𝑡) d𝑉 (z, 𝑠)

= Q𝑝+1 [𝜑] +
∑︂

2 𝑗𝑡 + | 𝒋x | ≤ 2𝑝
𝑝 + 1 ≤ 𝑗𝑡 + | 𝒋x |

1
𝒋! |𝐵 |

∫
𝐵

𝐷 𝒋𝜑(z, 𝑠) (x − z) 𝒋x (𝑡 − 𝑠) 𝑗𝑡 d𝑉 (z, 𝑠),

where Q𝑝+1 [·] is the standard averaged Taylor polynomial defined in (2.16).

Remark 3.4 (Heat polynomials). In the real-valued case, these extended Taylor polynomials
can be used to analyze the approximation properties of the so-called heat polynomials, i.e., the
polynomial solutions to the heat equation [89]. In fact, Proposition 3.5 below can be easily
extended to the heat equation. However, as the heat operator L(·) := (𝜕𝑡−Δx) (·) is not self-
adjoint, the setting of Theorem 2.7 cannot be used to analyze the ultra-weak DG formulation of
the heat equation, see Remark 2.3 in Chapter 2. This is due to the fact that the corresponding
bilinear form is not coercive.

Proposition 3.5. Let Υ be an open and bounded set in R𝑑+1 satisfying the assumptions in
Definition 3.3. For all 𝜓 ∈ T(Υ) sufficiently regular, both ˜︁𝑇2𝑝

(z,𝑠) [𝜓] and ˜︁Q2𝑝 [𝜓] belong
to P2𝑝

T (Υ).

Proof. Denote by {𝒆ℓ}𝑑ℓ=1 the canonical basis of R𝑑 . Since 𝜓 ∈ T(Υ), we have that

𝜖

𝑑∑︂
ℓ=1

𝐷 ( 𝒋x+2𝒆ℓ , 𝑗𝑡 )𝜓(z, 𝑠) = −2𝑖𝐷 ( 𝒋x, 𝑗𝑡+1)𝜓(z, 𝑠) ∀ 𝒋 = ( 𝒋x, 𝑗𝑡) ∈ N𝑑+1, | 𝒋 | ≥ 0. (3.4)

Applying this to the Taylor expansion of 𝜓 and using straightforward multi-index manipulations,
we get

−2𝑖𝜕𝑡𝑇 𝑝+1
(z,𝑠) [𝜓] (x, 𝑡) =

∑︂
| 𝒋 |≤𝑝−1

−2𝑖
𝒋!
𝐷 ( 𝒋x, 𝑗𝑡+1)𝜓(z, 𝑠) (x − z) 𝒋x (𝑡 − 𝑠) 𝑗𝑡

(3.4)
=

∑︂
| 𝒋 |≤𝑝−1

𝑑∑︂
ℓ=1

𝜖

𝒋!
𝐷 ( 𝒋x+2𝒆ℓ , 𝑗𝑡 )𝜓(z, 𝑠) (x − z) 𝒋x (𝑡 − 𝑠) 𝑗𝑡

= 𝜖Δx𝑇
𝑝+1
(z,𝑠) [𝜓] (x, 𝑡) +

∑︂
| 𝒋 |=𝑝−1

𝑑∑︂
ℓ=1

𝜖

𝒋!
𝐷 ( 𝒋x+2𝒆ℓ , 𝑗𝑡 )𝜓(z, 𝑠) (x − z) 𝒋x (𝑡 − 𝑠) 𝑗𝑡 .

(3.5)

For the extended Taylor polynomial we have that

𝜖Δx˜︁𝑇2𝑝
(z,𝑠) [𝜓] (x, 𝑡) = 𝜖Δx𝑇

𝑝+1
(z,𝑠) [𝜓] (x, 𝑡) +

∑︂
2 𝑗𝑡+| 𝒋x |≤2𝑝−2

𝑝−1≤| 𝒋 |

𝑑∑︂
ℓ=1

𝜖

𝒋!
𝐷 ( 𝒋x+2𝒆ℓ , 𝑗𝑡 )𝜓(z, 𝑠) (x − z) 𝒋x (𝑡 − 𝑠) 𝑗𝑡
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= 𝜖Δx𝑇
𝑝+1
(z,𝑠) [𝜓] (x, 𝑡) +

∑︂
| 𝒋 |=𝑝−1

𝑑∑︂
ℓ=1

𝜖

𝒋!
𝐷 ( 𝒋x+2𝒆ℓ , 𝑗𝑡 )𝜓(z, 𝑠) (x − z) 𝒋x (𝑡 − 𝑠) 𝑗𝑡

+
∑︂

2 𝑗𝑡+| 𝒋x |≤2𝑝−2
𝑝≤| 𝒋 |

𝑑∑︂
ℓ=1

𝜖

𝒋!
𝐷 ( 𝒋x+2𝒆ℓ , 𝑗𝑡 )𝜓(z, 𝑠) (x − z) 𝒋x (𝑡 − 𝑠) 𝑗𝑡

(3.4)
(3.5)
= −2𝑖𝜕𝑡𝑇 𝑝+1

(z,𝑠) [𝜓] (x, 𝑡) −
∑︂

2 𝑗𝑡+| 𝒋x |≤2𝑝−2
𝑝≤| 𝒋 |

2𝑖
𝒋!
𝐷 ( 𝒋x, 𝑗𝑡+1)𝜓(z, 𝑠) (x − z) 𝒋x (𝑡 − 𝑠) 𝑗𝑡

= −2𝑖𝜕𝑡˜︁𝑇2𝑝
(z,𝑠) [𝜓] (x, 𝑡),

and therefore ˜︁𝑇2𝑝
(z,𝑠) [𝜓] ∈ T(Υ). Since ˜︁𝑇2𝑝

(z,𝑠) [𝜓] also belongs to P2𝑝 (Υ), then ˜︁𝑇2𝑝
(z,𝑠) [𝜓] ∈

P
2𝑝
T (Υ). As the above identity is independent of the center point (z, 𝑠), the fact that ˜︁Q2𝑝 [𝜓] ∈
P

2𝑝
T (Υ) can be proven in a similar way.

Combining Theorem 2.7, Propositions 2.8 and 3.5, together with error bounds for extended
averaged Taylor polynomials, which can be proven using that ˜︁Q2𝑝 [𝜓] = Q𝑝+1 [𝜓] + O(ℎ𝑝+1

𝐾
),

the following error estimate is obtained.

Theorem 3.6. Let 𝑝 ∈ N, and fix 𝛼, 𝛽, 𝛿 and ` as in (2.2). Let 𝜓 be the exact solution to (1.1)
with 𝑉 = 0, and 𝜓ℎ𝑝 ∈ Tℎ𝑝 (Tℎ) be the solution to the Trefftz-DG method (3.2) with Tℎ𝑝 (Tℎ) :=∏︁
𝐾∈Tℎ P

2𝑝
T (𝐾). If 𝜓 |𝐾 ∈ 𝐻𝑝+1 (︁

𝐾𝑡 ;𝐻2𝑝 (𝐾x)
)︁

and ℎ𝐾x ≃ ℎ𝐾𝑡 for all 𝐾 = 𝐾x×𝐾𝑡 ∈ Tℎ, then there
exists a positive constant 𝐶 independent of the mesh size ℎ, but depending on the degree 𝑝, the
parameter 𝜖 , the local quasi-uniformity parameter lqu(Tℎ), and the measure of the space–time
domain 𝑄𝑇 such that

| | |𝜓 − 𝜓ℎ𝑝 | | |DG ≤ 𝐶
∑︂
𝐾∈Tℎ

max{ℎ𝐾x , ℎ𝐾𝑡 }𝑝 ∥𝜓∥𝐻 𝑝+1(𝐾𝑡 ;𝐻2𝑝 (𝐾x)) .

Remark 3.7 (Regularity assumptions). Theorem 3.6 guarantees optimal ℎ-convergence rates,
provided that, for 𝑝 > 1, the solution satisfy stronger regularity assumptions than those required
for the complex pseudo-plane wave functions in Chapter 4, see Theorem 4.4.

Remark 3.8 (Zero potential). There are no nontrivial polynomial solutions to (1.1a) for 𝑉 ≠ 0.
Indeed, if 0 ≠ 𝑞𝑝 ∈ P𝑝T(𝐾) and 𝑉 ∈ R\{0}, then deg(𝑖𝜖𝜕𝑡𝑞𝑝 + 𝜖2

2 Δx𝑞𝑝) < deg(𝑉𝑞𝑝). Therefore,
S𝜖𝑞𝑝 = 0 if and only if 𝑞𝑝 = 0.

3.4 Basis and dimension of the local polynomial Trefftz space

We study the dimension of the space P2𝑝
T (𝐾) and provide a practical way to construct a basis,

which is valid for any space dimension. Given 𝑝 ∈ N and 𝐾 = 𝐾x × 𝐾𝑡 ∈ Tℎ, let {𝑚𝐽}
𝑟𝑑,2𝑝
𝐽=1 be

a basis for the space P2𝑝 (𝐾x), where 𝑟𝑑,2𝑝 = dim(P2𝑝 (R𝑑)) =
(︁2𝑝+𝑑
𝑑

)︁
. For a fixed 𝑡𝐾 ∈ 𝐾𝑡 , we

consider the following set of functions in P2𝑝
T (𝐾)

BT
2𝑝 :=

{︂
𝑏T
𝐽 ∈ P2𝑝

T (𝐾) : 𝑏𝐽 (x, 𝑡𝐾) = 𝑚𝐽 (x), 𝐽 = 1, . . . , 𝑟𝑑,2𝑝
}︂
. (3.6)
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Proposition 3.9. For any 𝑝 ∈ N and𝐾 ∈ Tℎ, the setBT
2𝑝 constitutes a basis for the space P2𝑝

T (𝐾).

Proof. Let 𝑞T
2𝑝 ∈ P

2𝑝
T (𝐾). Then, 𝑞T

2𝑝 can be expressed in the scaled monomial basis as

𝑞T
2𝑝 (x, 𝑡) =

∑︂
| 𝒋 |≤2𝑝

𝐶 𝒋

(︃
x − x𝐾
ℎ𝐾x

)︃ 𝒋x
(︃
𝑡 − 𝑡𝐾
ℎ𝐾𝑡

)︃ 𝑗𝑡
.

Since 𝑞T
2𝑝 ∈ T(𝐾), the complex coefficients {𝐶 𝒋}| 𝒋 |≤2𝑝 must satisfy the following recurrence

relations

𝐶 𝒋x, 𝑗𝑡+1 =

{︄ 𝑖𝜖 ℎ𝐾𝑡

2( 𝑗𝑡+1)ℎ2
𝐾x

∑︁𝑑
ℓ=1( 𝒋xℓ + 1) ( 𝒋xℓ + 2)𝐶 𝒋x+2𝒆ℓ , 𝑗𝑡 if | 𝒋x | ≤ 2𝑝 − 2,

0 otherwise.
(3.7)

As a consequence, once the coefficients𝐶 𝒋x,0 are fixed, the remaining coefficients are determined
by (3.7). This implies that each element in P2𝑝

T (𝐾) is uniquely identified by its restriction
to 𝑡 = 𝑡𝐾 .

On the other hand, by the definition of BT
2𝑝, there exist some coefficients {𝛾𝐽}

𝑟𝑑,2𝑝
𝐽=1 ⊂ C such

that

𝑞T
2𝑝 (x, 𝑡𝐾) =

𝑟𝑑,2𝑝∑︂
𝐽=1

𝛾𝐽𝑚𝐽 (x) =
𝑟𝑑,2𝑝∑︂
𝐽=1

𝛾𝐽𝑏𝐽 (x, 𝑡𝐾) =⇒ 𝑞T
2𝑝 =

𝑟𝑑,2𝑝∑︂
𝐽=1

𝛾𝐽𝑏𝐽 .

Finally, the linear independence of the set BT
2𝑝 follows from the restriction of its elements

to 𝑡 = 𝑡𝐾 , and the linear independence of the basis {𝑚𝐽}
𝑟𝑑,2𝑝
𝐽=1 .

To construct a basis for the local polynomial Trefftz space P𝑝T(𝐾) one can now employ the
recurrence relation (3.7). To initialize the recursion, one chooses a basis {𝑚𝐽}

𝑟𝑑,2𝑝
𝐽=1 of P2𝑝 (𝐾x).

Natural choices are (scaled and/or translated) monomials, Legendre, or Chebyshev polynomials.
For instance, if 𝑑 = 1, 𝜖 = 1, and we set {𝑚𝐽}

𝑟1,2𝑝
𝐽=1 as monomials, then P2

T = span{1, 𝑥, 𝑖𝑡 + 𝑥2}
and P4

T = span{1, 𝑥, 𝑖𝑡 + 𝑥2, 𝑥3 + 3𝑖𝑥𝑡, 𝑥4 + 6𝑖𝑥2𝑡 − 3𝑡2}.

Remark 3.10 (Dimension of P2𝑝
T (𝐾)). For 𝑑 = 1, the dimension of the polynomial Trefftz space

of degree 2𝑝 is always smaller than that of the full polynomial space of degree 𝑝. However,
for 𝑑 > 1, the reduction in the total number of degrees of freedom takes place only for large
values of 𝑝, e.g., 𝑝 > 7 for 𝑑 = 2 and 𝑝 > 24 for 𝑑 = 3.

3.5 Numerical results

We validate the error estimate of Theorem 3.6, and assess numerically some additional features
of the method.

3.5.1 Smooth solution

On the space–time domain𝑄𝑇 = (0, 1) × (0, 1) we consider a manufactured (1+1)-dimensional
Schrödinger equation with initial and Dirichlet boundary conditions so that the exact solution
is given by the complex wave function 𝜓(𝑥, 𝑡) = exp

(︁
𝑖
𝜖
(𝑥 − 𝑡

2 )
)︁
, which is highly oscillatory
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3.5. Numerical results

in space and time for 𝜖 ≪ 1. The Trefftz basis functions {𝑏T
𝐽
}𝑟𝑑,2𝑝
𝐽=1 are constructed by choos-

ing {𝑚𝐽}
𝑟2𝑝,𝑑
𝐽=1 in (3.6) as scaled monomials and by computing the remaining coefficients 𝐶 𝒋 with

the relations (3.7).
In Figure 3.1, we show the errors of method (3.2) in the DG norm obtained for 𝜖 = 10−1, 10−2

and a sequence of meshes with ℎ𝑡 = ℎ𝑥 = 0.1× 2− 𝑗 , 𝑗 = 1, . . . , 5. Optimal rates of convergence
of order O (ℎ𝑝) are obtained as predicted by Theorem 3.6. Observe that, for small values of 𝜖 ,
there is a preasymptotic behaviour due to the oscillations of the exact solution with frequency 1/𝜖
in space and time. In Figure 3.2, we observe exponential convergence of order O

(︁
e−𝑏𝑁𝐷𝑜𝐹𝑠

)︁
for

the 𝑝-version of the method, i.e., by fixing the space–time mesh and increasing the degree of
accuracy 𝑝.
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(b) 𝜖 = 10−2

Figure 3.1 ℎ-convergence of the Trefftz-DG method (3.2) for the (1 + 1)-dimensional problem
with exact solution 𝜓(𝑥, 𝑡) = exp

(︁
𝑖
𝜖
(𝑥 − 𝑡

2 )
)︁
.
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Figure 3.2 𝑝-convergence of the Trefftz-DG method (3.2) for the (1 + 1)-dimensional problem
with exact solution𝜓(𝑥, 𝑡) = exp

(︁
𝑖
𝜖
(𝑥 − 𝑡

2 )
)︁
for a Cartesian space–time mesh with ℎ𝑥 = ℎ𝑡 = 0.1.

The ^2-condition number of the stiffness matrix is studied numerically in Section 5.5.5.
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Chapter 4

A pseudo-plane wave Trefftz space for piecewise-
constant potentials
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4.1 Introduction

In this chapter, we focus on the time-dependent Schrödinger equation (1.1) with piecewise-
constant potential 𝑉 . We construct Trefftz spaces consisting of simple complex pseudo-plane
wave functions, which we use as discrete spaces in the Trefftz-DG variational formulation (3.2).
More precisely, assuming that the space–time mesh Tℎ is aligned to the discontinuities in the
potential𝑉 , the local discrete subspace T𝑝 (𝐾) of the local Trefftz space T(𝐾) in (3.1) is defined
for each 𝐾 = 𝐾x × 𝐾𝑡 ∈ Tℎ and for 𝑝 ∈ N, as the following set of complex exponentials:

T𝑝 (𝐾) := span
{︁
𝜙ℓ (x, 𝑡), ℓ = 1, . . . , 𝑛𝑑+1,𝑝

}︁
, (4.1)

where 𝜙ℓ (x, 𝑡) := exp

[︄
𝑖

𝜖

(︄
𝑘ℓd⊤

ℓ x −
(︄
𝑘2
ℓ

2
+𝑉 |𝐾

)︄
𝑡

)︄]︄
for ℓ = 1, . . . , 𝑛𝑑+1,𝑝,

for some parameters {𝑘ℓ} ⊂ R and directions {dℓ} ⊂ S𝑑
1 := {v ∈ R𝑑 , |d| = 1}, which can be

chosen differently in each cell 𝐾 . These exponential functions are called “pseudo-plane waves”
in the context of Fresnel optics in [46, Eqn. (11)].

We choose the local dimension 𝑛𝑑+1,𝑝 in dependence of the space dimension 𝑑 of the problem
and a “degree” parameter 𝑝. The parameter 𝑝 is to be understood as the degree of the polynomial
space P𝑝 (𝐾) providing the same ℎ-convergence rates as T𝑝 (𝐾). The Trefftz property allows us
to construct T𝑝 (𝐾) with dimension 𝑛𝑑+1,𝑝 ≪ 𝑟𝑑+1,𝑝, where 𝑟𝑑,𝑝 denotes the dimension of the
space of polynomials of degree at most 𝑝 in R𝑑 .

The key idea to derive optimal a priori error estimates for the considered Trefftz space
was introduced by O. Cessenat and B. Després in the proof of [15, Thm. 3.7] (in the case
of the ultra-weak variational formulation (UWVF) applied to the Helmholtz equation): given



4.2. A priori error estimates

any smooth PDE solution 𝜓, if the local discrete space contains an element with the same
degree-𝑝 Taylor polynomial of 𝜓, then the space enjoys the same ℎ-approximation properties
as the space P𝑝 (R𝑑+1). We prove that this condition is satisfied by the space T𝑝 in low space
dimensions 𝑑 = 1 and 𝑑 = 2 (we comment on the case 𝑑 ≥ 3 in Remark 4.8). This approach
to the Trefftz approximation theory is completely different from that used for the Helmholtz
equation in [79], which is based on the use of an integral (Vekua) transform and circular wave
expansions. A shortcoming of the Taylor-polynomial approach of [15] and here, in contrast to
the Vekua-transform technique in [79], is that the approximation analysis does not extend to the
𝑝-convergence case. This is a difficult task that, in the context of Trefftz schemes, has been
achieved for time-harmonic equations but not yet for the wave equation.

Structure of the chapter: Section 4.2 is devoted to the error analysis for the complex pseudo-
plane wave Trefftz spaces T𝑝 in (4.1). We present a condition that guarantees optimal local
approximation of the exact solution in a general discrete Trefftz space. Assuming that such
condition is satisfied we prove an ℎ-estimate in a mesh-skeleton norm. In Sections 4.3 and 4.4
we prove that the assumed condition holds for the (1 + 1)- and (2 + 1)-dimensional cases under
some restrictions of the tuning parameters for our basis choice. Some numerical experiments
validating our theoretical results are presented in Section 4.5.

4.2 A priori error estimates

We now give a condition on discrete Trefftz spaces T𝑝 (𝐾), and show how it entails optimal
ℎ-approximation estimates. In the next sections we prove that such a condition is satisfied by
the Trefftz space (4.1).

Condition 4.1 states that, for any sufficiently smooth Schrödinger solution𝜓, for each element
𝐾 ∈ Tℎ, and almost every point (z, 𝑠) in a ball 𝐵 ⊂ 𝐾 , the discrete Trefftz space contains an
element whose Taylor polynomial centered at (z, 𝑠) matches that of 𝜓. We also require the
coefficients (𝑎1, . . . , 𝑎𝑛𝑑+1, 𝑝 ) of this approximant to be uniformly bounded with respect to the
points (z, 𝑠) in the aforementioned ball 𝐵, so this is a condition on the basis rather than on the
discrete space itself. To allow for general 𝜓 ∈ 𝐻𝑝+1(𝐾), whose Taylor polynomial might not
be defined everywhere and does not guarantee enough approximation, we match 𝑇 𝑝+1

(z,𝑠) [𝜓] in
almost every point in a ball 𝐵 (see Remarks 4.2 and 4.5).

Condition 4.1. Let 𝐵 ⊂ 𝐾 be a (𝑑 + 1)-dimensional ball such that 𝐾 is star-shaped with respect
to 𝐵. Let {𝜙1, . . . , 𝜙𝑛𝑑+1, 𝑝 } ⊂ C∞(𝐾) be a basis of T𝑝 (𝐾). For every 𝜓 ∈ T(𝐾) ∩ 𝐻𝑝+1(𝐾),
there exists a vector-valued function a ∈ 𝐿1(𝐵)𝑛𝑑+1, 𝑝 satisfying the following two conditions

𝐷 𝒋𝜓(z, 𝑠) =
𝑛𝑑+1, 𝑝∑︂
ℓ=1

𝑎ℓ (z, 𝑠)𝐷 𝒋𝜙ℓ (z, 𝑠) for all | 𝒋 | ≤ 𝑝 and a.e. (z, 𝑠) ∈ 𝐵, (4.2a)

∥|a|1∥𝐿1 (𝐵) =

∫
𝐵

𝑛𝑑+1, 𝑝∑︂
ℓ=1

|𝑎ℓ (z, 𝑠) | d𝑉 (z, 𝑠) ≤ 𝐶★|𝐾 |1/2 ∥𝜓∥𝐻 𝑝+1 (𝐾) , (4.2b)

where 𝐶★ > 0 might depend on 𝑑, 𝑝, and {𝜙ℓ} but is independent of 𝐾 and 𝜓.

Multiplying (4.2a) by (x−z) 𝒋𝑥 (𝑡−𝑠) 𝑗𝑡
𝒋! and summing over 𝒋, we observe that Condition 4.1

implies that, for every smooth Schrödinger solution 𝜓, there is an element of the discrete space
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T𝑝 (𝐾) whose Taylor polynomial at (z, 𝑠) coincides with that of 𝜓:

𝑇
𝑝+1
(z,𝑠) [𝜓] (x, 𝑡) = 𝑇

𝑝+1
(z,𝑠)

[︄
𝑛𝑑+1, 𝑝∑︂
ℓ=1

𝑎ℓ (z, 𝑠)𝜙ℓ

]︄
(x, 𝑡) =

𝑛𝑑+1, 𝑝∑︂
ℓ=1

𝑎ℓ (z, 𝑠)𝑇 𝑝+1
(z,𝑠) [𝜙ℓ] (x, 𝑡)

for a.e. (z, 𝑠) ∈ 𝐵, ∀(x, 𝑡) ∈ 𝐾. (4.3)

Remark 4.2. Condition 4.1 requires the point value of the partial derivatives of a Sobolev
function in almost every point of 𝐵. This is to be understood as follows:

Let 𝜓 ∈ 𝐻𝑝+1(𝐾). By Calderón’s extension theorem [78, Thm. A.4], 𝜓 can be extended to
a ˜︁𝜓 ∈ 𝐻𝑝+1(R𝑑+1). This allows us to apply [1, Thm. 10.1.4], which implies that there exists a
zero-measure set Υ ⊂ R𝑑+1 such that ˜︁𝜓 admits a “differential of order 𝑝” at every point (z, 𝑠) of
the complement of Υ. The differential of order 𝑝, as defined in [1, Def. 10.1.3], is a polynomial
that coincides with the Taylor polynomial 𝑇 𝑝+1

(z,𝑠) [˜︁𝜓] whenever this is defined. With a small abuse
of notation, this is the polynomial appearing on the left-hand side of (4.3) for all (z, 𝑠) ∈ 𝐵 \ Υ
(while 𝜙ℓ ∈ C∞(𝐾) so their Taylor polynomials are the classical ones). The partial derivatives
𝐷 𝒋𝜓(z, 𝑠) in (4.2a) are equal to the partial derivatives of 𝑇 𝑝+1

(z,𝑠) [𝜓] evaluated in (z, 𝑠).

Proposition 4.3. Let 𝐾 ∈ Tℎ and 𝜓 ∈ T(𝐾) ∩ 𝐻𝑝+1 (𝐾), with 𝐾 satisfying the conditions in
Lemma 2.11. Assume that the local space T𝑝 (𝐾) satisfies Condition 4.1. Then, there exists an
element Φ ∈ T𝑝 (𝐾), and 𝐶 > 0, which depends on the constant 𝐶★ in (4.2b) but is independent
of ℎ𝐾 and 𝜓, such that:∥︁∥︁𝐷 𝒋 (𝜓 −Φ)

∥︁∥︁
𝐿2 (𝐾) ≤ 𝐶ℎ

𝑝+1−| 𝒋 |
𝐾

∥𝜓∥𝐻 𝑝+1 (𝐾) 0 ≤ | 𝒋 | ≤ 𝑝. (4.4)

Proof. Let a ∈ 𝐿1(𝐵) be the coefficient function defined by Condition 4.1. We define the
discrete Trefftz function Φ ∈ T𝑝 (𝐾) as

Φ(x, 𝑡) :=
1
|𝐵 |

∫
𝐵

𝑛𝑑+1, 𝑝∑︂
ℓ=1

𝑎ℓ (z, 𝑠)𝜙ℓ (x, 𝑡) d𝑉 (z, 𝑠) = 1
|𝐵 |

𝑛𝑑+1, 𝑝∑︂
ℓ=1

(︃∫
𝐵

𝑎ℓ (z, 𝑠) d𝑉 (z, 𝑠)
)︃
𝜙ℓ (x, 𝑡).

(4.5)

Since Φ ∈ C∞(𝐾), by the triangle inequality, for | 𝒋 | ≤ 𝑝 we have∥︁∥︁𝐷 𝒋 (𝜓 −Φ)
∥︁∥︁
𝐿2 (𝐾) ≤

∥︁∥︁∥︁𝐷 𝒋
(︂
𝜓 − Q𝑝+1 [𝜓]

)︂∥︁∥︁∥︁
𝐿2 (𝐾)

+
∥︁∥︁∥︁𝐷 𝒋

(︂
Q𝑝+1 [𝜓] −Φ

)︂∥︁∥︁∥︁
𝐿2 (𝐾)

, (4.6)

where Q𝑝+1 [·] is the averaged Taylor polynomial of order 𝑝 + 1 defined in (2.16).
The first term is bounded by the Bramble–Hilbert lemma 2.11, while for the second term we

first derive a pointwise estimate for all (x, 𝑡) ∈ 𝐾 and | 𝒋 | ≤ 𝑝 using the multivariate Taylor’s
theorem and the fact that 𝜙ℓ ∈ C∞ (𝐾):|︁|︁𝐷 𝒋 (︁Q𝑝+1 [𝜓] (x, 𝑡) −Φ(x, 𝑡)

)︁ |︁|︁
(2.16),(4.5)

=

|︁|︁|︁|︁|︁ 1
|𝐵 |

∫
𝐵

𝐷 𝒋

(︃
𝑇
𝑝+1
(z,𝑠) [𝜓] (x, 𝑡) −

𝑛𝑑+1, 𝑝∑︂
ℓ=1

𝑎ℓ (z, 𝑠)𝜙ℓ (x, 𝑡)
)︃

d𝑉 (z, 𝑠)
|︁|︁|︁|︁|︁

(4.3)
=

|︁|︁|︁|︁|︁ 1
|𝐵 |

∫
𝐵

𝑛𝑑+1, 𝑝∑︂
ℓ=1

𝑎ℓ (z, 𝑠)𝐷 𝒋

(︃
𝑇
𝑝+1
(z,𝑠) [𝜙ℓ] (x, 𝑡) − 𝜙ℓ (x, 𝑡)

)︃
d𝑉 (z, 𝑠)

|︁|︁|︁|︁|︁
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(2.14)
=

|︁|︁|︁|︁|︁ 1
|𝐵 |

∫
𝐵

𝑛𝑑+1, 𝑝∑︂
ℓ=1

𝑎ℓ (z, 𝑠)
(︃
𝑇
𝑝+1−| 𝒋 |
(z,𝑠)

[︁
𝐷 𝒋𝜙ℓ

]︁
(x, 𝑡) − 𝐷 𝒋𝜙ℓ (x, 𝑡)

)︃
d𝑉 (z, 𝑠)

|︁|︁|︁|︁|︁
(2.12)
≤ (𝑑 + 1) (𝑝+1−| 𝒋 |)/2

|𝐵 | (𝑝 + 1 − | 𝒋 |)!ℎ
𝑝+1−| 𝒋 |
𝐾

max
ℓ=1,...,𝑛𝑑+1, 𝑝

{︁
|𝜙ℓ |C𝑝+1 (𝐾)

}︁ ∫
𝐵

|a(z, 𝑠) |1 d𝑉 (z, 𝑠)

(4.2b)
≤ |𝐾 |1/2(𝑑 + 1) (𝑝+1−| 𝒋 |)/2

|𝐵 | (𝑝 + 1 − | 𝒋 |)! ℎ
𝑝+1−| 𝒋 |
𝐾

max
ℓ=1,...,𝑛𝑑+1, 𝑝

{︁
|𝜙ℓ |C𝑝+1 (𝐾)

}︁
𝐶★ ∥𝜓∥𝐻 𝑝+1 (𝐾) .

Then,∥︁∥︁∥︁𝐷 𝒋
(︂
Q𝑝+1 [𝜓] −Φ

)︂∥︁∥︁∥︁
𝐿2 (𝐾)

≤ 𝐶★
|𝐾 |
|𝐵 |

(𝑑 + 1) (𝑝+1−| 𝒋 |)/2

(𝑝 + 1 − | 𝒋 |)! ℎ
𝑝+1−| 𝒋 |
𝐾

max
ℓ=1,...,𝑛𝑑+1, 𝑝

{︁
|𝜙ℓ |C𝑝+1 (𝐾)

}︁
∥𝜓∥𝐻 𝑝+1 (𝐾) ,

which, combined with |𝐾 | ≤ |𝐵ℎ𝐾 | ≤ 𝜌𝑑+1 |𝐵𝜌ℎ𝐾 | = 𝜌𝑑+1 |𝐵 |, the triangle inequality (4.6) and
Bramble–Hilbert lemma estimate (2.17), completes the proof.

Theorem 4.4 provides the error estimate for the Trefftz-DG approximation of (1.1) in the | | | ·
| | |DG-norm assuming that Condition 4.1 holds true. It is a consequence of Theorem 2.7 and
Propositions 2.8 and 4.3.

Theorem 4.4. Let 𝑝 ∈ N, and fix 𝛼, 𝛽, 𝛿 and ` as in (2.2). Let 𝜓 ∈ T(Tℎ) ∩ 𝐻𝑝+1(Tℎ) be
the exact solution of (1.1) and 𝜓ℎ𝑝 ∈ T𝑝 (Tℎ) be the Trefftz-DG approximation solving (3.2)
with T𝑝 (Tℎ) satisfying Condition 4.1 for all 𝐾 ∈ Tℎ. If ℎ𝐾x ≃ ℎ𝐾𝑡 for all 𝐾 ∈ Tℎ, there exists a
constant 𝐶 independent on the mesh size such that

| | |𝜓 − 𝜓ℎ𝑝 | | |DG ≤ 𝐶
∑︂

𝐾=𝐾x×𝐾𝑡∈Tℎ
max{ℎ𝐾x , ℎ𝐾𝑡 }𝑝 ∥𝜓∥𝐻 𝑝+1 (𝐾) .

No special property of the Schrödinger equation has been used in the proof of Proposition 4.3,
so the same result extends to any linear PDE for which one has at hand a discrete Trefftz space
that can reproduce the Taylor polynomials of any PDE solution.

Remark 4.5. The use of averaged Taylor polynomials Q𝑚 [·] (2.16) allows us to treat any 𝜓 ∈
𝐻𝑝+1(𝐾). Under the stronger regularity assumption 𝜓 ∈ 𝐶 𝑝+1(𝐾) the argument of Proposi-
tion 4.3 simplifies considerably: one could use the standard Taylor polynomial 𝑇𝑚(z,𝑠) [·], assume
that 𝐾 is star-shaped with respect to (z, 𝑠) ∈ 𝐾 , and require the identity (4.2a) for a single point
(z, 𝑠) only.

4.3 Best approximation in the (1+1)-dimensional case

In this section, we show that in one space dimension the choice of exponential basis func-
tions (4.1) with different values of 𝑘ℓ (and equal direction 𝑑ℓ = 1) is enough to ensure Condi-
tion 4.1 and the approximation properties of T𝑝 (𝐾). Only 2𝑝+1 degrees of freedom per element
are needed to obtain O(ℎ𝑝) convergence. An example of the (1 + 1)-dimensional basis (4.7)
for 𝑝 = 3 and 𝜖 = 10−1 is plotted in Figure 4.1.
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Chapter 4. A pseudo-plane wave Trefftz space for piecewise-constant potentials

Figure 4.1 The real parts (𝜖−1 cos(𝑘ℓ𝑥 − 𝑘2
ℓ
𝑡/2)) of the Trefftz basis functions 𝜙ℓ of (4.7)

for the potential 𝑉 = 0, 𝜖 = 10−1, and 𝑝 = 3, plotted on the space–time square (𝑥, 𝑡) ∈
(−1, 1) × (−1, 1). The parameters 𝑘ℓ are chosen as 𝑘ℓ = −3,−2, . . . , 3. The space- and time-
frequencies increase linearly and quadratically with |𝑘ℓ |, respectively. The space spanned by
these 𝑛2,3 = 7 basis functions approximates Schrödinger solutions with the same convergence
rates of cubic polynomials.

Proposition 4.6. Let 𝑑 = 1, 𝑝 ∈ N, 𝑛2,𝑝 = 2𝑝 + 1 and the parameters {𝑘ℓ}2𝑝+1
ℓ=1 ⊂ R be all

different from one another. Let

𝜙ℓ (𝑥, 𝑡) = exp

[︄
𝑖

𝜖

(︄
𝑘ℓ𝑥 −

(︄
𝑘2
ℓ

2
+𝑉 |𝐾

)︄
𝑡

)︄]︄
, ℓ = 1, . . . , 2𝑝 + 1, (4.7)

be the basis of the discrete Trefftz space T𝑝 (𝐾). Then, Condition 4.1 is satisfied.

Proof. Let 𝜓 ∈ T(𝐾) ∩𝐻𝑝+1(𝐾) and (z, 𝑠) ∈ 𝐵 \Υ, where Υ is the zero-measure set introduced
in Remark 4.2. Since all the derivatives of 𝜓 of order at most 𝑝 are defined at (𝑧, 𝑠) and each
basis function 𝜙ℓ ∈ C∞ (𝐾), the Taylor polynomials centered at (𝑧, 𝑠) of order 𝑝 + 1 of 𝜓 and
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4.3. Best approximation in the (1+1)-dimensional case

each 𝜙ℓ can be written as:

𝑇
𝑝+1
(𝑧,𝑠) [𝜓] (𝑥, 𝑡) =

𝑝∑︂
𝑗𝑥=0

𝑝− 𝑗𝑥∑︂
𝑗𝑡=0

𝑏 𝒋 (𝑥 − 𝑧) 𝑗𝑥 (𝑡 − 𝑠) 𝑗𝑡 , where 𝒋 = ( 𝑗𝑥 , 𝑗𝑡), (4.8a)

𝑇
𝑝+1
(𝑧,𝑠) [𝜙ℓ] (𝑥, 𝑡) =

𝑝∑︂
𝑗𝑥=0

𝑝− 𝑗𝑥∑︂
𝑗𝑡=0

𝑀 𝒋 ,ℓ (𝑥 − 𝑧) 𝑗𝑥 (𝑡 − 𝑠) 𝑗𝑡 for ℓ = 1, . . . , 𝑛2,𝑝, (4.8b)

where
{︁
𝑏 𝒋

}︁
and

{︁
𝑀 𝒋 ,ℓ

}︁
denote the Taylor polynomial coefficients for 𝜓 and 𝜙ℓ. We aim to prove

that there exists a(𝑧, 𝑠) ∈ C2𝑝+1 that satisfies (4.2a), i.e.,

𝑛2, 𝑝∑︂
ℓ=1

𝑎ℓ (𝑧, 𝑠)𝑀 𝒋 ,ℓ = 𝑏 𝒋 for | 𝒋 | ≤ 𝑝, 𝒋 = ( 𝑗𝑥 , 𝑗𝑡).

This can be arranged as a rectangular linear system of the form M a(𝑧, 𝑠) = b, with b ∈ C𝑟2, 𝑝
and M ∈ C𝑟2, 𝑝×𝑛2, 𝑝 , 𝑟2,𝑝 = (𝑝 + 1) (𝑝 + 2)/2≥ 𝑛2,𝑝.

The case 𝑝 = 1 is rather special, since 𝑛2,1 = 𝑟2,1 = 3 and the matrix M is square; hence
we just need to show that M is not singular. For 𝑝 ≥ 2, in order to prove the existence of such
an a(𝑧, 𝑠), we need to show that b ∈ Im (M). To this purpose, after equation (4.10) below,
we define a set D ⊂ C𝑟2, 𝑝 that contains {b} ∪ Im (M). Afterwards, it only remains to show
that dimD = rank (M).

For all smooth 𝜑 ∈ T(𝐾) and each multi-index 𝒋, with | 𝒋 | ≤ 𝑝,𝐷 𝒋𝜑(𝑧, 𝑠) = 𝐷 𝒋𝑇
𝑝+1
(𝑧,𝑠) [𝜑] (𝑧, 𝑠).

Since 𝜑 and its derivatives satisfy the Schrödinger equation, this implies that𝐷 𝒋𝑇
𝑝+1
(𝑧,𝑠) [𝜑] satisfies

the same equation at the single point (𝑧, 𝑠):(︃(︂
𝑖𝜖
𝜕

𝜕𝑡
+ 𝜖

2

2
Δx −𝑉

)︂
𝐷 𝒋𝑇

𝑝+1
(𝑧,𝑠) [𝜑]

)︃
(𝑧, 𝑠) = 0 for 𝑝 ≥ 2 and | 𝒋 | ≤ 𝑝 − 2. (4.9)

We want to express these equations in terms of the coefficients of 𝑇 𝑝+1
(𝑧,𝑠) [𝜑] (𝑥, 𝑡). Setting

C ∈ C𝑟2, 𝑝 to be the vector with components 𝐶 𝑗𝑥 , 𝑗𝑡 := 1
𝒋!𝐷

𝒋𝜑(𝑧, 𝑠) with 𝒋 = ( 𝑗𝑥 , 𝑗𝑡), so that
𝑇
𝑝+1
𝑧,𝑠 [𝜑] (𝑥, 𝑡) = ∑︁

| 𝒋 |≤𝑝 𝐶 𝑗𝑥 , 𝑗𝑡 (𝑥 − 𝑧) 𝑗𝑥 (𝑡 − 𝑠) 𝑗𝑡 , we have

𝜕𝑡𝑇
𝑝+1
𝑧,𝑠 [𝜑] (𝑥, 𝑡) =

𝑝∑︂
𝑗𝑥=0

𝑝−1− 𝑗𝑥∑︂
𝑗𝑡=0

𝐶 𝑗𝑥 , 𝑗𝑡+1( 𝑗𝑡 + 1) (𝑥 − 𝑧) 𝑗𝑥 (𝑡 − 𝑠) 𝑗𝑡 ,

𝜕2

𝜕𝑥2𝑇
𝑝+1
𝑧,𝑠 [𝜑] (𝑥, 𝑡) =

𝑝−2∑︂
𝑗𝑥=0

𝑝−2− 𝑗𝑥∑︂
𝑗𝑡=0

𝐶 𝑗𝑥+2, 𝑗𝑡 ( 𝑗𝑥 + 1) ( 𝑗𝑥 + 2) (𝑥 − 𝑧) 𝑗𝑥 (𝑡 − 𝑠) 𝑗𝑡 .

Expanding (4.9), we get the following 𝑝(𝑝−1)/2 relations between the coefficients of the Taylor
polynomial of 𝜑:

𝑖𝜖 ( 𝑗𝑡 + 1)𝐶 𝑗𝑥 , 𝑗𝑡+1 +
𝜖2

2
( 𝑗𝑥 + 1) ( 𝑗𝑥 + 2)𝐶 𝑗𝑥+2, 𝑗𝑡 = 𝑉𝐶 𝑗𝑥 , 𝑗𝑡 (4.10)

for | 𝒋 | ≤ 𝑝 − 2, 𝒋 = ( 𝑗𝑥 , 𝑗𝑡).

35



Chapter 4. A pseudo-plane wave Trefftz space for piecewise-constant potentials

We define D :=
{︁
C ∈ C𝑟2, 𝑝

|︁|︁ C satisfies (4.10)
}︁
. Since 𝜓, 𝜙ℓ ∈ T(𝐾), it is evident that b ∈ D

and Im (M) ⊂ D.
The key point of the proof is to show that rank (M) = dim(D) = 2𝑝 + 1, which guarantees

that the overdetermined linear system Ma(𝑧, 𝑠) = b has a unique solution.
Figure 4.2 illustrates the relations that define D for both cases𝑉 = 0 and𝑉 ≠ 0. It shows that

given the 2𝑝+1 entries𝐶 𝑗𝑥 , 𝑗𝑡 of C ∈ D corresponding to 𝑗𝑥∈ {0, 1}, all other entries are uniquely
determined by the conditions (4.10). The dots in the ( 𝑗𝑥 , 𝑗𝑡) plane represent the coefficients𝐶 𝑗𝑥 , 𝑗𝑡
of C ∈ D ⊂ C𝑟2, 𝑝 , 𝑟2,𝑝 =

(𝑝+1) (𝑝+2)
2 . In the case 𝑉 ≠ 0 (right panel), each shape connects

three dots located at the points ( 𝑗𝑥 , 𝑗𝑡 + 1), ( 𝑗𝑥 , 𝑗𝑡) and ( 𝑗𝑥 + 2, 𝑗𝑡): this shape represents one of
the equations (4.10) which, given 𝐶 𝑗𝑥 , 𝑗𝑡+1 and 𝐶 𝑗𝑥 , 𝑗𝑡 , allows us to compute 𝐶 𝑗𝑥+2, 𝑗𝑡 . If the 2𝑝 + 1
values with 𝑗𝑥 ∈ {0, 1} (corresponding to the nodes in the shaded region) are given, then these
relations uniquely determine all the other coefficients, which can be computed sequentially by
proceeding left to right in the diagram. In the figure 𝑝 = 7, the number of nodes is 𝑟2,𝑝 = 36, the
number of nodes in the shaded region is 𝑛2,𝑝 = 15, the number of relations is 𝑟2,𝑝 − 𝑛2,𝑝 = 21.
The case 𝑉 = 0 (left panel) is slightly simpler: the coefficient 𝐶 𝑗𝑥+2, 𝑗𝑡 is determined by 𝐶 𝑗𝑥 , 𝑗𝑡+1

only, and each relation in (4.10) is depicted as a segment .

𝑗𝑥

𝑗𝑡
𝑝

0
𝑝0

𝐶 𝑗𝑥 , 𝑗𝑡

(a) Case 𝑉 = 0

𝑗𝑥

𝑗𝑡
𝑝

0
𝑝0

𝐶 𝑗𝑥 , 𝑗𝑡

coefficient
relation

(b) Case 𝑉 ≠ 0

Figure 4.2 Illustration of the relations defining the set D in the (1 + 1)-dimensional case.

Therefore,
rank (M) ≤ dim (D) ≤ 2𝑝 + 1.

The rest of the proof consists in proving that rank (M) ≥ 2𝑝 + 1, i.e. that M is full-rank. To do
so, we first recall that 𝜙ℓ (𝑥, 𝑡) = exp

[︂
𝑖
𝜖

(︂
𝑘ℓ𝑥 −

(︂
𝑘2
ℓ

2 +𝑉
)︂
𝑡

)︂]︂
from the basis definition (4.7), and

observe that the entries of matrix M are given by

𝑀 𝒋 ,ℓ =
1

𝑗𝑥! 𝑗𝑡!
𝐷 𝒋𝜙ℓ (𝑧, 𝑠) = 𝑞 𝑗𝑥 , 𝑗𝑡 (𝑘ℓ)𝜙ℓ (𝑧, 𝑠) 𝒋 = ( 𝑗𝑥 , 𝑗𝑡), ℓ = 1, . . . , 2𝑝 + 1,

where 𝑞 𝑗𝑥 , 𝑗𝑡 (𝑘) = 1
𝑗𝑥! 𝑗𝑡 !

(︁
𝑖𝜖−1𝑘

)︁ 𝑗𝑥 (︂
−𝑖𝜖−1

(︂
𝑘2

2 +𝑉
)︂)︂ 𝑗𝑡

is a complex-valued polynomial of degree
exactly 𝑗𝑥 + 2 𝑗𝑡 . We define a square submatrix M□ of the matrix M by taking the rows
corresponding to 𝑗𝑥 ∈ {0, 1}. This, in turn, can be decomposed as M□ = VD𝑧,𝑠, where
D𝑧,𝑠 = diag(𝜙1(𝑧, 𝑠), . . . , 𝜙2𝑝+1(𝑧, 𝑠)) and the Vandermonde-like matrix V ∈ C(2𝑝+1)×(2𝑝+1) is
given by
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4.4. Best approximation in the (2+1)-dimensional case

V =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝑞0,0 (𝑘1) 𝑞0,0 (𝑘2) . . . 𝑞0,0 (𝑘2𝑝+1)
𝑞1,0 (𝑘1) 𝑞1,0 (𝑘2) . . . 𝑞1,0 (𝑘2𝑝+1)

...
...

...

𝑞0, 𝑗𝑡 (𝑘1) 𝑞0, 𝑗𝑡 (𝑘2) . . . 𝑞0, 𝑗𝑡 (𝑘2𝑝+1)
𝑞1, 𝑗𝑡 (𝑘1) 𝑞1, 𝑗𝑡 (𝑘2) . . . 𝑞1, 𝑗𝑡 (𝑘2𝑝+1)

...
...

...

𝑞0, 𝑝−1 (𝑘1) 𝑞0, 𝑝−1 (𝑘2) . . . 𝑞0, 𝑝1 (𝑘2𝑝+1)
𝑞1, 𝑝−1 (𝑘1) 𝑞1, 𝑝−1 (𝑘2) . . . 𝑞1, 𝑝−1 (𝑘2𝑝+1)
𝑞0, 𝑝 (𝑘1) 𝑞0, 𝑝 (𝑘2) . . . 𝑞0, 𝑝 (𝑘2𝑝+1)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (4.11)

We observe that 𝑉𝑚,ℓ = 𝑝𝑚−1(𝑘ℓ), 𝑚 = 1, . . . , 2𝑝 + 1, for some polynomials 𝑝𝑚 (·) of degree
𝑚. Therefore, there exists a lower triangular matrix P such that PV = ˜︁V, where ˜︁𝑉𝑚,ℓ = 𝑘𝑚−1

ℓ
for

𝑚, ℓ = 1, . . . , 2𝑝 + 1. The entries of the 𝑚-th row of the inverse of P are the coefficients of the
monomial expansion of the polynomial 𝑝𝑚−1. This means that ˜︁V is a Vandermonde matrix, so
it is invertible [50, §22.1] (recall that all 𝑘ℓ are different from one another). We conclude that
the matrix V is invertible, independent of (𝑧, 𝑠) and M is full rank (namely, rank (M) = 2𝑝 + 1).

Denoting by b□ the subvector of b corresponding to the indices 𝑗𝑥 ∈ {0, 1}, the unique
solution of the linear system Ma(𝑧, 𝑠) = b is a(𝑧, 𝑠) = M−1

□ b□ and satisfies condition (4.2a).
Moreover, the following bound holds

|a(𝑧, 𝑠) |1 ≤ || |V−1 | | |1 | | |D−1
𝑧,𝑠 | | |1

|︁|︁b□|︁|︁1 , (4.12)

where | | |D−1
𝑧,𝑠 | | |1 = 1 for all (𝑧, 𝑠) ∈ 𝐵. We now recall that (𝑧, 𝑠) was chosen arbitrarily in 𝐵 \Υ.

Setting a(𝑧, 𝑠) = 0 and b□(𝑧, 𝑠) = 0 for (𝑧, 𝑠) ∈ Υ (which has zero measure), recalling from
(4.8a) that 𝑏 𝒋 =

1
𝒋!𝐷

𝒋𝜓, and integrating (4.12) over 𝐵, we obtain

∥|a|1∥𝐿1 (𝐵) ≤ || |V−1 | | |1
∥︁∥︁|︁|︁b□|︁|︁1∥︁∥︁𝐿1 (𝐵) ≤ || |V−1 | | |1

√︁
2𝑝 + 1

∥︁∥︁|︁|︁b□|︁|︁2∥︁∥︁𝐿1 (𝐵)

≤ || |V−1 | | |1
√︁

2𝑝 + 1
√︁
|𝐵 | ∥𝜓∥𝐻 𝑝+1 (𝐵) .

This implies the assertion (4.2b) with 𝐶★ =
√︁

2𝑝 + 1| | |V−1 | | |1, since |𝐵 | ≤ |𝐾 |.

Since the constant 𝐶★ depends on the norm of the inverse of the Vandermonde matrix V,
which in turn depends on the parameters {𝑘ℓ}2𝑝+1

ℓ=1 and 𝜖 , the choice of the parameters defining
the Trefftz basis functions has an important influence on the accuracy of the method; this is
illustrated in the numerical experiments in Section 4.5.1.

4.4 Best approximation in the (2+1)-dimensional case

Following the same strategy of the previous section, in Proposition 4.7 we show that, for a
sensible choice of the parameters {𝑘ℓ} and the directions {dℓ} in (4.1), Condition 4.1 is true for
T𝑝 (Tℎ) in the (2 + 1)-dimensional case.

The basis functions 𝜙𝑚,_ are plane waves in space indexed by two parameters: 𝑚 identifying
the wavenumber 𝑘𝑚, and _ identifying the propagation direction \𝑚,_. For every wavenumber we
take a different number of directions following a strategy similar to that used for the construction
of plane-wave Trefftz bases for the 3D Helmholtz equation in [79, Lemma 4.2]. The time-
dependence of each basis element is harmonic with frequency 𝜖−1(𝑘2

𝑚/2+𝑉 |𝐾). A sample basis
for 𝑝 = 2 and 𝜖 = 10−1 is shown in Figure 4.3.
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Chapter 4. A pseudo-plane wave Trefftz space for piecewise-constant potentials

Proposition 4.7. Let 𝑑 = 2 and 𝑛3,𝑝 = (𝑝 + 1)2. Let the parameters 𝑘𝑚 and \𝑚,_ satisfy the
following conditions:

𝑘𝑚 ∈ R \ {0} for 𝑚 = 0, . . . , 𝑝, with 𝑘2
𝑚1 ≠ 𝑘

2
𝑚2 for 𝑚1 ≠ 𝑚2,

\𝑚,_ ∈ [0, 2𝜋) for 𝑚 = 0, . . . , 𝑝, _ = 1, . . . , 2𝑚 + 1, with \𝑚,_1 ≠ \𝑚,_2 for _1 ≠ _2.

Define the directions d𝑚,_ = (cos(\𝑚,_), sin(\𝑚,_)) and the basis functions

𝜙𝑚,_ (x, 𝑡) = exp
[︃
𝑖

𝜖

(︃
𝑘𝑚d⊤

𝑚,_x −
(︃
𝑘2
𝑚

2
+𝑉 |𝐾

)︃
𝑡

)︃]︃
for 𝑚 = 0, . . . , 𝑝, _ = 1, . . . , 2𝑚 + 1.

Then, Condition 4.1 holds true.

Figure 4.3 The real parts of the Trefftz basis functions defined in (4.7) for 𝑉 = 0, 𝜖 = 10−1,
and 𝑝 = 2 at time 𝑡 = 0 on the space domain (−1, 1)2. Here 𝑘𝑚 = 𝑚 + 1 for 𝑚 = 0, 1, 2 and
\𝑚,_ =

2𝜋(_−1)
2𝑚+1 for _ = 1, . . . , 2𝑚 + 1. Note that, differently from Figure 4.1, here we only plot

the space dependence of 𝜙ℓ.
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4.4. Best approximation in the (2+1)-dimensional case

Proof. Let 𝜓 ∈ T(𝐾) ∩ 𝐻𝑝+1(𝐾) and (z, 𝑠) ⊂ 𝐵 \ Υ, with the set Υ as in Remark 4.2. As in
Proposition 4.6, we can arrange the coefficients of the Taylor polynomials of 𝜓 and each basis
function 𝜙ℓ in a vector b ∈ C𝑟3, 𝑝 and a matrix M ∈ C𝑟3, 𝑝×𝑛3, 𝑝 with 𝑟3,𝑝 = (𝑝 +1) (𝑝 +2) (𝑝 +3)/6.
In order to prove (4.2b), we look for a vector a(z, 𝑠) ∈ C𝑛3, 𝑝 such that Ma(z, 𝑠) = b.

Similarly to the (1 + 1)-dimensional case, b ∈ D and Im (M) ⊂ D for D the set of all the
vectors C ∈ C𝑟3, 𝑝 satisfying the following relations

𝑖𝜖 ( 𝑗𝑡 + 1)𝐶 𝑗𝑥 , 𝑗𝑦 , 𝑗𝑡+1 + 𝜖2

2
( 𝑗𝑥 + 1) ( 𝑗𝑥 + 2)𝐶 𝑗𝑥+2, 𝑗𝑦 , 𝑗𝑡

+ 𝜖
2

2
( 𝑗𝑦 + 1) ( 𝑗𝑦 + 2)𝐶 𝑗𝑥 , 𝑗𝑦+2, 𝑗𝑡 = 𝑉𝐶 𝑗𝑥 , 𝑗𝑦 , 𝑗𝑡 (4.13)

for | 𝒋 | ≤ 𝑝 − 2, 𝒋 = ( 𝑗𝑥 , 𝑗𝑦, 𝑗𝑡).

Figure 4.4 depicts the equations (4.13) as relations between the coefficients of the vector C,
which are represented as points in the ( 𝑗𝑥 , 𝑗𝑦, 𝑗𝑡) space. In particular, it shows that the (𝑝 + 1)2

entries of any C ∈ D with 𝑗𝑥 ∈ {0, 1} determine all the other entries of C, thus rank (M) ≤
dim (D) ≤ (𝑝 + 1)2. The colored dots in position 𝒋 = ( 𝑗𝑥 , 𝑗𝑦, 𝑗𝑡), | 𝒋 | ≤ 𝑝, correspond to
the entries 𝐶 𝑗𝑥 , 𝑗𝑦 , 𝑗𝑡 of the vector C ∈ D ⊂ C𝑟3, 𝑝 (here 𝑝 = 5 and 𝑟3,𝑝 = 56). Each white
circle is connected by the segments to four nodes and represents one of the equations in (4.13):
given 𝐶 𝑗𝑥 , 𝑗𝑦 , 𝑗𝑡 , 𝐶 𝑗𝑥 , 𝑗𝑦 , 𝑗𝑡+1 and 𝐶 𝑗𝑥 , 𝑗𝑦+2, 𝑗𝑡 , it allows to compute 𝐶 𝑗𝑥+2, 𝑗𝑦 , 𝑗𝑡 (the leftmost of the four
nodes connected to a given white circle). The red dot exemplifies one of these relations, for
𝒋 = (0, 1, 2). Given the (𝑝+1)2 coefficients with 𝑗𝑥 ∈ {0, 1} (the blue dots), all other coefficients
are uniquely determined and dim (D) ≤ (𝑝 + 1)2.

𝑗𝑥

𝑗𝑦

𝑗𝑡

Figure 4.4 A representation of the relations defining the set D in the (2+1)-dimensional case.

Now, it just remains to prove that rank (M) ≥ (𝑝 + 1)2. We fix an arbitrary ordering
ℓ = 1, . . . , (𝑝 + 1)2 of the “triangular” index set {(𝑚, _) : 𝑚 = 0, . . . , 𝑝, _ = 1, . . . , 2𝑚 + 1}, so
that we can write 𝜙ℓ, 𝑘ℓ and \ℓ for the basis functions 𝜙𝑚,_ and the parameters 𝑘𝑚,_ and \𝑚,_.

First, from the basis function definition, the matrix M can be decomposed as M = GDz,𝑠
for the diagonal matrix Dz,𝑠 = diag(𝜙1(z, 𝑠), . . . , 𝜙(𝑝+1)2 (z, 𝑠)) and a matrix G ∈ C𝑟3, 𝑝 ,𝑛3, 𝑝 with
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Chapter 4. A pseudo-plane wave Trefftz space for piecewise-constant potentials

entries independent of (z, 𝑠) given by:

G 𝒋 ,ℓ =
1

𝑗𝑥! 𝑗𝑦! 𝑗𝑡!
(︁
𝑖𝜖−1𝑘ℓ cos \ℓ

)︁ 𝑗𝑥 (︁𝑖𝜖−1𝑘ℓ sin \ℓ
)︁ 𝑗𝑦 (︄

−𝑖𝜖−1

(︄
𝑘2
ℓ

2
+𝑉

)︄)︄ 𝑗𝑡
, 𝒋 = ( 𝑗𝑥 , 𝑗𝑦, 𝑗𝑡).

(4.14)

We define a square matrix S ∈ C𝑛3, 𝑝×𝑛3, 𝑝 with the block structure S =

(︃
S+

S−

)︃
, where S+ ∈

C
(𝑝+1) (𝑝+2)

2 ×𝑛3, 𝑝 and S− ∈ C
𝑝 (𝑝+1)

2 ×𝑛3, 𝑝 are defined as

𝑆+( 𝑗x, 𝑗𝑡 ),ℓ =

(︄
𝑘2
ℓ

2
+𝑉

)︄ 𝑗𝑡
𝑘
𝑗x
ℓ

e𝑖\ℓ 𝑗x for 𝑗x = 0, . . . , 𝑝,
𝑗𝑡 = 0, . . . , 𝑝 − 𝑗x, ℓ = 1, . . . , (𝑝 + 1)2,

𝑆−( 𝑗x, 𝑗𝑡 ),ℓ =

(︄
𝑘2
ℓ

2
+𝑉

)︄ 𝑗𝑡
𝑘
𝑗x
ℓ

e−𝑖\ℓ 𝑗x for 𝑗x = 1, . . . , 𝑝,
𝑗𝑡 = 0, . . . , 𝑝 − 𝑗x, ℓ = 1, . . . , (𝑝 + 1)2.

The binomial theorem allows us to relate the blocks S± to G:

𝑆+( 𝑗x, 𝑗𝑡 ),ℓ =

(︄
𝑘2
ℓ

2
+𝑉

)︄ 𝑗𝑡
(𝑘ℓ cos \ℓ + 𝑖𝑘ℓ sin \ℓ) 𝑗x

=
∑︂

𝑗𝑥+ 𝑗𝑦= 𝑗x

𝑗x!
𝑗𝑥! 𝑗𝑦!

(𝑘ℓ cos \ℓ) 𝑗𝑥 (𝑖𝑘ℓ sin \ℓ) 𝑗𝑦
(︄
𝑘2
ℓ

2
+𝑉

)︄ 𝑗𝑡
=

∑︂
𝑗𝑥+ 𝑗𝑦= 𝑗x

𝑗𝑡! 𝑗x!𝜖 | 𝒋 |

𝑖 𝑗𝑥 (−𝑖) 𝑗𝑡 G 𝒋 ,ℓ,

𝑗x = 0, . . . , 𝑝,
𝑗𝑡 = 0, . . . , 𝑝 − 𝑗x,
ℓ = 1, . . . , (𝑝 + 1)2,

𝑆−( 𝑗x, 𝑗𝑡 ),ℓ =

(︄
𝑘2
ℓ

2
+𝑉

)︄ 𝑗𝑡
(𝑘ℓ cos \ℓ − 𝑖𝑘ℓ sin \ℓ) 𝑗x

=
∑︂

𝑗𝑥+ 𝑗𝑦= 𝑗x

𝑗x!
𝑗𝑥! 𝑗𝑦!

(𝑘ℓ cos \ℓ) 𝑗𝑥 (−𝑖𝑘ℓ sin \ℓ) 𝑗𝑦
(︄
𝑘2
ℓ

2
+𝑉

)︄ 𝑗𝑡
=

∑︂
𝑗𝑥+ 𝑗𝑦= 𝑗x

𝑗𝑡! 𝑗x!𝜖 | 𝒋 |

𝑖 𝑗𝑥 (−1) 𝑗𝑦 (−𝑖) 𝑗𝑡
G 𝒋 ,ℓ,

𝑗x = 1, . . . , 𝑝,
𝑗𝑡 = 0, . . . , 𝑝 − 𝑗x,
ℓ = 1, . . . , (𝑝 + 1)2.

This means that there exists a matrix P ∈ C𝑛3, 𝑝×𝑟3, 𝑝 such that S = PG.
Next, we prove that S is not singular. If S⊤c = 0 for some vector c ∈ C𝑛3, 𝑝 , then for each pair(︁

𝑘𝑚, \𝑚,_
)︁

in the definition of the basis functions we have

0 =

𝑝∑︂
𝑛=−𝑝

(︃ 𝑝−|𝑛|∑︂
𝑗𝑡=0

𝑐𝑛, 𝑗𝑡

(︃
𝑘2
𝑚

2
+𝑉

)︃ 𝑗𝑡
𝑘
|𝑛|
𝑚

)︃
e𝑖𝑛\𝑚,_ =

𝑝∑︂
𝑛=−𝑝

Z𝑛 (𝑘𝑚) e𝑖𝑛\𝑚,_ , (4.15)

𝑚 = 0, . . . , 𝑝, _ = 1, . . . , 2𝑚 + 1,

If we fix 𝑚 = 𝑝 in (4.15), the Z𝑛 (𝑘 𝑝) are the coefficients of a trigonometric polynomial of
degree 𝑝 with 2𝑝 + 1 different zeros \𝑝,_, which implies that Z𝑛 (𝑘 𝑝) = 0, for 𝑛 = −𝑝, . . . , 𝑝. In
particular 0 = Z±𝑝 (𝑘 𝑝) = 𝑐±𝑝,0𝑘 𝑝𝑝 ⇒ 𝑐±𝑝,0 = 0, since 𝑘 𝑝 ≠ 0 by hypothesis.

40



4.4. Best approximation in the (2+1)-dimensional case

We now proceed by (backward) induction. Assume that for some [ ∈ {1, . . . , 𝑝} we have:

𝑐±𝑛, 𝑗𝑡 = 0, for 𝑛 = 𝑝 − [ + 1, . . . , 𝑝 and 𝑗𝑡 = 0, . . . , 𝑝 − |𝑛|, (4.16a)
Z𝑛 (𝑘𝑚) = 0, for 𝑛 = −𝑝, . . . , 𝑝 and 𝑚 = 𝑝 − [ + 1, . . . , 𝑝. (4.16b)

Then (4.15) gives
𝑝−[∑︂

𝑛=−(𝑝−[)
Z𝑛 (𝑘𝑚)e𝑖𝑛\𝑚,_ = 0,

and for 𝑚 = (𝑝 − [), the Z𝑛 (𝑘 𝑝−[) are the coefficients of a trigonometric polynomial of degree
𝑝 − [ with 2(𝑝 − [) + 1 different zeros \𝑝−[,_. Therefore, assumption (4.16b) also holds for
𝑚 = 𝑝 − [. For 𝑛 = ±(𝑝 − [) in (4.16b) we have

𝑘
𝑝−[
𝑚

[∑︂
𝑗𝑡=0

𝑐±(𝑝−[), 𝑗𝑡

(︃
𝑘2
𝑚

2
+𝑉

)︃ 𝑗𝑡
= 0;

therefore, 𝑐±(𝑝−[), 𝑗𝑡 are the coefficients of a complex-valued polynomial of degree [ with [ + 1
different zeros

(︁
𝑘2
𝑚/2 +𝑉

)︁
, 𝑚 = 𝑝 − [, . . . , 𝑝; which implies that assumption (4.16a) holds for

𝑛 = 𝑝 − [. Recursively, this leads to c = 0; therefore the matrix S is invertible. Since S = PG
and M = GDz,𝑠 for a nonsingular matrix Dz,𝑠, the matrix M has rank at least 𝑛3,𝑝, so it is full
rank.

The solution a(z, 𝑠) of the rectangular linear system Ma(z, 𝑠) = b is a(z, 𝑠) = D−1
z,𝑠S−1Pb,

which satisfies (4.2a). Then, the following bound is obtained

|a(𝑧, 𝑠) |1 ≤ || |S−1 | | |1 | | |D−1
z,𝑠 | | |1 |Pb|1 ,

where | | |D−1
𝑧,𝑠 | | |1 = 1 for all (z, 𝑠) ∈ 𝐵. Writing 𝑏 𝒋 =

1
𝒋!𝐷

𝒋𝜓(z, 𝑠) and integrating over 𝐵 as in
the proof of Proposition 4.6, we obtain (4.2b) with 𝐶★ =

√
𝑟3,𝑝 | | |S−1 | | |1 | | |P| | |1.

Analogously to the (1 + 1)-dimensional case, the constant 𝐶★ depends on the norm of the
inverse of the matrix S, which depends on 𝜖 , and the choice of both the parameters {𝑘𝑚} and
the directions

{︁
d𝑚,_

}︁
. This indicates that finding an appropriate choice of these parameters is

crucial in order to get accurate and stable approximations.

Remark 4.8 (Arbitrary space dimension). In order to extend the Trefftz approximation theory
to (𝑑 + 1)-dimensional problems with 𝑑 ≥ 3, one has to provide conditions on the parameters
defining the local basis functions. Not only one has to determine the minimal number of
directions {d𝑚,_} ⊂ S𝑑

1 associated to each parameter 𝑘𝑚, but also the mutual relations that the
directions have to satisfy (e.g. not too many of them can belong to the same (𝑑 −1)-dimensional
hyperplane).

Remark 4.9. The previous sections show that for 𝑑 = 1, 2 the local space T𝑝 (𝐾) has dimension
O𝑝→∞(𝑝𝑑) and approximates Schrödinger solutions with the same convergence rates as the
space P𝑝 (𝐾) of the degree-𝑝 polynomials on 𝐾 , which has larger dimension dim(P𝑝 (𝐾)) =

O𝑝→∞(𝑝𝑑+1). More precisely, T𝑝 (𝐾) has the dimension of the space of the harmonic polyno-
mials of degree 𝑝 on 𝐾 . We expect the same to hold for 𝑑 > 2.
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Chapter 4. A pseudo-plane wave Trefftz space for piecewise-constant potentials

4.5 Numerical experiments

We present some numerical experiments validating the error estimates in the mesh-dependent
norm | | | · | | |DG derived in Section 4.2. We also numerically assess the 𝐿2(Ω) error at the final-
time, mesh-independent ∥·∥𝐿2 (F𝑇ℎ ) norm and evaluate the energy dissipation of the proposed
method. The ^2-condition number of the stiffness matrix is studied numerically in Section 5.5.5.

By choosing the same space mesh T x
ℎx,𝑛

and time step 𝜏 = 𝑡𝑛 − 𝑡𝑛−1 for all 𝑛 = 1, . . . , 𝑁 ,
we can apply a time translation for each time-slab Ω × (𝑡𝑛−1, 𝑡𝑛) in the definition of the basis
functions (4.1), as 𝜙ℓ (x, 𝑡) := exp

[︂
𝑖𝜖−1

(︂
𝑘ℓd⊤

ℓ
x −

(︂
𝑘2
ℓ
/2 +𝑉

|︁|︁
𝐾

)︂
(𝑡 − 𝑡𝑛−1)

)︂]︂
. This makes the

matrices of the linear systems for all the time-slabs to be the same, which represents a substantial
reduction in the computational cost of the method. To solve these systems we perform the LU
factorization of such matrix once using the Matlab’s function lu with scaling and row–column
permutations, which produces sparser and stable factorizations; then, we solve for each time
slab applying forward and backward substitutions.

The integrals in the assembly of the Galerkin matrix and load vectors are computed with
Gauss–Legendre quadratures. On polytopic meshes, thanks to the choice of exponential basis
functions (4.1), closed formulas for all the integrals appearing in the matrix assembly could be
written, following the ideas in [52, §4.1]: the implementation of these formulas is non-trivial,
particularly in higher dimensions, but it could considerably speed up the computations. We
recall that the Trefftz-DG formulation (3.2) does not involve (𝑑 + 1)-dimensional integrals over
mesh elements but only on the 𝑑-dimensional element faces.

4.5.1 Square-well potential in (1 + 1) dimensions

Let us consider the (1+1)-dimensional Schrödinger equation (1.1) on 𝑄𝑇 = (−
√

2,
√

2) × (0, 1)
with 𝜖 = 1, homogeneous Dirichlet boundary conditions, and the following square-well potential:

𝑉 (𝑥) =
{︃

0 𝑥 ∈ (−
√

2/2,
√

2/2),
𝑉∗ 𝑥 ∈ (−

√
2,
√

2) \ (−
√

2/2,
√

2/2), (4.17)

for some 𝑉∗ > 0. The initial condition is taken as an eigenfunction (bound state) of −1
2𝜕

2
𝑥 + 𝑉

on (−
√

2,
√

2):

𝜓0(𝑥) =
{︄

cos(𝑘∗
√

2𝑥), 𝑥 ∈ (−
√

2,
√

2),
cos(𝑘∗)

sinh(
√
𝑉∗−𝑘2

∗)
sinh(

√︁
𝑉∗ − 𝑘2

∗ (2 −
√

2|𝑥 |)), 𝑥 ∈ (−
√

2,
√

2) \ (−
√

2/2,
√

2/2),

where 𝑘∗ is a real root of the function 𝑓 (𝑘) :=
√︁
𝑉∗ − 𝑘2−𝑘 tan(𝑘) tanh(

√︁
𝑉∗ − 𝑘2). The solution

of the corresponding initial boundary value problem (1.1) is 𝜓(𝑥, 𝑡) = 𝜓0(𝑥) exp(−𝑖𝑘2
∗𝑡). For

each 𝑉∗, there is a finite number of such values 𝑘∗: in the numerical experiments below, we
take the largest one, corresponding to faster oscillations in space and time. In Figure 4.5, we
present the plot of the function 𝑓 (𝑥) for 𝑉∗ = 20 and 𝑉∗ = 50 with the values of 𝑘∗ used in this
experiment.

From the definition (4.7) of the Trefftz basis, we observe that if the parameters 𝑘ℓ are
chosen very close to one another then the corresponding basis functions approach mutual
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(a) 𝑉∗ = 20
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(b) 𝑉∗ = 50

Figure 4.5 Plot of 𝑓 (𝑘) for different values of 𝑉∗ in the definition of the square-well
potential (4.17). The red dots are the values of 𝑘 taken in the numerical experiments:
𝑘∗ ≈ 3.7319 (𝑉∗ = 20) and 𝑘∗ ≈ 6.6394 (𝑉∗ = 50) .

linear dependence. The consequence is that the Trefftz-DG method becomes more and more
ill-conditioned. This is confirmed by the Vandermonde-like matrix V in (4.11), which is
singular in the limit |𝑘ℓ1 − 𝑘ℓ2 | → 0. In the experiments we take 2𝑝 + 1 equally spaced values
𝑘ℓ/2 ∈ {−𝑝,−(𝑝 − 1), . . . , 0, . . . , 𝑝 − 1, 𝑝}.

In Figure 4.6 we plot the exact solution 𝜓 for 𝑉∗ = 20 and 𝑉∗ = 50. It can be observed
that, for increasing 𝑉∗, the solution oscillates more with respect to 𝑥 in (−

√
2/2,

√
2/2), while it

decays monotonically to 0 in (−
√

2,
√

2) \ (−
√

2/2,
√

2/2).

(a) ℜ𝔢 (𝜓) for 𝑉∗ = 20 (b) ℜ𝔢 (𝜓) for 𝑉∗ = 50

Figure 4.6 Exact solution𝜓 in the space–time cylinder𝑄𝑇 for the (1+1)-dimensional square-well
potential problem (4.17).

In Figure 4.7a, we plot errors obtained for 𝑉∗ = 20 and a sequence of space–time, uniform,
Cartesian meshes with ℎ𝑥 = 2

√
2ℎ𝑡 = 0.1 × 2−𝑖, 𝑖 = 1, . . . , 4 and 𝑝 = 1, 2, 3. The expected

convergence rates of order O(ℎ𝑝) are observed for the error in the DG norm, while optimal
convergence rates of order O(ℎ𝑝+1) are obtained for the 𝐿2(Ω) error at the final time.
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Figure 4.7 ℎ-convergence of the Trefftz-DG method with T𝑝 (Tℎ) defined in (4.1), for the
(1 + 1)-dimensional problem with square well potential (4.17) with 𝑉∗ = 20.

Since we have homogeneous Dirichlet boundary conditions, the continuous model preserves
the energy functional E(𝑡, 𝜓), recall Remark 2.9. In Figure 4.8a, we show the time-evolution of
the energy error for the Trefftz-DG approximation for the coarsest mesh, which is smaller for
larger 𝑝, as expected. Moreover, in Figure 4.8b, we numerically observe that E𝑙𝑜𝑠𝑠 converges to
zero as O(ℎ2𝑝), as it can be proved combining Theorem 4.4 and Remark 2.9.
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(b) Energy loss at 𝑇 = 1

Figure 4.8 Time-evolution of the energy error and dependence on ℎ and 𝑝 for the problem with
square-well potential (4.17) and 𝑉∗ = 20.

In order to see the effect of the choice of the parameters 𝑘ℓ, we first note that, in this
experiment, we know the time frequency of the exact solution, which is 𝜔 = 𝑘2

∗ . Therefore it is
natural to expect the approximation to be better if our basis functions oscillate at the same time
frequency. To numerically illustrate this, in Figures 4.9a and 4.9b, we show that the convergence
rates clearly degrade for 𝑝 = 1,𝑉∗ = 50 and𝑉∗ = 100, and our previous choice of the parameters
𝑘ℓ, as the time frequencies of the basis functions are too far from those of the exact solution. On
the contrary, by taking the parameters 𝑘ℓ as {−

√
2𝑘∗, 0,

√
2𝑘∗} we recover the expected rates.

This clearly suggests that a sensible tuning of the basis function parameters can significantly
improve the accuracy of the method.
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(b) 𝑉∗ = 100

Figure 4.9 ℎ-convergence of the Trefftz-DG method with T𝑝 (Tℎ) defined in (4.1), for the (1+1)-
dimensional problem with square-well potential (4.17), 𝑝 = 1, 𝑉∗ = 50 (𝑘∗ ≈ 6.6394) and
𝑉∗ = 100 (𝑘∗ ≈ 9.6812). The parameters 𝑘ℓ are chosen as: 𝑘ℓ ∈ {−2, 0, 2} (continuous line),
which is the same choice of the previous plots, and 𝑘ℓ ∈ {0,±

√
2𝑘∗} (dashed line).

4.5.2 Transient Gaussian distribution in (2 + 1)-dimensions

We consider the linear Schrödinger equation (1.1) with zero potential 𝑉 = 0 on the space–time
cylinder𝑄𝑇 = Ω× (0, 1

2 ), with Ω = (−1, 1)2. Following [2], the initial and boundary conditions
are chosen such that the exact solution is

𝜓(𝑥, 𝑦, 𝑡) = 𝑖

𝑖 − 2𝑡
e−

𝑖
𝑖−2𝑡 (𝑥

2+𝑦2+𝑖(𝑥+ 1
2 𝑡)) . (4.18)

The basis function parameters are chosen as 𝑝 + 1 equally spaced space wavenumbers 𝑘𝑚 =

1, 2, . . . , 𝑝 + 1, and the equally spaced angles \𝑚,_ = 2𝜋(_−1)
2𝑚+1 in (0, 2𝜋], _ = 1, . . . , 2𝑚 + 1, as in

Figure 4.3.
In Figure 4.10a, we show the convergence rates of the Trefftz-DG approximation for a set of

Cartesian meshes with ℎ𝑥 = ℎ𝑦 = 4ℎ𝑡 = 0.2 × 2−𝑖, 𝑖 = 1, . . . , 4. The O(ℎ𝑝) convergence rates
obtained are in agreement with Theorem 4.4. Similarly to the (1 + 1)-dimensional example in
the previous section, in Figure 4.10b, we observe O(ℎ𝑝+1) convergence rates in the 𝐿2(Ω) norm
at the final time.

In Figure 4.11, we study the 𝑝-convergence of the method: for the coarsest space meshes
with ℎ𝑥 = ℎ𝑦 = 4ℎ𝑡 = 0.1, and for 𝑝 = 1, . . . , 8, the DG norm of the error is plotted against
the squared root of the total number of degrees of freedom in 𝑄𝑇 . We observe O(e−𝑏

√
𝑁𝐷𝑜𝐹𝑠 )

convergence when the “local degree” 𝑝 is raised. This is in strong contrast with what one might
expect from a method based on standard polynomial spaces: in that case only the slower rate
O(e−𝑏 3√𝑁𝐷𝑜𝐹𝑠 ) can be achieved (see Figures 5.7 and 5.12 in Chapter 5, and recall Remark 4.9).
In Figure 4.12, we plot the exact solution 𝜓 in (4.18) at the initial and final times.
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Figure 4.10 ℎ-convergence of the Trefftz-DG method with T𝑝 (Tℎ) defined in (4.1), for the
(2 + 1)-dimensional transient Gaussian problem with exact solution 𝜓 in (4.18).
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Figure 4.11 𝑝-convergence of the Trefftz-DG error against the squared root of the total number of
degrees of freedom for the (2+1)-dimensional transient Gaussian problem with exact solution 𝜓
in (4.18) on a Cartesian space–time mesh with ℎ𝑥 = ℎ𝑦 = 4ℎ𝑡 = 0.1.
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(a) 𝑡 = 0 (b) 𝑡 = 0.5

Figure 4.12 Real part of the exact solution 𝜓 in (4.18) of the (2 + 1)-dimensional transient
Gaussian problem.
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A quasi-Trefftz space for piecewise-smooth
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5.1 Introduction

In this chapter, we consider the time-dependent Schrödinger equation (1.1) with piecewise-
smooth potential 𝑉 . We analyze the convergence of the ultra-weak DG variational formula-
tion (2.3) for two different discrete spaces: i) the space of polynomials in R𝑑+1; ii) a quasi-Trefftz
polynomial subspace with much smaller dimension.

Pure Trefftz methods are essentially limited to problems with piecewise-constant coefficients,
as for PDEs with varying coefficients the design of “rich enough" finite-dimensional Trefftz
spaces is in general not possible. A way to overcome this limitation is the use of quasi-Trefftz
methods, which are based on spaces containing functions that are just approximate local solutions
to the PDE. In essence, the earliest quasi-Trefftz spaces are the generalized plane waves used
in [54] for the discretization of the Helmholtz equation with smoothly varying coefficients.
More recently, a quasi-Trefftz DG method for the acoustic wave equation with piecewise-smooth
material parameters was proposed in [55], where some polynomial quasi-Trefftz spaces were
introduced. As an alternative idea, the embedded Trefftz DG method proposed in [72] does not
require the local basis functions to be known in advance, as they are simply taken as a basis for



5.2. Full polynomial space

the kernel of the local discrete operators in a standard DG formulation. This corresponds to a
Galerkin projection of a DG formulation with a predetermined discrete space onto a Trefftz-type
subspace. In practice, it requires the computation of singular or eigenvalue decompositions of
the local matrices.

Building on [55], for elementwise smooth potentials, we design and analyze a quasi-Trefftz
polynomial space with similar approximation properties of full polynomial spaces but with much
smaller dimension, thus substantially reducing the total number of degrees of freedom required
for a given accuracy.
Structure of the chapter: In Sections 5.2 and 5.3, we prove optimal ℎ-convergence estimates
for the method when the test and trial spaces are taken as the space of piecewise polynomials
in R𝑑+1 or a novel quasi-Trefftz space, respectively. In Section 5.4, we present some numerical
experiments that validate our theoretical results and illustrate the advantages of the proposed
method.

5.2 Full polynomial space

In next theorem, we derive a priori error estimates for the DG formulation (2.3) with the space
of elementwise polynomials

Vℎ𝑝 (Tℎ) =
∏︂
𝐾∈Tℎ
P𝑝 (𝐾). (5.1)

Theorem 5.1. Let 𝑝 ∈ N, and fix 𝛼, 𝛽, 𝛿 and ` as in(2.2), and assume that 𝑉 ∈ 𝐿∞(𝑄𝑇 ).
Let 𝜓 ∈ V(Tℎ) ∩ 𝐻𝑝+1 (Tℎ) be the exact solution of (1.1) and 𝜓ℎ𝑝 ∈ Vℎ𝑝 (Tℎ) be the solution
to the variational formulation (2.3) with Vℎ𝑝 (Tℎ) given by (5.1). Then, if ℎ𝐾x ≃ ℎ𝐾𝑡 for
all 𝐾 = 𝐾x×𝐾𝑡 ∈ Tℎ, there exists a positive constant𝐶 independent of the element sizes ℎ𝐾x , ℎ𝐾𝑡 ,
but depending on the degree 𝑝, the parameter 𝜖 , the 𝐿∞(𝑄𝑇 ) norm of 𝑉 , the trace inequality
constant 𝐶tr in (2.10), the local quasi-uniformity parameter lqu(Tℎ) and the star-shapedness
parameter 𝜌 such that

| | |𝜓 − 𝜓ℎ𝑝 | | |DG ≤ 𝐶
∑︂

𝐾=𝐾x×𝐾𝑡∈Tℎ
max{ℎ𝐾x , ℎ𝐾𝑡 }𝑝 |𝜓 |𝐻 𝑝+1 (𝐾) .

Proof. The proof follows from the choice of the volume penalty function ` and the stabilization
functions 𝛼, 𝛽 in (2.2), the quasi-optimality bound (2.8), Proposition 2.8, the inequality

√︁
|v|1 ≤∑︁𝑁

𝑖=1
√︁
|𝑣𝑖 | ∀v ∈ R𝑁 , the fact that Q𝑝+1 [︁

𝜓 |𝐾
]︁
∈ Vℎ𝑝 (𝐾) for all elements 𝐾 ∈ Tℎ, and the

Bramble-Hilbert lemma 2.11.

5.3 Quasi-Trefftz spaces

We now introduce a polynomial quasi-Trefftz space. Let 𝑝 ∈ N, and assume that 𝑉 ∈ C𝑝−2 (𝐾).
For each 𝐾 ∈ Tℎ, we define the following local polynomial quasi-Trefftz space:

QT𝑝 (𝐾) :=
{︁
𝑞𝑝 ∈ P𝑝 (𝐾) : 𝐷 𝒋S𝜖𝑞𝑝 (x𝐾 , 𝑡𝐾) = 0, | 𝒋 | ≤ 𝑝 − 2

}︁
, (5.2)

for some point (x𝐾 , 𝑡𝐾) in 𝐾 . We denote the local dimensions 𝑛𝑑+1,𝑝 := dim(QT𝑝 (𝐾))
and 𝑟𝑑+1,𝑝 := dim(P𝑝 (𝐾)) in dependence of the space dimension 𝑑 of the problem and the
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polynomial degree 𝑝, but independent of the element 𝐾 . We have intentionally used 𝑛𝑑+1,𝑝 to
denote the dimension of the local quasi-Trefftz space, which was also used in Propositions 4.6
and 4.7 to denote the dimension of the local pseudo-plane wave Trefftz spaces T𝑝 in (4.1). In
fact, the dimension of both spaces that guarantees convergence of order O(ℎ𝑝) for the error in
the | | | · | | |DG-norm coincides, see Proposition 5.4 below.

We consider the following global discrete space

Vℎ𝑝 (Tℎ) =
∏︂
𝐾∈Tℎ
QT𝑝 (𝐾) . (5.3)

For all 𝒋 = ( 𝒋x, 𝑗𝑡) ∈ N𝑑+1, if 𝑉 ∈ C | 𝒋 | (𝐾) and 𝑓 ∈ C | 𝒋 |+2 (𝐾), then by the multi-index Leibniz
product rule for multivariate functions we have

𝐷 𝒋S𝜖 𝑓 (x𝐾 , 𝑡𝐾) =𝑖𝜖𝐷 𝒋x, 𝑗𝑡+1 𝑓 (x𝐾 , 𝑡𝐾) +
𝜖2

2

𝑑∑︂
ℓ=1

𝐷 𝒋x+2𝒆ℓ , 𝑗𝑡 𝑓 (x𝐾 , 𝑡𝐾)

−
∑︂
z≤ 𝒋

(︃
𝒋

z

)︃
𝐷 𝒋−z𝑉 (x𝐾 , 𝑡𝐾)𝐷z 𝑓 (x𝐾 , 𝑡𝐾),

(5.4)

where {𝒆ℓ}𝑑ℓ=1 ⊂ R𝑑 is the canonical basis.
The next proposition is the key ingredient to prove optimal convergence rates in Theorem 5.3

for the DG method (2.3) when Vℎ𝑝 (Tℎ) is chosen as the quasi-Trefftz polynomial space defined
in (5.2).

Proposition 5.2. Let 𝑝 ∈ N and 𝐾 ∈ Tℎ. Assume that 𝑉 ∈ Cmax{𝑝−2,0} (𝐾), and 𝜓 ∈ C𝑝 (𝐾)
satisfies S𝜖𝜓 = 0 in 𝐾 , then the Taylor polynomial 𝑇 𝑝+1

(x𝐾 ,𝑡𝐾 ) [𝜓] ∈ QT
𝑝 (𝐾).

Proof. By the definition of the Taylor polynomial, 𝑇 𝑝+1
(x𝐾 ,𝑡𝐾 ) [𝜓] ∈ P𝑝 (𝐾). Therefore, it only

remains to show that 𝐷 𝒋S𝜖𝑇 𝑝+1
(x𝐾 ,𝑡𝐾 ) [𝜓] (x𝐾 , 𝑡𝐾) = 0 for all | 𝒋 | ≤ 𝑝 − 2. Taking 𝑓 = 𝑇

𝑝+1
(x𝐾 ,𝑡𝐾 ) [𝜓]

in (5.4), all the derivatives of 𝑇 𝑝+1
(x𝐾 ,𝑡𝐾 ) [𝜓] at (x𝐾 , 𝑡𝐾) that appear in (5.4) are at most of total

order | 𝒋 | + 2 ≤ 𝑝, so they coincide with the corresponding derivatives of 𝜓. Furthermore,
since S𝜖𝜓 = 0, then

𝐷 𝒋S𝜖𝑇 𝑝+1
(x𝐾 ,𝑡𝐾 ) [𝜓] (x𝐾 , 𝑡𝐾) = 𝐷

𝒋S𝜖𝜓(x𝐾 , 𝑡𝐾) = 0,

which completes the proof.

Proposition 5.2 allows for the use of the Taylor error bound (2.15) in the analysis of the
quasi-Trefftz DG scheme.

Theorem 5.3. Let 𝑝 ∈ N, fix 𝛼, 𝛽, 𝛿 and ` as in (2.2), and assume that 𝑉 ∈ 𝐿∞(𝑄𝑇 ) ∩
Cmax{𝑝−2,0} (Tℎ) . Let𝜓 ∈ V(Tℎ)∩C𝑝+1 (Tℎ) be the exact solution of (1.1) and𝜓ℎ𝑝 ∈ Vℎ𝑝 (Tℎ) be
the solution to the variational formulation (2.3) with Vℎ𝑝 (Tℎ) given by (5.3). Then, if ℎ𝐾x ≃ ℎ𝐾𝑡
for all 𝐾 = 𝐾x × 𝐾𝑡 ∈ Tℎ, there exists a positive constant 𝐶 independent of the mesh size ℎ,
but depending on the degree 𝑝, the parameter 𝜖 , the 𝐿∞(𝑄𝑇 ) norm of 𝑉 , the trace inequality
constant 𝐶tr in (2.10), the local quasi-uniformity parameter lqu(Tℎ) and the measure of the
space–time domain 𝑄𝑇 such that

| | |𝜓 − 𝜓ℎ𝑝 | | |DG ≤ 𝐶
∑︂

𝐾=𝐾x×𝐾𝑡∈Tℎ
max{ℎ𝐾x , ℎ𝐾𝑡 }𝑝 |𝜓 |C𝑝+1 (𝐾) .
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Proof. The proof follows from the choice of the volume penalty function ` and the stabilization
functions 𝛼, 𝛽 in (2.2), the quasi-optimality bound (2.8), bound (2.8), the inequality

√︁
|v|1 ≤∑︁𝑁

𝑖=1
√︁
|𝑣𝑖 | ∀v ∈ R𝑁 , Proposition 5.2, and the estimate (2.15).

The a priori error estimate in Theorem 5.3 requires stronger regularity assumptions on 𝜓
than Theorem 5.1 (namely 𝜓 ∈ C𝑝+1 (Tℎ) instead of 𝜓 ∈ 𝐻𝑝+1(Tℎ)) due to the fact that QT𝑝 (𝐾)
is tailored to contain the Taylor polynomial 𝑇 𝑝+1

(x𝐾 ,𝑡𝐾 ) [𝜓], but in general it does not contain the
averaged Taylor polynomial Q𝑝+1 [𝜓].

5.3.1 Basis functions and dimension

So far, we have not specified the dimension and a basis for the space QT𝑝 (𝐾), which is the aim
of this section.

Recalling that 𝑟𝑑,𝑝 = dim
(︁
P𝑝 (R𝑑)

)︁
=

(︁𝑝+𝑑
𝑑

)︁
, let {ˆ︁𝑚𝛼}𝑟𝑑,𝑝𝛼=1 and {˜︁𝑚𝛽}

𝑟𝑑,𝑝−1
𝛽=1 be bases of P𝑝 (R𝑑)

and P𝑝−1(R𝑑), respectively. We define

𝑛𝑑+1,𝑝 := 𝑟𝑑,𝑝 + 𝑟𝑑,𝑝−1 =

(︃
𝑝 + 𝑑
𝑑

)︃
+

(︃
𝑝 + 𝑑 − 1

𝑑

)︃
=

(𝑝 + 𝑑 − 1)!(2𝑝 + 𝑑)
𝑑!𝑝!

,

and the following 𝑛𝑑+1,𝑝 elements of QT𝑝 (𝐾)⎧⎪⎪⎨⎪⎪⎩𝑏𝐽 ∈ QT𝑝 (𝐾) :
⎧⎪⎪⎨⎪⎪⎩
𝑏𝐽

(︂
x(1)
𝐾
, ·
)︂
= ˆ︁𝑚𝐽 and 𝜕𝑥1𝑏𝐽

(︂
x(1)
𝐾
, ·
)︂
= 0 if 𝐽 ≤ 𝑟𝑑,𝑝

𝑏𝐽

(︂
x(1)
𝐾
, ·
)︂
= 0 and 𝜕𝑥1𝑏𝐽

(︂
x(1)
𝐾
, ·
)︂
= ˜︁𝑚𝐽−𝑟𝑑,𝑝 if 𝑟𝑑,𝑝 < 𝐽 ≤ 𝑛𝑑+1,𝑝

⎫⎪⎪⎬⎪⎪⎭ ,
(5.5)

where 𝑔
(︂
x(1)
𝐾
, ·
)︂

denotes the restriction of 𝑔 : 𝐾 → C to 𝑥1 = x(1)
𝐾

, and x(1)
𝐾

is the first component
of x𝐾 ∈ R𝑑 .

Any element 𝑞𝑝 ∈ QT𝑝 (𝐾) can be expressed in the scaled monomial basis as

𝑞𝑝 (x, 𝑡) =
∑︂
| 𝒋 |≤𝑝

𝐶 𝒋

(︃
x − x𝐾
ℎ𝐾x

)︃ 𝒋x
(︃
𝑡 − 𝑡𝐾
ℎ𝐾𝑡

)︃ 𝑗𝑡
,

for some complex coefficients
{︁
𝐶 𝒋

}︁
| 𝒋 |≤𝑝. By the conditions 𝐷 𝒋S𝜖𝑞𝑝 (x𝐾 , 𝑡𝐾) = 0, for all | 𝒋 | ≤

𝑝 − 2, in the definition of QT𝑝 (𝐾), we have the following relations between the coefficients

𝑖𝜖

ℎ𝐾𝑡
( 𝑗𝑡 + 1)𝐶 𝒋x, 𝑗𝑡+1 +

𝜖2

2ℎ2
𝐾x

𝑑∑︂
ℓ=1

( 𝒋xℓ + 1) ( 𝒋xℓ + 2)𝐶𝐽𝒋x+2𝒆ℓ , 𝑗𝑡

−
∑︂
z≤ 𝒋

ℎ
| 𝒋x |−|𝒛x |
𝐾x

ℎ
𝑗𝑡−𝑧𝑡
𝐾𝑡

( 𝒋 − z)! 𝐷 𝒋−z𝑉 (x𝐾 , 𝑡𝐾)𝐶𝐽z = 0,

which can be rewritten as

𝐶 𝒋x+2𝒆1, 𝑗𝑡 =
1

( 𝒋x1 + 1) ( 𝒋x1 + 2)

(︄
−

2𝑖ℎ𝐾𝑡
𝜖ℎ2

𝐾x

( 𝑗𝑡 + 1)𝐶𝐽𝒋x, 𝑗𝑡+1 −
𝑑∑︂
ℓ=2

( 𝒋xℓ + 1) ( 𝒋xℓ + 2)𝐶𝐽𝒋x+2𝒆ℓ , 𝑗𝑡
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+ 2
𝜖2

∑︂
z≤ 𝒋

ℎ
| 𝒋x |−|𝒛x |+2
𝐾x

ℎ
𝑗𝑡+𝑧𝑡
𝐾𝑡

( 𝒋 − z)! 𝐷 𝒋−z𝑉 (x𝐾 , 𝑡𝐾)𝐶𝐽z

)︄
| 𝒋 | ≤ 𝑝 − 2, 𝒋 = ( 𝒋x, 𝑗𝑡). (5.6)

The conditions imposed in (5.5) on the restriction of 𝑏𝐽 to 𝑥1 = x(1)
𝐾

fix the coefficients of their
expansion for all 𝒋 with 𝑗𝑥1 ∈ {0, 1}. The coefficients that are not immediately determined
by the conditions in (5.5) (i.e., those for 𝑗𝑥1 ≥ 2) are uniquely defined and can be computed
for the (1 + 1)- and (2 + 1)-dimensional cases using the recurrence relation (5.6) exactly as in
Figures 4.2 and 4.4.

Proposition 5.4. The set of functions {𝑏𝐽}
𝑛𝑑+1, 𝑝
𝐽=1 defined in (5.5) are a basis for the spaceQT𝑝 (𝐾).

Therefore,

dim
(︁
QT𝑝 (𝐾)

)︁
= 𝑛𝑑+1,𝑝 =

(𝑝 + 𝑑 − 1)!(2𝑝 + 𝑑)
𝑑!𝑝!

=O𝑝→∞(𝑝𝑑)

≪ dim(P𝑝 (𝐾)) =
(︃
𝑑 + 1 + 𝑝
𝑑 + 1

)︃
= O𝑝→∞(𝑝𝑑+1).

Proof. We first observe that the set of polynomials {𝑏𝐽}
𝑛𝑑+1, 𝑝
𝐽=1 is linearly independent due to their

restrictions to 𝑥1 = x(1)
𝐾

. Moreover, the relations (5.6) imply that 𝑞𝑝 is uniquely determined by
its restriction 𝑞𝑝 (x(1)

𝐾
, ·), and the restriction of its derivative 𝜕𝑥1𝑞𝑝 (x

(1)
𝐾
, ·). In addition, there

exist some complex coefficients {_𝑠}
𝑛𝑑+1, 𝑝
𝑠=1 such that

𝑞𝑝

(︂
x(1)
𝐾
, ·
)︂
=

𝑟𝑑,𝑝∑︂
𝑠=1

_𝑠ˆ︁𝑚𝑠 (·) =
𝑟𝑑,𝑝∑︂
𝑠=1

_𝑠𝑏𝑠

(︂
x(1)
𝐾
, ·
)︂
,

𝜕𝑥1𝑞𝑝

(︂
x(1)
𝐾
, ·
)︂
=

𝑛𝑑+1, 𝑝∑︂
𝑠=𝑟𝑑,𝑝+1

_𝑠˜︁𝑚𝑠−𝑟𝑑,𝑝 (·) =
𝑛𝑑+1, 𝑝∑︂
𝑠=𝑟𝑑,𝑝+1

_𝑠𝜕𝑥1𝑏𝑠 (x
(1)
𝐾
, ·),

whence 𝑞𝑝 =
∑︁𝑛𝑑+1, 𝑝
𝑠=1 _𝑠𝑏𝑠, which completes the proof.

Remark 5.5 (Quasi-Trefftz basis construction: difference between Schrödinger and wave equa-
tions). The definition of the basis functions 𝑏𝐽 in (5.5) can be modified by fixing the restriction
of 𝑏𝐽 and its partial derivative 𝜕𝑥ℓ𝑏𝐽 to 𝑥ℓ = x(ℓ)

𝐾
for any 1 ≤ ℓ ≤ 𝑑. However, it is not possible

to assign the values for a given time 𝑡 = 𝑡𝐾 , as the order of the time derivative appearing in
the Schrödinger equation is lower than the order of the space derivatives. How this affects the
basis construction is visible from Figure 4.2: the coefficients (colored dots) can be computed
sequentially when all the other coefficients of a relation (Y-shaped stencil) are known, so it is
possible to reach all dots moving left to right, but not moving bottom to top. Imposing the values
at a given time is possible for the wave equation, as it is done in [55, §4.4], precisely because in
that case time and space derivatives have the same order.

Remark 5.6 (Constant-potential case). The space QT𝑝 (𝐾) does not reduce to a Trefftz space
for the case of constant potential 𝑉 . Nonetheless, as discussed in Chapter 3, the pure Trefftz
space P𝑝T(𝐾) defined in (3.3) as

P
𝑝

T(𝐾) =
{︁
𝑞𝑝 ∈ P𝑝 (𝐾) : S𝜖𝑞𝑝 = 0

}︁
,

does not possess strong enough approximation properties to guarantee optimal ℎ-convergence.
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Remark 5.7 (Trefftz dimension). As seen in Proposition 5.4, the quasi-Trefftz polynomial space
has considerably lower dimension than the full polynomial space of the same degree. This
“dimension reduction” is common to all Trefftz and quasi-Trefftz schemes. In particular, the
dimension 𝑛𝑑+1,𝑝 of QT𝑝 (𝐾) is equal to the dimension of the space of harmonic polynomials of
degree≤ 𝑝 inR𝑑+1, the Trefftz space of complex pseudo-plane wave functions for the Schrödinger
equation with piecewise-constant potential in Chapter 4, the Trefftz and quasi-Trefftz polynomial
space for the wave equation in [80, Eqns. (42)–(43)] and [55].

5.4 Numerical aspects

In the next sections we validate the theoretical results regarding the ℎ-convergence of the
proposed method, and numerically assess some additional features such as 𝑝-convergence and
conditioning.

We list some aspects regarding our numerical experiments

• We use Cartesian-product space–time meshes with uniform partitions along each direction,
which are a particular case of the situation described in Remark 2.2.

• We choose (x𝐾 , 𝑡𝐾) in the definition of the quasi-Trefftz space QT𝑝 (𝐾) in (5.2) as the
center of the element 𝐾 .

• We focus on the dimensionless Schrödinger equation (1.1) with 𝜖 = 1.

• In all the experiments, we consider Dirichlet boundary conditions.

• The linear systems are solved using Matlab’s backslash command.

• The quasi-Trefftz basis functions {𝑏𝐽}
𝑛𝑑+1, 𝑝
𝐽=1 are constructed by choosing ˆ︁𝑚𝐽 and ˜︁𝑚𝐽 in (5.5)

as scaled monomials and by computing the remaining coefficients 𝐶j with the relations
(5.6).

• In the ℎ-convergence plots, the numbers in the yellow rectangles are the empirical algebraic
convergence rates for the quasi-Trefftz version (continuous lines). The dashed lines
correspond to the errors obtained for the full polynomial space.

5.5 Numerical experiments in (1 + 1) dimensions

We first focus on the (1 + 1)-dimensional case, for which families of explicit solutions are
available for some well-known potentials 𝑉 .

5.5.1 ℎ-convergence

In order to validate the error estimates in Theorems 5.1 and 5.3, we consider a series of problems
with different potentials 𝑉 . No significant difference in terms of accuracy between the quasi-
Trefftz and the full polynomial versions of the method with the same polynomial degree 𝑝

(corresponding to different numbers of DOFs 𝑛𝑑+1,𝑝 and 𝑟𝑑+1,𝑝, respectively) is observed in all
the experiments.
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Chapter 5. A quasi-Trefftz space for piecewise-smooth potentials

Harmonic oscillator potential (𝑉 (𝑥) = 𝜔2𝑥2

2 )
For this potential, the Schrödinger equation (1.1) models the situation of a quantum harmonic
oscillator for an angular frequency 𝜔 > 0. On 𝑄𝑇 = (−3, 3) × (0, 1), we consider the following
well-known family of solutions (see e.g., [47, §2.3])

𝜓𝑛 (𝑥, 𝑡) =
1

√
2𝑛𝑛!

(︂𝜔
𝜋

)︂1/4
H𝑛

(︁√
𝜔𝑥

)︁
exp

(︃
−1

2

(︂
𝜔𝑥2 + (2𝑛 + 1)𝑖𝜔𝑡

)︂)︃
𝑛 ∈ N, (5.7)

where H𝑛 (·) denotes the 𝑛-th physicist’s Hermite polynomials as defined in [84, Table 18.3.1,
denoted by 𝐻𝑛 (·)].

In Figure 5.1, we present the errors obtained for 𝜔 = 10, 𝑛 = 2 and a sequence of Cartesian
meshes with uniform partitions and ℎ𝑥 = ℎ𝑡 = 0.05 × 2−𝑖, 𝑖 = 0, . . . 4. Rates of convergence of
order O (ℎ𝑝) in the DG norm are observed, as predicted by the error estimate in Theorem 5.3.
A convergence of at least order O

(︁
ℎ𝑝+1)︁ is observed for the 𝐿2(Ω)-error at the final time, which

is faster (by a factor ℎ) than the order that can be deduced from the estimates in Theorems 5.1
and 5.3.

-2.4 -2.2 -2 -1.8 -1.6 -1.4 -1.2

-7

-6

-5

-4

-3

-2

-1

0

1

0.39
0.80

0.94
0.98

1.82

1.95

1.98

1.99

2.75

2.84

2.91

2.95

3.74

3.73

3.76

3.82

p = 1

p = 2

p = 3

p = 4

(a) DG error

-2.4 -2.2 -2 -1.8 -1.6 -1.4 -1.2

-10

-8

-6

-4

-2

0 0.72
1.55

1.87

1.97
3.65

3.90

3.94

3.87

5.45

5.31

4.32

3.88

5.46

5.29

5.22

5.09

p = 1

p = 2

p = 3

p = 4
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Figure 5.1 ℎ-convergence for the (1 + 1)-dimensional quantum harmonic oscillator problem
with potential

(︁
𝑉 (𝑥) = 50𝑥2)︁ and exact solution 𝜓2 in (5.7).

Due to the fast decay of the exact solution close to the boundary (see Figure 5.6a), the energy
is expected to be preserved, see Remark 2.9. In Figure 5.2, we show the evolution of the energy
error, and the convergence of the energy loss E𝑙𝑜𝑠𝑠 to zero for the quasi-Trefftz version. In
the latter, rates of order O

(︁
ℎ2𝑝 )︁ are observed, which follows from Remark 2.9, and the error

estimates in Theorems 5.1 and 5.3.

Reflectionless potential (𝑉 (𝑥) = −𝑎2sech2(𝑎𝑥))
This potential was studied in [17] as an example of a reflectionless potential. On the space–time
domain 𝑄𝑇 = (−5, 5) × (0, 1), we consider the Schrödinger equation with exact solution (see
[47, Problem 2.48])

𝜓(𝑥, 𝑡) =
(︄√

2𝑖 − 𝑎 tanh(𝑎𝑥)
√

2𝑖 + 𝑎

)︄
exp

(︂
𝑖

(︂√
2𝑥 − 𝑡

)︂)︂
. (5.8)
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Figure 5.2 Time-evolution of the energy error for the quantum harmonic oscillator problem
with potential

(︁
𝑉 (𝑥) = 50𝑥2)︁ and exact solution 𝜓2 in (5.7).

In Figure 5.3, we show the errors obtained for a sequence of meshes with ℎ𝑥 = 2ℎ𝑡 =

0.2 × 2−𝑖, 𝑖 = 0, . . . , 4, and 𝑎 = 1. As in the previous experiment, rates of convergence of
order O (ℎ𝑝) and O

(︁
ℎ𝑝+1)︁ are observed for the errors in the DG norm and the 𝐿2(Ω)-norm at

the final time, respectively. The real part of the exact solution is depicted in Figure 5.6b.
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Figure 5.3 ℎ-convergence for the (1+ 1)-dimensional problem with potential𝑉 (𝑥) = −sech2(𝑥)
and exact solution (5.8).

Morse potential (𝑉 (𝑥) = 𝐷 (1 − e−𝛼𝑥)2)
This potential was introduced by Morse in [82] to obtain a quantum-mechanical energy level
spectrum of a vibrating, non-rotating diatomic molecule. There, the following family of solutions
was presented (see also [18])

𝜓_,𝑛 (𝑥, 𝑡) =𝑁 (_, 𝑛)b (𝑥)_−𝑛−1/2L(2_−2𝑛−1)
𝑛 (b (𝑥))

× exp
(︃
−b (𝑥)

2
− 𝑖𝑡

⌊︃
(𝑛 + 1/2) − 1

2_
(𝑛 + 1/2)2

⌋︃
𝜔𝑜

)︃
,

(5.9)
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where ⌊·⌋ is the floor function, 𝑛 = 0, . . . , ⌊_−1/2⌋, L(𝛼)𝑛 denote the general associated Laguerre
polynomials as defined in [84, Table 18.3.1] and

𝑁 (_, 𝑛) =
⌊︃
(2_ − 2𝑛 − 1)Γ(𝑛 + 1)

Γ(2_ − 𝑛)

⌋︃1/2
, _ =

√
2𝐷
𝛼

, b (𝑥) = 2_ exp(−𝛼𝑥), 𝜔𝑜 =
√

2𝐷𝛼.

In Figure 5.4, we show the errors obtained for the Morse potential problem with 𝐷 = 8,
𝛼 = 4 and exact solution 𝜓1,1 on the space–time domain𝑄𝑇 = (−0.5, 1.5) × (0, 1) for a sequence
of meshes with ℎ𝑥 = ℎ𝑡 = 0.1 × 2−𝑖, 𝑖 = 0, . . . , 4. The observed rates of convergence are in
agreement with those obtained in the previous experiments. The real part of the exact solution
is depicted in Figure 5.6c.
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Figure 5.4 ℎ-convergence for the (1 + 1)-dimensional problem with Morse potential 𝑉 (𝑥) =

𝐷 (1 − exp(−𝛼𝑥))2 for 𝐷 = 8 and 𝛼 = 4 with exact solution (5.9).

Square-well potential We now consider the (1 + 1)-dimensional problem from Section 4.5,
where the exact solution is not arbitrarily smooth. On the space–time domain𝑄𝑇 = (−

√
2,
√

2) ×
(0, 1), we consider the Schrödinger equation with homogeneous Dirichlet boundary conditions
and the following square-well potential

𝑉 (𝑥) =
{︃

0 𝑥 ∈ (−
√

2/2,
√

2/2),
𝑉∗ 𝑥 ∈ (−

√
2,
√

2) \ (−
√

2/2,
√

2/2), (5.10)

for some fixed 𝑉∗ > 0. The initial condition is taken as an eigenfunction (bound state) of
−1

2𝜕
2
𝑥 +𝑉 on (−

√
2,
√

2):

𝜓0(𝑥) =
⎧⎪⎪⎨⎪⎪⎩

cos
(︂
𝑘∗
√

2𝑥
)︂

𝑥 ∈ (−
√

2/2,
√

2/2),
cos(𝑘∗)

sinh(
√
𝑉∗−𝑘2

∗)
sinh

(︁√︁
𝑉∗ − 𝑘2

∗ (2 −
√

2|𝑥 |)
)︁

𝑥 ∈ (−
√

2,
√

2) \ (−
√

2/2,
√

2/2),

where 𝑘∗ is a real root of the function 𝑓 (𝑘) :=
√︁
𝑉∗ − 𝑘2−𝑘 tan(𝑘) tanh(

√︁
𝑉∗ − 𝑘2). The solution

of the corresponding initial boundary value problem (1.1) is 𝜓(𝑥, 𝑡) = 𝜓0(𝑥) exp(−𝑖𝑘2𝑡) and
belongs to the space C∞ (︁

𝐼;C1 (Ω)
)︁
\C∞ (︁

𝐼;C2 (Ω)
)︁
. Among the finite set of values 𝑘∗ for a
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5.5. Numerical experiments in (1 + 1) dimensions

given𝑉∗, in this experiment we take the largest one, corresponding to faster oscillations in space
and time.

In Figure 5.5, we show the errors obtained for 𝑉∗ = 20 (𝑘∗ ≈ 3.73188) and a sequence of
meshes with ℎ𝑡 =

√
2ℎ𝑥 = 0.1 × 2−𝑖, 𝑖 = 0, . . . , 4. Optimal convergence is observed for the

errors of the quasi-Trefftz version of the method in both norms.
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Figure 5.5 ℎ-convergence for the (1 + 1)-dimensional problem with square-well potential 𝑉 (𝑥)
in (5.10).

(a) 𝑉 (𝑥) = 50𝑥2 (b) 𝑉 (𝑥) = −sech2 (𝑥)

(c) 𝑉 (𝑥) = 8 (1 − exp(−4𝑥))2 (d) Square-well potential (𝑉∗ = 20)

Figure 5.6 Real part of the exact solutions for the (1 + 1)-dimensional problems.
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Chapter 5. A quasi-Trefftz space for piecewise-smooth potentials

5.5.2 Effect of stabilization and volume penalty terms

In this experiment we are interested in the effect of neglecting some of the terms in the variational
formulation (2.3). To do so, we consider the (1 + 1)-dimensional quantum harmonic oscillator
problem with exact solution (5.7). In Tables 5.1–5.2 (quasi-Trefftz space) and 5.3–5.4 (full
polynomial space) we present the errors in the DG-norm obtained for the same sequence of
meshes and approximation degrees as in the previous section, for different combinations of
the stabilization terms 𝛼, 𝛽 and the volume penalty parameter `. Although the proof of well-
posedness of the method (2.3) relies on the assumption that 𝛼, 𝛽 and ` are strictly positive, in our
numerical experiments, the matrices of the arising linear systems are non-singular and optimal
convergence rates are observed even when all these parameters are set to zero. Moreover, the
errors obtained when 𝛼 = 0 or 𝛽 = 0 are smaller as some terms in the definition (2.4a) of | | | · | | |DG

vanish, while the presence of ` seems to have just a mild effect in the results.

` = max{ℎ𝐾𝑡 , ℎ𝐾x}
ℎ 𝛼 = 1

ℎ𝐹x
, 𝛽 = ℎ𝐹x 𝛼 = 0, 𝛽 = 0 𝛼 = 1

ℎ𝐹x
, 𝛽 = 0 𝛼 = 0, 𝛽 = ℎ𝐹x

DG error Rate DG error Rate DG error Rate DG error Rate
𝑝 = 1

7.07e-02 1.00e+00 — 9.81e-01 — 1.01e+00 — 1.00e+00 —
3.54e-02 7.67e-01 0.39 4.76e-01 1.04 6.72e-01 0.58 6.53e-01 0.62
1.77e-02 4.40e-01 0.80 2.14e-01 1.15 3.62e-01 0.89 3.40e-01 0.94
8.84e-03 2.29e-01 0.94 1.01e-01 1.08 1.85e-01 0.97 1.70e-01 1.00
4.42e-03 1.16e-01 0.98 4.96e-02 1.03 9.31e-02 0.99 8.49e-02 1.00

𝑝 = 2
7.07e-02 4.47e-01 — 2.59e-01 — 2.99e-01 — 4.37e-01 —
3.54e-02 1.27e-01 1.82 6.90e-02 1.91 8.24e-02 1.86 1.20e-01 1.87
1.77e-02 3.28e-02 1.95 1.78e-02 1.96 2.15e-02 1.94 3.05e-02 1.97
8.84e-03 8.29e-03 1.98 4.50e-03 1.98 5.48e-03 1.97 7.68e-03 1.99
4.42e-03 2.08e-03 1.99 1.13e-03 1.99 1.38e-03 1.98 1.93e-03 2.00

Table 5.1 ℎ-convergence for the quasi-Trefftz version applied to the quantum harmonic oscillator
problem with potential 𝑉 (𝑥) = 50𝑥2 and exact solution 𝜓2 in (5.7) for different combinations of
the stabilization parameters 𝛼, 𝛽 and volume penalty parameter ` ≠ 0.

5.5.3 𝑝-Convergence

We now study numerically the 𝑝-convergence of the method, i.e., for a fixed space–time mesh Tℎ,
we study the errors when increasing the polynomial degree 𝑝. We consider the (1 + 1)-
dimensional problems above with the same parameters and the coarsest meshes for each case. In
Figure 5.7, we compare the errors obtained for the method with the two choices for the discrete
space Vℎ𝑝 (Tℎ) analyzed in the previous sections: the full polynomial space (5.1) and the quasi-
Trefftz polynomial space (5.3). As expected, for the quasi-Trefftz version we observe exponential
decay of the error of order O

(︁
e−𝑏𝑁𝐷𝑜𝐹𝑠

)︁
, where 𝑁𝐷𝑜𝐹𝑠 denotes the total number of degrees of

freedom. As for the full polynomial space, only root-exponential convergence O
(︂
e−𝑐

√
𝑁𝐷𝑜𝐹𝑠

)︂
is

expected. The superiority of the quasi-Trefftz version is evident in all cases.
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5.5. Numerical experiments in (1 + 1) dimensions

` = 0
ℎ 𝛼 = 1

ℎ𝐹x
, 𝛽 = ℎ𝐹x 𝛼 = 0, 𝛽 = 0 𝛼 = 1

ℎ𝐹x
, 𝛽 = 0 𝛼 = 0, 𝛽 = ℎ𝐹x

DG error Rate DG error Rate DG error Rate DG error Rate
𝑝 = 1

7.07e-02 1.04e+00 — 1.16e+00 — 1.07e+00 — 1.09e+00 —
3.54e-02 7.78e-01 0.43 5.02e-01 1.21 6.84e-01 0.64 6.69e-01 0.70
1.77e-02 4.42e-01 0.81 2.18e-01 1.20 3.64e-01 0.91 3.42e-01 0.97
8.84e-03 2.29e-01 0.95 1.02e-01 1.09 1.85e-01 0.97 1.71e-01 1.00
4.42e-03 1.16e-01 0.99 4.98e-02 1.04 9.32e-02 0.99 8.50e-02 1.01

𝑝 = 2
7.07e-02 4.63e-01 — 2.96e-01 — 3.23e-01 — 4.60e-01 —
3.54e-02 1.29e-01 1.84 7.38e-02 2.00 8.58e-02 1.91 1.23e-01 1.90
1.77e-02 3.31e-02 1.97 1.84e-02 2.01 2.19e-02 1.97 3.09e-02 1.99
8.84e-03 8.33e-03 1.99 4.58e-03 2.00 5.54e-03 1.99 7.73e-03 2.00
4.42e-03 2.09e-03 2.00 1.14e-03 2.00 1.39e-03 1.99 1.93e-03 2.00

Table 5.2 ℎ-convergence for the quasi-Trefftz version applied to the quantum harmonic oscillator
problem with potential 𝑉 (𝑥) = 50𝑥2 and exact solution 𝜓2 in (5.7) for different combinations of
the stabilization parameters 𝛼, 𝛽 and volume penalty parameter ` = 0.

` = max{ℎ𝐾𝑡 , ℎ𝐾x}
ℎ 𝛼 = 1

ℎ𝐹x
, 𝛽 = ℎ𝐹x 𝛼 = 0, 𝛽 = 0 𝛼 = 1

ℎ𝐹x
, 𝛽 = 0 𝛼 = 0, 𝛽 = ℎ𝐹x

DG error Rate DG error Rate DG error Rate DG error Rate
𝑝 = 1

7.07e-02 1.00e+00 — 9.81e-01 — 1.01e+00 —
3.54e-02 7.67e-01 0.39 4.76e-01 1.04 6.72e-01 0.58 1.00e+00 —
1.77e-02 4.40e-01 0.80 2.14e-01 1.15 3.62e-01 0.89 3.40e-01 0.94
8.84e-03 2.29e-01 0.94 1.01e-01 1.08 1.85e-01 0.97 1.70e-01 1.00
4.42e-03 1.16e-01 0.98 4.96e-02 1.03 9.31e-02 0.99 8.49e-02 1.00

𝑝 = 2
7.07e-02 4.46e-01 — 2.55e-01 — 2.96e-01 — 4.34e-01 —
3.54e-02 1.27e-01 1.81 6.88e-02 1.89 8.22e-02 1.85 1.20e-01 1.86
1.77e-02 3.28e-02 1.95 1.77e-02 1.95 2.15e-02 1.94 3.05e-02 1.97
8.84e-03 8.29e-03 1.98 4.50e-03 1.98 5.48e-03 1.97 7.68e-03 1.99
4.42e-03 2.08e-03 1.99 1.13e-03 1.99 1.38e-03 1.98 1.93e-03 2.00

Table 5.3 ℎ-convergence for the full polynomial version applied to the quantum harmonic
oscillator problem with potential 𝑉 (𝑥) = 50𝑥2 and exact solution 𝜓2 in (5.7) for different
combinations of the stabilization parameters 𝛼, 𝛽 and volume penalty parameter ` ≠ 0.

Exponential convergence of space–time Trefftz and quasi-Trefftz schemes has been observed
in several cases [54, 7, 85] (see also Section 4.5) but no proof is available yet (differently from
the stationary case, [52, §3]).

59



Chapter 5. A quasi-Trefftz space for piecewise-smooth potentials

` = 0
ℎ 𝛼 = 1

ℎ𝐹x
, 𝛽 = ℎ𝐹x 𝛼 = 0, 𝛽 = 0 𝛼 = 1

ℎ𝐹x
, 𝛽 = 0 𝛼 = 0, 𝛽 = ℎ𝐹x

DG error Rate DG error Rate DG error Rate DG error Rate
𝑝 = 1

7.07e-02 1.04e+00 — 1.16e+00 — 1.07e+00 — 1.09e+00 —
3.54e-02 7.78e-01 0.43 5.02e-01 1.21 6.84e-01 0.64 6.69e-01 0.70
1.77e-02 4.42e-01 0.81 2.18e-01 1.20 3.64e-01 0.91 3.42e-01 0.97
8.84e-03 2.29e-01 0.95 1.02e-01 1.09 1.85e-01 0.97 1.71e-01 1.00
4.42e-03 1.16e-01 0.99 4.98e-02 1.04 9.32e-02 0.99 8.50e-02 1.01

𝑝 = 2
7.07e-02 4.63e-01 — 2.93e-01 — 3.22e-01 — 4.57e-01 —
3.54e-02 1.29e-01 1.84 7.36e-02 1.99 8.57e-02 1.91 1.23e-01 1.90
1.77e-02 3.31e-02 1.97 1.84e-02 2.00 2.19e-02 1.97 3.09e-02 1.99
8.84e-03 8.33e-03 1.99 4.58e-03 2.00 5.54e-03 1.98 7.72e-03 2.00
4.42e-03 2.09e-03 2.00 1.14e-03 2.00 1.39e-03 1.99 1.93e-03 2.00

Table 5.4 ℎ-convergence for the full polynomial version applied to the quantum harmonic
oscillator problem with potential 𝑉 (𝑥) = 50𝑥2 and exact solution 𝜓2 in (5.7) for different
combinations of the stabilization parameters 𝛼, 𝛽 and volume penalty parameter ` = 0.

5.5.4 Singular solution

We consider the (1 + 1)-dimensional problem on the space–time domain 𝑄𝑇 = (0, 1) × (0, 0.1)
with homogeneous Dirichlet boundary conditions, and initial condition 𝜓0(𝑥) = 𝐴𝑥(1− 𝑥) with
normalization constant 𝐴 =

√
30. The exact solution is given by (see [48, Example 2.2, Ch. 2])

𝜓(𝑥, 𝑡) =
√

30
(︃
2
𝜋

)︃3 ∞∑︂
𝑛=1

1
(2𝑛 + 1)3 sin

(︁
(2𝑛 + 1)𝜋𝑥

)︁
𝑒

−𝑖 (2𝑛+1)2 𝜋2𝑡
2 , (5.11)

which belongs to 𝐻 5
4−𝜖 (0, 𝑇 ;𝐻1

0 (Ω)) for all 𝜖 > 0; cf. [91, § 7.1]. In Figure 5.8, we show
the errors in the DG norm obtained for a sequence of meshes with ℎ𝑡 = 0.1ℎ𝑥 = 0.05 × 2− 𝑗 ,
𝑗 = 0, . . . , 4, and different discrete spaces: the polynomial Trefftz space P2𝑝

T (Fig. 5.8a); the
quasi-Trefftz polynomial space (Fig. 5.8b); the full polynomial space P𝑝 (Fig. 5.8c); the pseudo-
plane wave Trefftz space (Fig. 5.8d). To compute the errors, we have truncated the series
in (5.11) to 𝑛 = 250. Slightly reduced rates of convergence are observed for the polynomial and
the pseudo-plane wave Trefftz spaces, compared to the quasi-Trefftz and full-polynomial spaces;
however, for the above parameter choices, the discrete Trefftz spaces give the smallest errors.
Such a reduction of the convergence rates is expected for the polynomial Trefftz space, as the
error estimate in Theorem 3.6 requires stronger regularity assumptions in space on the exact
solution. This motivates to look for sharper error estimates, especially for singular problems.

5.5.5 Conditioning

We now assess the conditioning of the stiffness matrix. In Figure 5.9, we compare the ^2(·)-
condition number for the stiffness matrix K𝑛 defined in Remark 2.2, for the free particle prob-
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5.5. Numerical experiments in (1 + 1) dimensions
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(d) Square-well potential

Figure 5.7 𝑝-convergence for the coarsest mesh in the (1 + 1)-dimensional problems.

lem (𝑉 = 0) on the space–time domain𝑄𝑇 = (0, 1) × (0, 1). We consider the polynomial Trefftz
space (3.3) of degree 2𝑝, the pure-Trefftz space of complex pseudo-plane wave functions T𝑝 (Tℎ)
in (4.1), the full polynomial space, and the quasi-Trefftz space in (5.2). We present some details
for this experiment:

• For the construction of the polynomial Trefftz basis functions {𝑏T
𝐽
}𝑟1,2𝑝
𝐽=1 , we consider two

choices of {𝑚𝐽}
𝑟1,2𝑝
𝐽=1 in (3.6):

𝑚𝐽 (𝑥) :=
(︃
𝑥 − 𝑥𝐾
ℎ𝑥

)︃ 𝐽
𝐽 = 1, . . . , 2𝑝 + 1, (5.12a)

𝑚𝐽 (𝑥) :=
(𝑥 − 𝑥𝐾)𝐽

ℎ
⌊𝐽/2⌋
𝑥

𝐽 = 1, . . . , 2𝑝 + 1, (5.12b)

where ⌊·⌋ is the floor function. The remaining coefficients 𝐶 𝒋 are computed with the
relations (3.7).

• We consider two choices for the parameters 𝑘ℓ in the definition of the basis functions {𝜙ℓ}
in (4.7): the arbitrary choice used in Section 4.5 𝑘ℓ = −𝑝, . . . , 𝑝, and the choice 𝑘ℓ/2 =

2𝜋ℓ/ℎ𝑥 which makes the basis orthogonal in each element.
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Figure 5.8 ℎ-convergence for the (1+1)-dimensional problem with singular solution 𝜓 in (5.11)
and different discrete spaces.

The condition number ^2(K) for the polynomial Trefftz space for {𝑚𝐽}
𝑟1,2𝑝
𝐽=1 in (5.12b),

the quasi-Trefftz space, the full polynomial space, and the Trefftz space with orthogonal ba-
sis asymptotically grows as O

(︁
ℎ−1)︁ for all 𝑝 ∈ N, while for the polynomial Trefftz space

for {𝑚𝐽}
𝑟1,2𝑝
𝐽=1 in (5.12a) and the Trefftz space with a non-orthogonal basis, asymptotically grows

as O
(︂
ℎ−(2𝑝+1)

)︂
. Unfortunately, the basis functions {𝜙ℓ} obtained by choosing 𝑘ℓ = 2𝜋ℓ/ℎ𝑥 os-

cillates faster when ℎ𝑥 decreases, which renders such a choice unsuitable from the approximation
point of view.

5.6 Numerical experiments in (2 + 1) dimensions

We now present some numerical test for space dimension 𝑑 = 2. We recall that we use Cartesian
space–time meshes with uniform partitions along each direction.

5.6.1 ℎ-convergence

Singular time-independent potential (𝑉 (𝑥, 𝑦) = 1 − 1/𝑥2 − 1/𝑦2)
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5.6. Numerical experiments in (2 + 1) dimensions
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(c) Trefftz spaceT𝑝 in (4.1) (non-orthogonal basis)
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(d) Trefftz space T𝑝 in (4.1) (orthogonal basis)
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(e) Full polynomial space P𝑝 in (5.1)
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Figure 5.9 Conditioning of the stiffness matrix for the space–time ultra-weak DG method with
different discrete spaces.

We consider the (2 + 1)-dimensional problem on 𝑄𝑇 = (0, 1)2 × (0, 1) with exact solution (see
[98])

𝜓(𝑥, 𝑦, 𝑡) = 𝑥2𝑦2𝑒𝑖𝑡 . (5.13)
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Chapter 5. A quasi-Trefftz space for piecewise-smooth potentials

In Figure 5.10, we show the errors obtained for a sequence of meshes with ℎ𝑥 = ℎ𝑦 = ℎ𝑡 =

0.2/(𝑖 + 1), 𝑖 = 1, . . . , 4, and different degrees of approximation 𝑝. As in the numerical results
for the (1 + 1)-dimensional problems, we obtain rates of convergence of order O (ℎ𝑝) in the DG
norm, and O

(︁
ℎ𝑝+1)︁ in the 𝐿2(Ω)-norm at the final time.
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(b) 𝐿2 error at 𝑇 = 1

Figure 5.10 ℎ-convergence for the (2 + 1)-dimensional problem with potential 𝑉 (𝑥, 𝑦) = 1 −
1/𝑥2 − 1/𝑦2 and exact solution (5.13).

Time-dependent potential (𝑉 (𝑥, 𝑦, 𝑡) = 2 tanh2(
√

2𝑥) − 4(𝑡 − 1/2)3 + 2 tanh2(
√

2𝑦) − 2)
We now consider a manufactured problem with a time-dependent potential (see [20]). On the
space–time domain 𝑄𝑇 = (0, 1)2 × (0, 1) the exact solution is

𝜓(𝑥, 𝑦, 𝑡) = 𝑖e𝑖(𝑡−1/2)4sech(𝑥)sech(𝑦). (5.14)

In Figure 5.11 we show the errors obtained for the sequence of meshes from the previous
experiment, and optimal convergence is observed in both norms.

5.6.2 𝑝-convergence

In Figure 5.12 we show the results obtained for the 𝑝-version of the method applied to the (2+1)-
dimensional problems above, on the coarsest mesh. As expected, for the (2 + 1)-dimensional
case, the error of the quasi-Trefftz version decays root-exponentially as O

(︂
e−𝑏

√
𝑁𝐷𝑜𝐹𝑠

)︂
.
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5.6. Numerical experiments in (2 + 1) dimensions
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Figure 5.11 ℎ-convergence for the (2 + 1)-dimensional problem with time dependent poten-
tial 𝑉 (𝑥, 𝑦, 𝑡) = 2 tanh2

(︂√
2𝑥

)︂
− 4 (𝑡 − 1/2)3 + 2 tanh2

(︂√
2𝑦

)︂
− 2 and exact solution (5.14).
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(a) Time independent potential 𝑉 (𝑥, 𝑦) = 1 − 1/𝑥2 −
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(b) Time dependent potential 𝑉 (𝑥, 𝑦, 𝑡) =
2 tanh2
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Figure 5.12 𝑝-convergence for the (2 + 1)-dimensional problems.
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Chapter 6

Space–time virtual element method for the
heat equation
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6.1 Introduction

In this chapter, we design the first space–time virtual element method (VEM) for the solution to
a time-dependent PDE, namely, the heat equation; we consider space domains in one, two, and
three dimensions. As for the discretization of the Schrödinger equation, we employ prismatic-
type elements. This allows us to distinguish two types of mesh facets: space-like facets, i.e.,
facets lying on hyperplanes in space–time that are perpendicular to the time axis; time-like
facets, i.e., facets whose normals are perpendicular to the time axis. The method we propose
is based on the standard space–time variational formulation for the heat equation (1.5) in the
space–time cylinder 𝑄𝑇 = Ω × (0, 𝑇) with trial space 𝐿2(0, 𝑇 ;𝐻1

0 (Ω)) ∩ 𝐻
1(0, 𝑇 ;𝐻−1(Ω) and

test space 𝐿2(0, 𝑇 ;𝐻1
0 (Ω)); see [19, Ch. XVIII, §4.1].

Several space–time methods have been designed for the discretization of the heat equation,
and they can be classified into two main groups. The first one is based on the discretization
of the standard Petrov-Galerkin formulation in [19]; see [4, 93] for continuous finite element
methods, [92] for a wavelet method, [99, 14] for discontinuous Galerkin methods, [66] for an
isogeometric methods, [96] for a coercive method based on a Hilbert transformation of the
test space, and [97] for a mixed finite element method. Residual-type error indicators for the
method of [93] were considered in [94, 95]. Possible drawbacks of employing continuous finite
elements are that suboptimal convergence rates are obtained for some singular solutions, and
incompatible boundary and initial conditions cannot be naturally handled.



6.1. Introduction

The second group is based on first order system least squares discretizations (FOSLS); see
[35, 36, 100] for finite element methods and [81] for isogeometric methods. Space–time FOSLS
finite elements naturally provide reliable and efficient error indicators; see [35, 90, 36]. However,
they require the computation of an additional vector-valued flux variable.

We summarize the main features of the proposed VEM.

• Local virtual element spaces consist of functions that solve a heat equation with polynomial
data on each space–time mesh element, which makes the method particularly suitable for
further extensions, e.g., to its Trefftz variant.

• Even for prismatic elements with simplicial bases, the proposed local virtual element
spaces do not coincide with their standard tensor-product finite element counterparts.

• Global virtual element spaces involve approximating continuity constraints across mesh
facets. More precisely, we impose nonconformity conditions on time-like facets analogous
to those in [3] for the Poisson problem, and allow for discontinuous functions in time.
Across space-like facets, we transmit the information between consecutive time slabs by
upwinding, i.e., preserving the causality relation. In the present VEM context, the upwind
terms are defined by means of a polynomial projection.

• To keep the presentation and the analysis of the method as simple as possible, the analysis
is presented for the particular case of space–time tensor-product meshes. An extension
of the method to general prismatic meshes is presented in Chapter 8 below. The method
can handle nonmatching time-like or space-like facets, which is greatly advantageous for
space–time adaptivity.

We summarize the advantages of the proposed space–time VEM over standard space–time
conforming finite element methods.

• The nonconforming VEM setting is of arbitrary order and its design is independent of the
spatial dimension.

• Nonmatching space-like and time-like facets, which naturally stem from mesh adaptive
procedures, can be handled easily.

• As the discrete test spaces are not continuous in time, we can solve the global problem as
a sequence of local problems on time slabs.

Structure of the chapter: In Section 6.2, we introduce some notation and assumptions on the
space–time meshes. The new space–time VEM is presented in Section 6.3. First, local VE
spaces are introduced in Section 6.3.1 together with their degrees of freedom (DoFs). Based on
the choice of such DoFs, in Section 6.3.2, we show that we can compute different polynomial
projections of the VE functions. Such polynomial projections are instrumental in the design
of the global VE spaces; see Section 6.3.3. Likewise, in Section 6.3.4, we design computable
discrete bilinear forms for the VEM introduced in Section 6.3.5. Section 6.4 is devoted to the
well-posedness of the method.
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6.2 Space–time mesh assumptions

For the sake of presentation, we consider tensor-product-in-time meshes. We postpone to
Chapter 8 the extension of the method to general prismatic meshes.

We consider a sequence of polytopic meshes {Tℎ}ℎ of 𝑄𝑇 . We require that

(G1) the space domain Ω is split into a mesh T x
ℎ

of nonoverlapping 𝑑-dimensional polytopes
with straight facets; the time interval (0, 𝑇) is split into 𝑁 subintervals 𝐼𝑛 := (𝑡𝑛−1, 𝑡𝑛)
with knots 0 = 𝑡0 < 𝑡1 < · · · < 𝑡𝑁 = 𝑇 ; each element 𝐾 in Tℎ can be written as 𝐾x × 𝐼𝑛,
for some 𝐾x in T x

ℎ
and 1 ≤ 𝑛 ≤ 𝑁 .

Essentially, assumption (G1) states that (i) each element is the tensor-product of a 𝑑-dimensional
polytope with a time interval; (ii) each element belongs to a time slab out of the 𝑁 identified by
the partition {𝑡𝑛}𝑁𝑛=0; (iii) each time slab is partitioned by the same space mesh; (iv) all elements
within the same time slab have the same extent in time.

Given an element 𝐾 = 𝐾x × 𝐼𝑛 ∈ Tℎ, we denote its diameter by ℎ𝐾 and the diameter of 𝐾x
by ℎ𝐾x , and set ℎ𝐼𝑛 := 𝑡𝑛 − 𝑡𝑛−1. We let ℎ := max𝐾∈Tℎ ℎ𝐾 and ℎx := max𝐾∈T x

ℎ
ℎ𝐾x . Furthermore,

the set of all (𝑑 − 1)-dimensional facets of 𝐾x is denoted by F 𝐾x , and for any 𝐹x ∈ F 𝐾x we
define

ℎ𝐹x :=

{︄
min{ℎ𝐾x , ℎ˜︁𝐾x

} if 𝐹x = 𝐾x ∩ ˜︁𝐾x for some ˜︁𝐾x ∈ T x
ℎ
,

ℎ𝐾x if 𝐹x ⊂ 𝜕Ω.

For 𝑑 = 1, 𝐹x is a point and
∫
𝐹x
𝑣(𝑥, 𝑡)d𝑆 is equal to 𝑣(𝐹x, 𝑡). For each facet 𝐹x in F 𝐾x , we

introduce the time-like facet 𝐹 := 𝐹x × 𝐼𝑛; we collect all these time-like facets into the set F 𝐾 .
We fix one of the two unit normal 𝑑-dimensional vectors associated with 𝐹x and denote it

by n⃗𝐹x . For 𝑑 ≥ 1, each time-like facet 𝐹 = 𝐹x × 𝐼𝑛 lies in a 𝑑-dimensional hyperplane with unit
normal vector n⃗𝐹 := (n⃗𝐹x , 0).

Next, we require further assumptions on the spatial mesh T x
ℎ

:

(G2) Uniform star-shapedness: There exists 0 < 𝜌 ≤ 1
2 such that, each space element𝐾x ∈ T x

ℎ

is star-shaped with respect to a ball of radius 𝜌ℎ𝐾x .

(G3) Bounded number of facets: The number of (𝑑−1)-dimensional facets of 𝐾x is uniformly
bounded with respect to the meshsize.

(G4) Local quasi-uniformity in space: there exists a number lqu(Tℎ) > 0 such that, given two
neighbouring elements𝐾x and ˜︁𝐾x ofT x

ℎ
, we have that lqu(T x

ℎ
)−1ℎ˜︁𝐾x

≤ ℎ𝐾x ≤ lqu(T x
ℎ
)ℎ˜︁𝐾x

.

For a given space–time element 𝐾 ⊂ R𝑑+1 and any space-like or time-like facet 𝐹 ⊂ 𝜕𝐾 , we
denote the space of polynomials of total degree at most 𝑝 ∈ N on 𝐾 and 𝐹 by P𝑝 (𝐾) and P𝑝 (𝐹),
respectively. For a given time interval 𝐼, P𝑝 (𝐼) denotes the space of polynomials in 𝐼 of total
degree at most 𝑝 in N.

For a positive natural number 𝑘 , we define the spaces of broken 𝐻𝑘 functions over T x
ℎ

and
Tℎ, respectively, by

𝐻𝑘 (T x
ℎ ) :=

{︁
𝑣 ∈ 𝐿2(𝑄𝑇 ) | 𝑣 |𝐾x ∈ 𝐻𝑘 (𝐾x) ∀𝐾x ∈ T x

ℎ

}︁
,

𝐻𝑘 (Tℎ) :=
{︁
𝑣 ∈ 𝐿2(𝑄𝑇 ) | 𝑣 |𝐾 ∈ 𝐻𝑘 (𝐾) ∀𝐾 ∈ Tℎ

}︁
.
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We denote the broken Sobolev 𝑘 seminorm on Tℎ by |·|𝐻𝑘 (Tℎ) and the space of piecewise
polynomials of degree at most ℓ in N on Tℎ by Sℓ (Tℎ).

6.3 The virtual element method

In this section, we introduce a VEM for the discretization of the heat equation (1.2) with
homogeneous initial and Dirichlet boundary conditions. The proposed method is based on the
standard Petrov-Galerkin weak formulation (1.5).

6.3.1 Local virtual element spaces

Given an approximation degree 𝑝 ∈ N and an element 𝐾 ∈ Tℎ, we define the following local VE
space:

𝑉ℎ (𝐾) :=
{︂
𝑣 ∈ 𝐿2(𝐾) | ˜︁𝑐𝐾𝐻𝜕𝑡𝑣ℎ − ˜︁_𝐾Δx𝑣ℎ ∈ P𝑝−1 (𝐾) , 𝑣ℎ |𝐾x×{𝑡𝑛−1} ∈ P𝑝 (𝐾x) ;

n⃗𝐹x · ∇x𝑣ℎ |𝐹 ∈ P𝑝 (𝐹) ∀𝐹 := 𝐹x × 𝐼𝑛 with 𝐹x ∈ F 𝐾x
}︂
,

(6.1)

where ˜︁𝑐𝐾
𝐻

:= ℎ𝐼𝑛 and ˜︁_𝐾 := ℎ2
𝐾x

.
The space 𝑉ℎ (𝐾) contains all polynomials of degree at most 𝑝 in 𝐾 , i.e., P𝑝 (𝐾) ⊂ 𝑉ℎ (𝐾).

The degree 𝑝 in the Neumann boundary conditions is not necessary for this inclusion to be
valid, as 𝑝 − 1 would be sufficient. Nevertheless, the degree 𝑝 is crucial in the proof of the
Poincaré-type inequality in Proposition 6.9 below.

Remark 6.1 (Regularity of local VEM functions). Functions in 𝑉ℎ (𝐾) solve a heat equation
problem with polynomial source, initial condition, and Neumann boundary conditions. For
this reason, 𝑉ℎ (𝐾) ⊂ 𝐿2(𝐼𝑛;𝐻1(𝐾x)); see [74, Thm. 4.1 and §4.7.2 in Ch. 3] with standard
modifications to deal with the nonhomogeneous Neumann data.

Remark 6.2 (Scaling argument). As opposite to the standard VE setting [9], in definition (6.1)
we consider solutions to local problems involving some scaling factors (˜︁𝑐𝐾

𝐻
and ˜︁_𝐾). The reason

for this is that these local problems involve differential operators of different orders. By using
a scaling argument and mapping the element 𝐾 into a “reference” element ˆ︁𝐾 = ˆ︁𝐼 × ˆ︁𝐾ˆ︁x, with
|ˆ︁𝐼𝑛 | = diam(ˆ︁𝐾ˆ︁x) = 1, the resulting reference space consists of solutions to a heat equation with
both coefficients equal to 1. This allows us to use equivalence of norms results when proving
the stability of the scheme.

Let {𝑚𝐾𝛼 }
𝑟𝑑+1, 𝑝−1
𝛼=1 , {𝑚𝐹

𝛽
}𝑟𝑑,𝑝
𝛽=1 , and {𝑚𝐾x

𝛾 }𝑟𝑑,𝑝
𝛾=1 be any bases of P𝑝−1(𝐾), P𝑝 (𝐹), and P𝑝 (𝐾x),

where we recall that 𝑟𝑑,𝑝 = dim(P𝑝 (R𝑑)). Introduce the following set of linear functionals on
𝑉ℎ (𝐾):

• the bulk moments

1
|𝐾 |

∫
𝐼𝑛

∫
𝐾x

𝑣ℎ 𝑚
𝐾
𝛼 dx dt ∀𝛼 = 1, . . . , 𝑟𝑑+1,𝑝−1; (6.2a)
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• for all space–time facets 𝐹 = 𝐹x × 𝐼𝑛 ∈ F 𝐾 , the time-like moments

1
|𝐹 |

∫
𝐼𝑛

∫
𝐹x

𝑣ℎ 𝑚
𝐹
𝛽d𝑆 dt ∀𝛽 = 1, . . . , 𝑟𝑑,𝑝; (6.2b)

• the space-like moments

1
|𝐾x |

∫
𝐾x

𝑣ℎ (·, 𝑡𝑛−1)𝑚𝐾x
𝛾 dx ∀𝛾 = 1, . . . , 𝑟𝑑,𝑝 . (6.2c)

Since functions 𝑣ℎ ∈ 𝑉ℎ (𝐾) are polynomials at time 𝑡𝑛−1, then the integrals in (6.2c) are well
defined. Moreover, the inclusion 𝑉ℎ (𝐾) ⊂ 𝐿2(𝐼𝑛;𝐻1(𝐾x)), see Remark 6.1, implies that the
integrals in (6.2a) and (6.2b) are also well defined.

We introduce the number of functionals in (6.2a)–(6.2c) as

# DoFs := dim(P𝑝−1(𝐾)) +
∑︂
𝐹∈F 𝐾

dim(P𝑝−1(𝐹)) + dim(P𝑝 (𝐾x)).

In the following lemma, we prove that the linear functionals (6.2a)–(6.2c) actually define a set
of DoFs for 𝑉ℎ (𝐾).

Lemma 6.3 (Unisolvence of DoFs). The linear functionals (6.2a)–(6.2c) are a set of unisolvent
DoFs for the space 𝑉ℎ (𝐾).

Proof. Since the right-hand side and the initial and Neumann boundary conditions in (6.1)
are independent of each other, the dimension of 𝑉ℎ (𝐾) is equal to the number of the linear
functionals (6.2a)–(6.2c). Thus, it suffices to prove that the set of these linear functionals is
unisolvent. In other words, we prove that, whenever 𝑣ℎ ∈ 𝑉ℎ (𝐾) satisfies DoF𝑖 (𝑣ℎ) = 0 for all
𝑖 = 1, . . . , # DoFs, then 𝑣ℎ = 0.

Thanks to the definition of the DoFs (6.2a) and (6.2b), we have

0 =

∫
𝐼𝑛

∫
𝐾x

𝑣ℎ

(︂˜︁𝑐𝐾𝐻𝜕𝑡𝑣ℎ − ˜︁_𝐾Δx𝑣ℎ

)︂
⏞ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ⏟⏟ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ⏞

∈P𝑝−1 (𝐾)

dx dt + ˜︁_𝐾 ∑︂
𝐹x∈F 𝐾x

∫
𝐼𝑛

∫
𝐹x

𝑣ℎ n⃗𝐹x · ∇x𝑣ℎ⏞ˉ̄ ˉ̄ ˉ̄⏟⏟ˉ̄ ˉ̄ ˉ̄⏞
∈P𝑝 (𝐹)

d𝑆 dt

=
˜︁𝑐𝐾
𝐻

2

(︂
∥𝑣ℎ (·, 𝑡𝑛)∥2

𝐿2 (𝐾x) − ∥𝑣ℎ (·, 𝑡𝑛−1)∥2
𝐿2 (𝐾x)

)︂
+ ˜︁_𝐾 ∥∇x𝑣ℎ∥2

𝐿2 (𝐾)𝑑 .

Furthermore, using the definition of the DoFs (6.2c), we have ∥𝑣ℎ (·, 𝑡𝑛−1)∥2
𝐿2 (𝐾x) = 0 and deduce

˜︁_𝐾 ∥∇x𝑣ℎ∥2
𝐿2 (𝐾)𝑑 = 0 ⇒ ∇x𝑣ℎ = 0 in 𝐾 ⇒ 𝑣ℎ = 𝑣ℎ (𝑡).

From the definition of the space 𝑉ℎ (𝐾), this implies that 𝜕𝑡𝑣ℎ belongs to P𝑝−1(𝐼𝑛); equivalently,
𝑣ℎ belongs to P𝑝 (𝐼𝑛). On the other hand, we know that the moments (6.2b) are zero, in
particular when they are taken with respect to monomials up to degree 𝑝 in time only. This
implies 𝑣ℎ = 0.

72



6.3. The virtual element method

6.3.2 Polynomial projections

Functions in the local VE space𝑉ℎ (𝐾) are not known in closed form. However, if we have at our
disposal the DoFs of a function 𝑣ℎ in 𝑉ℎ (𝐾), then we can compute projections onto polynomial
spaces with given maximum degree.

First, for all 𝐾 = 𝐾x × 𝐼𝑛 ∈ Tℎ and Y > 0, we define the operator ΠN
𝑝 : 𝐻 1

2+Y (𝐼𝑛; 𝐿2(𝐾x)) ∩
𝐿2(𝐼𝑛;𝐻1(𝐾x)) → P𝑝 (𝐾) as follows: for any 𝑣 in 𝐻 1

2+Y (𝐼𝑛; 𝐿2(𝐾x)) ∩ 𝐿2(𝐼𝑛;𝐻1(𝐾x)),∫
𝐼𝑛

∫
𝐾x

∇x𝑞
𝐾
𝑝 · ∇x

(︂
ΠN
𝑝 𝑣 − 𝑣

)︂
dx dt = 0 ∀𝑞𝐾𝑝 ∈ P𝑝 (𝐾) ; (6.3a)∫

𝐼𝑛

∫
𝐾x

𝑞𝑝−1(𝑡)
(︂
ΠN
𝑝 𝑣 − 𝑣

)︂
dx dt = 0 ∀𝑞𝑝−1 ∈ P𝑝−1 (𝐼𝑛) ; (6.3b)∫

𝐾x

(︂
ΠN
𝑝 𝑣(x, 𝑡𝑛−1) − 𝑣(x, 𝑡𝑛−1)

)︂
dx = 0. (6.3c)

We have 𝑉ℎ (𝐾) ⊂ 𝐿2(𝐼𝑛;𝐻1(𝐾x)); see Remark 6.1. This and the fact that functions in 𝑉ℎ (𝐾)
restricted to the time 𝑡𝑛−1 are polynomials entail that we can define ΠN

𝑝 𝑣 also for 𝑣 in 𝑉ℎ (𝐾).

Lemma 6.4. The operator ΠN
𝑝 is well defined. Moreover, for any 𝑣ℎ in 𝑉ℎ (𝐾), ΠN

𝑝 𝑣ℎ is
computable via the DoFs (6.2a)–(6.2c).

Proof. In order to prove that ΠN
𝑝 is well defined, we need to show that the number of (linear)

conditions in (6.3a)–(6.3c) is equal to dim(P𝑝 (𝐾)). As (6.3a) is void for all 𝑞𝐾𝑝 ∈ P𝑝 (𝐼𝑛), we
have that the number of conditions in (6.3a)–(6.3c) is equal to dim(P𝑝 (𝐾)). We only need to
show that they are linearly independent.

To this aim, assume that 𝑣 = 0. Conditions (6.3a) imply that ∇xΠ
N
𝑝 𝑣 = 0, i.e., ΠN

𝑝 𝑣

belongs to P𝑝 (𝐼𝑛). Let 𝐿𝑝 (·) be the Legendre polynomial of degree 𝑝 over [−1, 1]. Using
conditions (6.3b), we deduce that there exists a constant 𝑐 such that

ΠN
𝑝 𝑣 = 𝑐𝐿𝑝

(︃
2𝑡 − 𝑡𝑛−1 − 𝑡𝑛
𝑡𝑛 − 𝑡𝑛−1

)︃
.

Since condition (6.3c) entails ΠN
𝑝 𝑣(·, 𝑡𝑛−1) = 0 and 𝐿𝑝 (−1) ≠ 0, we deduce that 𝑐 = 0,

whence ΠN
𝑝 𝑣 = 0. Therefore, the conditions are linearly independent and so ΠN

𝑝 is well defined.
As for the computability of ΠN

𝑝 𝑣ℎ for 𝑣ℎ in 𝑉ℎ (𝐾), conditions (6.3a) and (6.3b) are available
via the bulk moments (6.2a) (up to order 𝑝 − 2) and the time-like moments (6.2b) (up to
order 𝑝 − 1); condition (6.3c) is available via the lowest-order space-like moment in (6.2c).

Next, for all 𝐾 ∈ Tℎ and Y > 0, we define the operator Π★𝑝 : C0(𝐼𝑛; 𝐿2(𝐾x)) → P𝑝 (𝐾) as
follows: for any 𝑣 in 𝐻 1

2+Y (𝐼𝑛; 𝐿2(𝐾x)),∫
𝐼𝑛

∫
𝐾x

𝑞𝐾𝑝−1

(︂
Π★𝑝𝑣 − 𝑣

)︂
dx dt = 0 ∀𝑞𝐾𝑝−1 ∈ P𝑝−1 (𝐾) ; (6.4a)∫

𝐾x

𝑞𝐾x
𝑝

(︂
Π★𝑝𝑣(x, 𝑡𝑛−1) − 𝑣(x, 𝑡𝑛−1)

)︂
dx = 0 ∀𝑞𝐾x

𝑝 ∈ P𝑝 (𝐾x) . (6.4b)

Again, we have 𝑉ℎ (𝐾) ⊂ 𝐿2(𝐼𝑛;𝐻1(𝐾x)); see Remark 6.1. This and the fact that functions
in 𝑉ℎ (𝐾) restricted to the time 𝑡𝑛−1 are polynomials entail that we can define Π★𝑝𝑣 also for 𝑣
in 𝑉ℎ (𝐾).
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Lemma 6.5. The operatorΠ★𝑝 is well defined. Moreover, for any 𝑣ℎ in𝑉ℎ (𝐾),Π★𝑝𝑣ℎ is computable
via the DoFs (6.2a)–(6.2c).

Proof. As in the proof of Lemma 6.4, we observe that the number of (linear) conditions in (6.4a)–
(6.4b) is equal to dim(P𝑝 (𝐾)). Thus, it suffices to show that they are linearly independent.

Assume that 𝑣 = 0. Then, taking 𝑞𝐾x
𝑝 = Π★𝑝𝑣(x, 𝑡𝑛−1) in (6.4b), we get Π★𝑝𝑣(x, 𝑡𝑛−1) = 0. On

the other hand, taking 𝑞𝐾
𝑝−1 = 𝜕𝑡Π

★
𝑝𝑣 in (6.4a), we get

0 =
1
2

(︂∥︁∥︁Π★𝑝𝑣(·, 𝑡𝑛)∥︁∥︁2
𝐿2 (𝐾x)

−
∥︁∥︁Π★𝑝𝑣(·, 𝑡𝑛−1)

∥︁∥︁2
𝐿2 (𝐾x)

)︂
=

1
2

∥︁∥︁Π★𝑝𝑣(·, 𝑡𝑛)∥︁∥︁2
𝐿2 (𝐾x)

.

In addition, we observe that∥︁∥︁𝜕𝑡Π★𝑝𝑣∥︁∥︁2
𝐿2 (𝐾) =

∫
𝐾x

Π★𝑝𝑣(x, 𝑡) 𝜕𝑡Π★𝑝𝑣(x, 𝑡)dx
|︁|︁|︁𝑡𝑛
𝑡=𝑡𝑛−1

−
∫
𝐼𝑛

∫
𝐾x

Π★𝑝𝑣 𝜕𝑡𝑡Π
★
𝑝𝑣⏞ˉ⏟⏟ˉ⏞

∈P𝑝−2 (𝐾)

dx dt = 0.

This implies that 𝜕𝑡Π★𝑝𝑣 = 0, which, together with Π★𝑝𝑣(·, 𝑡𝑛) = 0, gives that Π★𝑝𝑣 = 0. Therefore,
the conditions are linearly independent and so Π★𝑝 is well defined.

As for the computability of Π★𝑝𝑣ℎ for 𝑣ℎ ∈ 𝑉ℎ (𝐾), conditions (6.4a) are available via the bulk
DoFs (6.2a), and conditions (6.4b) are at disposal via the space-like DoFs at time 𝑡𝑛−1 (6.2c).

We introduce other polynomial projectors: for all 𝐾 ∈ Tℎ and 𝑣 in 𝐿2(𝐾),

Π
0,𝐾
𝑝−1 : 𝐿2(𝐾) → P𝑝−1(𝐾), (𝑞𝐾𝑝−1, 𝑣 − Π

0,𝐾
𝑝−1𝑣)𝐿2 (𝐾) = 0 ∀𝑞𝐾𝑝−1 ∈ P𝑝−1(𝐾);

for each temporal interval 𝐼𝑛 and 𝑣 ∈ 𝐿2(𝐼𝑛),

Π
0,𝐼𝑛
𝑝−1 : 𝐿2(𝐼𝑛) → P𝑝−1(𝐼𝑛), (𝑞𝐼𝑛

𝑝−1, 𝑣 − Π
0,𝐼𝑛
𝑝−1𝑣)𝐿2 (𝐼𝑛) = 0 ∀𝑞𝐼𝑛

𝑝−1 ∈ P𝑝−1(𝐼𝑛);

for each element 𝐾x ∈ T x
ℎ

and 𝑣 ∈ 𝐿2(𝐾x),

Π
0,𝐾x
0 : 𝐿2(𝐾x) → R, (𝑞0, 𝑣 − Π

0,𝐾x
0 𝑣)𝐿2 (𝐾x) = 0 ∀𝑞0 ∈ R;

for all time-like facet 𝐹 and 𝑣 in 𝐿2(𝐹),

Π0,𝐹
𝑝 : 𝐿2(𝐹) → P𝑝 (𝐹), (𝑞𝐹𝑝 , 𝑣 − Π0,𝐹

𝑝 𝑣)𝐿2 (𝐹) = 0 ∀𝑞𝐹𝑝 ∈ P𝑝 (𝐹).

Given 𝑣ℎ in 𝑉ℎ (𝐾), the computability of the above projectors applied to 𝑣ℎ follows from the
definition of the DoFs (6.2a)–(6.2c). The projector Π

0,𝐾
𝑝−1 induces the global piecewise 𝐿2

projector Π0,𝑄𝑇
𝑝−1 over Tℎ.

The following polynomial inverse inequalities are valid.

Lemma 6.6. For any 𝑝 ∈ N, there exist positive constants 𝑐ΠN
𝑝

and 𝑐Π★𝑝 independent of ℎ𝐼𝑛 and
ℎ𝐾x such that, for all 𝑞𝑝 in P𝑝 (𝐾),∥︁∥︁𝑞𝑝∥︁∥︁2

𝐿2 (𝐾) + ℎ
2
𝐾x

∥︁∥︁∇x𝑞𝑝
∥︁∥︁2
𝐿2 (𝐾)𝑑 + ℎ

2
𝐼𝑛

∥︁∥︁𝜕𝑡𝑞𝑝∥︁∥︁2
𝐿2 (𝐾)

≤ 𝑐ΠN
𝑝

(︃
ℎ2
𝐾x

∥︁∥︁∇x𝑞𝑝
∥︁∥︁2
𝐿2 (𝐾)𝑑 +

∥︁∥︁∥︁Π0,𝐼𝑛
𝑝−1𝑞𝑝

∥︁∥︁∥︁2

𝐿2 (𝐾)
+ ℎ𝐼𝑛

∥︁∥︁∥︁Π0,𝐾x
0 𝑞𝑝 (·, 𝑡𝑛−1)

∥︁∥︁∥︁2

𝐿2 (𝐾x)

)︃ (6.5)
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and ∥︁∥︁𝑞𝑝∥︁∥︁2
𝐿2 (𝐾) + ℎ

2
𝐾x

∥︁∥︁∇x𝑞𝑝
∥︁∥︁2
𝐿2 (𝐾)𝑑 + ℎ

2
𝐼𝑛

∥︁∥︁𝜕𝑡𝑞𝑝∥︁∥︁2
𝐿2 (𝐾)

≤ 𝑐Π★𝑝
(︃∥︁∥︁∥︁Π0,𝐾

𝑝−1𝑞𝑝

∥︁∥︁∥︁2

𝐿2 (𝐾)
+ ℎ𝐼𝑛

∥︁∥︁𝑞𝑝 (·, 𝑡𝑛−1)
∥︁∥︁2
𝐿2 (𝐾x)

)︃
.

(6.6)

Proof. The assertion follows from the regularity of the spatial mesh in assumption (G2), the
fact that the functionals on the right-hand side of (6.5) and (6.6) are norms for P𝑝 (𝐾), and the
equivalence of norms for spaces of polynomials with fixed maximum degree.

The presence of the subscripts appearing in the inverse estimate constants 𝑐ΠN
𝑝

and 𝑐Π★𝑝 is to
remind that the norms on the right-hand side of (6.5) and (6.6) are induced by the definition of
the operators ΠN

𝑝 and Π★𝑝.

6.3.3 Global virtual element spaces

We construct the global VE spaces in a nonconforming fashion. To this aim, we introduce
a jump operator on the time-like facets. Each internal time-like facet 𝐹 is shared by two
elements 𝐾1 and 𝐾2 with outward pointing unit normal vectors n⃗𝐾1 and n⃗𝐾2 , whereas each
boundary time-like facet belongs to the boundary of a single element 𝐾3 with outward pointing
unit normal vector n⃗𝐾3 . We denote the 𝑑-dimensional vector containing the spatial components
of the restriction of n⃗𝐾 𝑗 to the time-like facet 𝐹 by n⃗𝐹𝐾 𝑗 . For any piecewise scalar function 𝑣, the
normal jump on each time-like facet 𝐹 is defined as

⟦𝑣⟧𝐹 :=

{︄
𝑣 |𝐾1n⃗

𝐹
𝐾1 + 𝑣 |𝐾2n⃗

𝐹
𝐾2 if 𝐹 is an internal face;

𝑣 |𝐾3n⃗
𝐹
𝐾3 if 𝐹 is a boundary face.

(6.7)

On each time slab 𝐼𝑛, we introduce the nonconforming Sobolev space of order 𝑝 associated with
the mesh T x

ℎ
:

NC𝑝 (T x
ℎ ; 𝐼𝑛) :=

{︂
𝑣 ∈ 𝐿2

(︂
𝐼𝑛;𝐻1(T x

ℎ )
)︂ |︁|︁|︁ ∫

𝐼𝑛

∫
𝐹x

𝑞𝐹𝑝 ⟦𝑣⟧𝐹 · n⃗𝐹xd𝑆 dt = 0 ∀𝑞𝐹𝑝 ∈ P𝑝 (𝐹)
}︂
.

(6.8)
This allows us to define the VE discretization 𝑌ℎ of the space 𝑌 in (1.3) as the space of functions
that are possibly discontinuous in time across space-like facets and nonconforming in space:

𝑌ℎ :=
{︂
𝑣ℎ ∈ 𝐿2(𝑄𝑇 ) | 𝑣ℎ |𝐾 ∈ 𝑉ℎ (𝐾) ∀𝐾 ∈ Tℎ, 𝑣ℎ |T x

ℎ
×𝐼𝑛 ∈ NC𝑝 (T x

ℎ ; 𝐼𝑛) ∀𝑛 = 1, . . . , 𝑁
}︂
.

The functions in the space 𝑋 in (1.3) are continuous in time, namely,

𝑋 ↩→ C0( [0, 𝑇]; 𝐿2(Ω)); (6.9)

see e.g, [101, Thm. 25.5]. Nevertheless, we discretize 𝑋 with 𝑌ℎ as well, and impose the time
continuity weakly through upwinding. As the functions in the local VE space 𝑉ℎ (𝐾) are not
known at the local final time 𝑡𝑛, the upwind fluxes are defined in terms of the traces of their
polynomial projections Π★𝑝; see (6.21) below.
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Remark 6.7 (Discretization of the trial space 𝑋). Due to the choice of the DoFs, one cannot
define a continuous-in-time discretization of 𝑋 with the local spaces𝑉ℎ (𝐾). If this were possible,
then each VE function on 𝐾 = 𝐾x × 𝐼𝑛 would be a polynomial of degree 𝑝 at the local final
time 𝑡𝑛. For general choices of the right-hand side, initial condition, and boundary conditions
in (6.1), this is not true.

Remark 6.8. A possible VE discretization of the trial function space 𝑋 could be

𝑋ℎ := {𝑣ℎ ∈ 𝑌ℎ | 𝑣ℎ satisfies (6.10)} ,

where

𝑣ℎ (·, 0) = 0 in Ω; 𝑣
(𝑛)
ℎ

(·, 𝑡𝑛−1) = Π★𝑝𝑣
(𝑛−1)
ℎ

(·, 𝑡𝑛−1) in 𝐾x ∀1 < 𝑛 < 𝑁. (6.10)

In (6.10), 𝑣 (𝑛)
ℎ

and 𝑣 (𝑛−1)
ℎ

denote the restrictions of 𝑣ℎ to the time slabs Ω × 𝐼𝑛 and Ω × 𝐼𝑛−1.
In this way, the continuity in time across space-like facets is approximated directly within the
discretization space through the polynomial projection Π★𝑝 in (6.4). Nevertheless, this leads to
an error accumulation in time, which results in a suboptimal convergence. This can be verified
numerically and justified theoretically.

6.3.4 Discrete bilinear forms

On each element 𝐾 , define the local continuous bilinear form in 𝑉ℎ (𝐾) ×𝑉ℎ (𝐾) and seminorm

𝑎𝐾 (𝑢ℎ, 𝑣ℎ) := _(∇x𝑢ℎ,∇x𝑣ℎ)𝐿2 (𝐾) , |𝑣ℎ |2𝑌 (𝐾) := 𝑎𝐾 (𝑣ℎ, 𝑣ℎ).

Proposition 6.9 (Local Poincaré inequality). If 𝑣ℎ belongs to𝑉ℎ (𝐾), 𝐾 = 𝐾x×𝐼𝑛, then |𝑣ℎ |𝑌 (𝐾) =
0 if and only if 𝑣ℎ = 𝑣ℎ (𝑡) belongs to P𝑝 (𝐼𝑛). Moreover, there exists a positive constant 𝐶𝐾

𝑃

independent of ℎ𝐼𝑛 and ℎ𝐾x such that

inf
𝑞𝑡𝑝∈P𝑝 (𝐼𝑛)

∥︁∥︁𝑣ℎ − 𝑞𝑡𝑝∥︁∥︁𝐿2 (𝐾) ≤ 𝐶
𝐾
𝑃 ℎ𝐾x ∥∇x𝑣ℎ∥𝐿2 (𝐾)𝑑 ∀𝑣ℎ ∈ 𝑉ℎ (𝐾). (6.11)

Proof. If 𝑣ℎ belongs to 𝑉ℎ (𝐾) with ∥∇x𝑣ℎ∥𝑌 (𝐾) = 0, then 𝑣ℎ = 𝑣ℎ (𝑡). The definition of 𝑉ℎ (𝐾)
in (6.1) implies that 𝜕𝑡𝑣ℎ belongs to P𝑝−1(𝐼𝑛) or, equivalently, that 𝑣ℎ belongs to P𝑝 (𝐼𝑛). The
converse is obviously true.

Inequality (6.11) follows from the equivalence of seminorms with the same kernel on finite
dimensional spaces and the scaling argument in Remark 6.2.

We define 𝑌 (Tℎ) := 𝐿2(0, 𝑇 ;𝐻1(T x
ℎ
)) and introduce the global broken seminorms

for almost all 𝑡, |𝑣(·, 𝑡) |2
𝐻1 (T x

ℎ
) :=

∑︂
𝐾x∈T x

ℎ

∥∇x𝑣(·, 𝑡)∥2
𝐿2 (𝐾x)𝑑 ;

|𝑣 |2𝑌 (Tℎ) :=
∫ 𝑇

0
_ |𝑣(·, 𝑡) |2

𝐻1 (T x
ℎ
)dt =

∑︂
𝐾∈Tℎ

|𝑣 |2𝑌 (𝐾) .

Proposition 6.10. The seminorm |·|𝑌 (Tℎ) is a norm in 𝑌ℎ. 1

1In fact, |·|𝑌 (Tℎ) is a norm on 𝑌 + 𝑌ℎ . So, for arguments in 𝑌 + 𝑌ℎ , we shall denote it by ∥·∥𝑌 (Tℎ) .
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Proof. Given 𝑣ℎ in 𝑌ℎ, we only have to prove that |𝑣ℎ |𝑌 (Tℎ) = 0 implies 𝑣ℎ = 0. The iden-
tity |𝑣ℎ |𝑌 (Tℎ) = 0 implies that |𝑣ℎ |𝑌 (𝐾) = 0 for all elements 𝐾 = 𝐾x × 𝐼𝑛. Using Proposition 6.9,
we deduce that 𝑣ℎ |𝐾 only depends on time and belongs to P𝑝 (𝐼𝑛). The assertion follows using
the spatial nonconformity of the space 𝑌ℎ, see (6.8), which is up to order 𝑝.

On each element 𝐾 in Tℎ, 𝐾 = 𝐾x × 𝐼𝑛, let

𝑆𝐾 : [𝑉ℎ (𝐾) + 𝐿2(𝐼𝑛;𝐻1(𝐾x)) ∩ C0(𝐼𝑛; 𝐿2(𝐾x))]2 → R

be any symmetric positive semidefinite bilinear form that is computable via the DoFs (6.2a)–
(6.2c) and satisfies the following properties:

• for any 𝑣ℎ in 𝑉ℎ (𝐾) ∩ ker(ΠN
𝑝 ), we have that

𝑆𝐾 (𝑣ℎ, 𝑣ℎ) = 0 =⇒ 𝑣ℎ = 0; (6.12)

• the following bound is valid with a positive constant ˜︁𝑐∗ > 0 independent of ℎ𝐼𝑛 , ℎ𝐾x ,
and 𝐾:

𝑆𝐾 (𝑣, 𝑣) ≤ ˜︁𝑐∗ (︂
ℎ−2
𝐾x

∥𝑣∥2
𝐿2 (𝐾) + ∥∇x𝑣∥2

𝐿2 (𝐾)𝑑 + ℎ
−2
𝐾x
ℎ2
𝐼𝑛
∥𝜕𝑡𝑣∥2

𝐿2 (𝐾)

)︂
∀𝑣 ∈ 𝐻1(𝐾).

(6.13)

Property (6.12) implies that 𝑆𝐾 (·, ·) induces a norm in 𝑉ℎ (𝐾) ∩ ker(ΠN
𝑝 ). Another consequence

of (6.12) and the scaling argument in Remark 6.2, is that there exist two constants 0 < 𝑐∗ < 𝑐∗
independent of 𝐾 such that

𝑐∗ |𝑣ℎ |2𝑌 (𝐾) ≤ _𝑆
𝐾 (𝑣ℎ, 𝑣ℎ) ≤ 𝑐∗ |𝑣ℎ |2𝑌 (𝐾) ∀𝑣ℎ ∈ 𝑉ℎ (𝐾) ∩ ker(ΠN

𝑝 ). (6.14)

In fact, the functional |·|𝑌 (𝐾) is a norm on 𝑉ℎ (𝐾) ∩ ker(ΠN
𝑝 ).

We define the discrete counterpart of the local bilinear forms 𝑎𝐾 (·, ·):

𝑎𝐾ℎ (𝑢ℎ, 𝑣ℎ) := 𝑎𝐾 (ΠN
𝑝 𝑢ℎ,Π

N
𝑝 𝑣ℎ) + _𝑆𝐾 ((𝐼 − ΠN

𝑝 )𝑢ℎ, (𝐼 − ΠN
𝑝 )𝑣ℎ). (6.15)

Lemma 6.11. Property (6.14) implies that there exist two constants 0 < 𝛼∗ < 𝛼∗ independent
of 𝐾 such that the following local stability bounds are valid:

𝛼∗ |𝑣ℎ |2𝑌 (𝐾) ≤ 𝑎
𝐾
ℎ (𝑣ℎ, 𝑣ℎ) ≤ 𝛼

∗ |𝑣ℎ |2𝑌 (𝐾) ∀𝑣ℎ ∈ 𝑉ℎ (𝐾). (6.16)

Proof. We only show the upper bound as the lower bound follows analogously leading to 𝛼∗ :=
min(1, 𝑐∗). We have

𝑎𝐾ℎ (𝑣ℎ, 𝑣ℎ) = _
∥︁∥︁∇xΠ

N
𝑝 𝑣ℎ

∥︁∥︁2
𝐿2 (𝐾)𝑑 + _𝑆

𝐾 ((𝐼 − ΠN
𝑝 )𝑣ℎ, (𝐼 − ΠN

𝑝 )𝑣ℎ)

≤
|︁|︁ΠN

𝑝 𝑣ℎ
|︁|︁2
𝑌 (𝐾) + 𝑐

∗|︁|︁(𝐼 − ΠN
𝑝 )𝑣ℎ

|︁|︁2
𝑌 (𝐾) ≤ max(1, 𝑐∗)

(︂|︁|︁ΠN
𝑝 𝑣ℎ

|︁|︁2
𝑌 (𝐾) +

|︁|︁(𝐼 − ΠN
𝑝 )𝑣ℎ

|︁|︁2
𝑌 (𝐾)

)︂
.

Pythagoras’ theorem implies

𝑎𝐾ℎ (𝑣ℎ, 𝑣ℎ) ≤ max(1, 𝑐∗) |𝑣ℎ |2𝑌 (𝐾) .

This proves the upper bound in (6.16) with 𝛼∗ = max(1, 𝑐∗).

77
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The global discrete bilinear form associated with the spatial Laplace operator −Δx(·) reads

𝑎ℎ (𝑢ℎ, 𝑣ℎ) :=
∑︂
𝐾∈Tℎ

𝑎𝐾ℎ (𝑢ℎ, 𝑣ℎ) ∀𝑢ℎ, 𝑣ℎ ∈ 𝑌ℎ.

Taking into account Proposition 6.10, an immediate consequence of (6.16) are the global stability
bounds

𝛼∗ ∥𝑣ℎ∥2
𝑌 (Tℎ) ≤ 𝑎ℎ (𝑣ℎ, 𝑣ℎ) ≤ 𝛼

∗ ∥𝑣ℎ∥2
𝑌 (Tℎ) ∀𝑣ℎ ∈ 𝑌ℎ. (6.17)

For sufficiently smooth functions, we have the following upper bounds.

Proposition 6.12. For all 𝑣 in 𝐻1(Tℎ), the following local and global bounds are valid: for
all 𝐾 in Tℎ,

𝑎𝐾ℎ (𝑣, 𝑣) ≤3_max(1,˜︁𝑐∗) (︂
1 + (1 + 𝑐𝑡𝑟)𝑐ΠN

𝑝

)︂
×

(︂
ℎ−2
𝐾x

∥𝑣∥2
𝐿2 (𝐾) + ∥∇x𝑣∥2

𝐿2 (𝐾)𝑑 + ℎ
−2
𝐾x
ℎ2
𝐼𝑛
∥𝜕𝑡𝑣∥2

𝐿2 (𝐾)

)︂
, (6.18)

𝑎ℎ (𝑣, 𝑣) ≤3_max(1,˜︁𝑐∗) (︂
1 + (1 + 𝑐𝑡𝑟)𝑐ΠN

𝑝

)︂
×

∑︂
𝐾∈Tℎ

(︂
ℎ−2
𝐾x

∥𝑣∥2
𝐿2 (𝐾) + ∥∇x𝑣∥2

𝐿2 (𝐾)𝑑 + ℎ
−2
𝐾x
ℎ2
𝐼𝑛
∥𝜕𝑡𝑣∥2

𝐿2 (𝐾)

)︂
, (6.19)

where ˜︁𝑐∗ is the stability constant in (6.13), _ is the thermal conductivity, 𝑐𝑡𝑟 is the constant
appearing in the elemental trace (in time) inequality, and 𝑐ΠN

𝑝
is the inverse estimate constant

in (6.6).

Proof. The stability of the ΠN
𝑝 projector entails

𝑎𝐾 (ΠN
𝑝 𝑣,Π

N
𝑝 𝑣) = _

∥︁∥︁∇xΠ
N
𝑝 𝑣

∥︁∥︁2
𝐿2 (𝐾)𝑑 ≤ _ ∥∇x𝑣∥2

𝐿2 (𝐾)𝑑 .

Using definition (6.15) and bound (6.13), we deduce

𝑎𝐾ℎ (𝑣, 𝑣) = 𝑎
𝐾 (ΠN

𝑝 𝑣,Π
N
𝑝 𝑣) + _𝑆𝐾 ((𝐼 − ΠN

𝑝 )𝑣, (𝐼 − ΠN
𝑝 )𝑣)

≤ max(1,˜︁𝑐∗)_(︂ ∥∇x𝑣∥2
𝐿2 (𝐾)𝑑 + ℎ

−2
𝐾x

∥︁∥︁(𝐼 − ΠN
𝑝 )𝑣

∥︁∥︁2
𝐿2 (𝐾)

+
∥︁∥︁∇x(𝐼 − ΠN

𝑝 )𝑣
∥︁∥︁2
𝐿2 (𝐾)𝑑 + ℎ

−2
𝐾x
ℎ2
𝐼𝑛

∥︁∥︁𝜕𝑡 (𝐼 − ΠN
𝑝 )𝑣

∥︁∥︁2
𝐿2 (𝐾)

)︂
.

(6.20)

Using the polynomial inverse estimate (6.5) with 𝑞𝑝 = ΠN
𝑝 𝑣, we can write

ℎ−2
𝐾x

∥︁∥︁ΠN
𝑝 𝑣

∥︁∥︁2
𝐿2 (𝐾) +

∥︁∥︁∇xΠ
N
𝑝 𝑣

∥︁∥︁2
𝐿2 (𝐾)𝑑 + ℎ

−2
𝐾x
ℎ2
𝐼𝑛

∥︁∥︁𝜕𝑡ΠN
𝑝 𝑣

∥︁∥︁2
𝐿2 (𝐾)

= ℎ−2
𝐾x

(︂∥︁∥︁ΠN
𝑝 𝑣

∥︁∥︁2
𝐿2 (𝐾) + ℎ

2
𝐾x

∥︁∥︁∇xΠ
N
𝑝 𝑣

∥︁∥︁2
𝐿2 (𝐾)𝑑 + ℎ

2
𝐼𝑛

∥︁∥︁𝜕𝑡ΠN
𝑝 𝑣

∥︁∥︁2
𝐿2 (𝐾)

)︂
≤ 𝑐ΠN

𝑝
ℎ−2
𝐾x

(︃
ℎ2
𝐾x

∥︁∥︁∇xΠ
N
𝑝 𝑣

∥︁∥︁2
𝐿2 (𝐾)𝑑 +

∥︁∥︁∥︁Π0,𝐾
𝑝−1Π

N
𝑝 𝑣

∥︁∥︁∥︁2

𝐿2 (𝐾)
+ ℎ𝐼𝑛

∥︁∥︁∥︁Π0,𝐾x
0 ΠN

𝑝 𝑣(·, 𝑡𝑛−1)
∥︁∥︁∥︁2

𝐿2 (𝐾)

)︃
.

The definition of ΠN
𝑝 , and the stability of the 𝐿2 and ΠN

𝑝 projectors entail

ℎ−2
𝐾x

∥︁∥︁ΠN
𝑝 𝑣

∥︁∥︁2
𝐿2 (𝐾) +

∥︁∥︁∇xΠ
N
𝑝 𝑣

∥︁∥︁2
𝐿2 (𝐾)𝑑 + ℎ

−2
𝐾x
ℎ2
𝐼𝑛

∥︁∥︁𝜕𝑡ΠN
𝑝 𝑣

∥︁∥︁2
𝐿2 (𝐾)

≤ 𝑐ΠN
𝑝
ℎ−2
𝐾x

(︂
ℎ2
𝐾x

∥∇x𝑣∥2
𝐿2 (𝐾)𝑑 + ∥𝑣∥2

𝐿2 (𝐾) + ℎ𝐼𝑛 ∥𝑣(·, 𝑡𝑛−1)∥2
𝐿2 (𝐾)

)︂
.
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Applying a trace inequality along the time variable (with constant 𝑐𝑡𝑟) on the last term yields

ℎ−2
𝐾x

∥︁∥︁ΠN
𝑝 𝑣

∥︁∥︁2
𝐿2 (𝐾) +

∥︁∥︁∇xΠ
N
𝑝 𝑣

∥︁∥︁2
𝐿2 (𝐾)𝑑 + ℎ

−2
𝐾x
ℎ2
𝐼𝑛

∥︁∥︁𝜕𝑡ΠN
𝑝 𝑣

∥︁∥︁2
𝐿2 (𝐾)

≤ (1 + 𝑐𝑡𝑟)𝑐ΠN
𝑝

(︂
ℎ−2
𝐾x

∥𝑣∥2
𝐿2 (𝐾) + ∥∇x𝑣∥2

𝐿2 (𝐾)𝑑 + ℎ
−2
𝐾x
ℎ2
𝐼𝑛
∥𝜕𝑡𝑣∥2

𝐿2 (𝐾)

)︂
.

We insert this bound into (6.20) after applying the triangle inequality and obtain (6.18). Adding
over all elements gives (6.19).

Henceforth, for a given 𝑣 in 𝐿2(𝑄𝑇 ), we shall write

𝑣 (𝑛) := 𝑣 |Ω×𝐼𝑛 for all 𝑛 = 1, . . . , 𝑁.

For all 𝑢ℎ, 𝑣ℎ in 𝑌ℎ and 𝐾 in Tℎ, 𝐾 = 𝐾x × 𝐼𝑛, we set

𝑏𝐾ℎ (𝑢ℎ, 𝑣ℎ) :=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝑐𝐻 (𝜕𝑡Π★𝑝𝑢ℎ, 𝑣ℎ)𝐿2 (𝐾 ) + 𝑎𝐾ℎ (𝑢ℎ, 𝑣ℎ) + 𝑐𝐻

(︂
Π★𝑝𝑢

(1)
ℎ

(·, 0), 𝑣 (1)
ℎ

(·, 0)
)︂
𝐿2 (𝐾x)

if 𝑛 = 1;

𝑐𝐻 (𝜕𝑡Π★𝑝𝑢ℎ, 𝑣ℎ)𝐿2 (𝐾 ) + 𝑎𝐾ℎ (𝑢ℎ, 𝑣ℎ)

+𝑐𝐻
(︂
Π★𝑝𝑢

(𝑛)
ℎ

(·, 𝑡𝑛−1) − Π★𝑝𝑢
(𝑛−1)
ℎ

(·, 𝑡𝑛−1), 𝑣 (𝑛)ℎ (·, 𝑡𝑛−1)
)︂
𝐿2 (𝐾x)

if 2 ≤ 𝑛 ≤ 𝑁.

(6.21)
The bilinear form 𝑏𝐾

ℎ
(·, ·) is computable through the DoFs. Actually, Π★𝑝𝑢

(𝑛)
ℎ

(·, 𝑡𝑛−1) =

𝑢
(𝑛)
ℎ

(·, 𝑡𝑛−1) for 1 ≤ 𝑛 ≤ 𝑁 by the definition of Π★𝑝 in (6.4) and the definition of the local
VE spaces.

We define the discrete counterpart of the global bilinear form 𝑏(·, ·) in (1.4) as follows:

𝑏ℎ (𝑢ℎ, 𝑣ℎ) :=
∑︂
𝐾∈Tℎ

𝑏𝐾ℎ (𝑢ℎ, 𝑣ℎ) ∀𝑢ℎ, 𝑣ℎ ∈ 𝑌ℎ. (6.22)

The third terms in the definition of 𝑏𝐾
ℎ
(𝑢ℎ, 𝑣ℎ) in (6.21) stand for upwind fluxes for the weak

imposition of the zero initial condition for 𝑛 = 1, or of time continuity for 2 ≤ 𝑛 ≤ 𝑁 .

An admissible stabilization

Consider the following stabilization, for 𝐾 = 𝐾x × 𝐼𝑛:

𝑆𝐾 (𝑢ℎ, 𝑣ℎ) := ℎ−2
𝐾x
(Π0,𝐾

𝑝−1𝑢ℎ,Π
0,𝐾
𝑝−1𝑣ℎ)𝐿2 (𝐾) + ℎ−1

𝐾x

∑︂
𝐹∈F 𝐾

(Π0,𝐹
𝑝 𝑢ℎ,Π

0,𝐹
𝑝 𝑣ℎ)𝐿2 (𝐹)

+ ℎ−2
𝐾x
ℎ𝐼𝑛 (𝑢ℎ (·, 𝑡𝑛−1), 𝑣ℎ (·, 𝑡𝑛−1))𝐿2 (𝐾x) .

(6.23)

This bilinear form is computable via the DoFs.

Proposition 6.13. The stabilization in (6.23) satisfies properties (6.12) and (6.13).

Proof. Property (6.12) follows from the fact that 𝑆𝐾 (𝑣ℎ, 𝑣ℎ) involves the squares of all the
DoFs. Furthermore, property (6.13) follows from the stability of the 𝐿2 projectors and the trace
inequality applied to the time-like and space-like facet terms.

As pointed out in Section 6.3.4, property (6.12) and the scaling argument in Remark 6.2
imply that property (6.14) is satisfied as well.
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6.3.5 The method

The proposed space–time VEM reads as follows:

Find 𝑢ℎ ∈ 𝑌ℎ such that 𝑏ℎ (𝑢ℎ, 𝑣ℎ) = ( 𝑓 ,Π0,𝑄𝑇
𝑝−1 𝑣ℎ)𝐿2 (𝑄𝑇 ) ∀𝑣ℎ ∈ 𝑌ℎ. (6.24)

The projector Π0,𝑄𝑇
𝑝−1 makes the right-hand side computable and is 𝐿2 stable, which is used in the

proof of the well-posedness of (6.24) in Theorem 6.17 below.
Under assumption (G1), the method can be solved in a time-marching fashion by solving the

counterpart of (6.24) restricted to the time-slab 𝐼𝑛, for 𝑛 = 1, . . . , 𝑁 − 1, and then transmitting
the information to the subsequent time-slab 𝐼𝑛+1 through upwinding.

Remark 6.14 (Nonhomogenous data). The case of nonhomogeneous initial or Dirichlet bound-
ary conditions can be dealt with by a standard lifting argument and a suitable modification of
the right-hand side of (6.24), see Section 7.5 below.

6.4 Well-posedness of the virtual element method

In this section, we prove well-posedness of the method in (6.24). To this aim, we endow
the trial space with a suitable norm, which is defined by means of a VE Newton potential,
see Section 6.4.1. In Section 6.4.2, we prove a discrete inf-sup condition. This proof extends
that of [93, Thm. 2.1] to our setting, where multiple variational crimes have to be taken into
account.

Before that, we prove a global Poincaré-type inequality for functions in the space 𝑌ℎ.

Proposition 6.15. Let assumptions (G1)–(G3) be valid. Then, there exists a positive constant𝐶𝑃
independent of the mesh size ℎ such that

∥𝑣ℎ∥𝐿2 (𝑄𝑇 ) ≤ 𝐶𝑃 ∥𝑣ℎ∥𝑌 (Tℎ) ∀𝑣ℎ ∈ 𝑌ℎ. (6.25)

Proof. It suffices to prove the counterpart of (6.25) over each time slab 𝐼𝑛. We define the scalar
jump ⟦𝑣ℎ⟧ as ⟦𝑣ℎ⟧𝐹 · n⃗𝐹 . 2

We start from the spatial Poincaré inequality in [11, Eqn. (1.3) for 𝑑 ≥ 2 and Sect. 8 for 𝑑 = 1]
with constant 𝑐𝑃𝐵 and integrate it in time over the time slab 𝐼𝑛:

∥𝑣ℎ∥2
𝐿2 (Ω×𝐼𝑛) ≤ 𝑐𝑃𝐵

(︂ ∑︂
𝐾∈Tℎ ,𝐾⊂Ω×𝐼𝑛

∥∇x𝑣ℎ∥2
𝐿2 (𝐾)𝑑 +

∑︂
𝐹x∈F x

ℎ

ℎ−1
𝐹x

∫
𝐼𝑛

(︂ ∫
𝐹x

⟦𝑣ℎ⟧d𝑆
)︂2

dt
)︂
.

For 𝑑 = 1, the integral over the point 𝐹x is the evaluation at 𝐹x.
To conclude, we have to estimate the second term on the right-hand side. To this aim, we

prove estimates on each time-like facet and then collect them together. For simplicity, we further
assume that 𝐹 = 𝐹x × 𝐼𝑛 is an internal (time-like) facet shared by two elements 𝐾1 = 𝐾x,1 × 𝐼𝑛
and 𝐾2 = 𝐾x,2 × 𝐼𝑛. The case of a boundary time-like facet can be dealt with similarly. Recall
from the nonconformity of the space 𝑌ℎ in (6.8), that Π0,𝐹

𝑝 ⟦𝑣ℎ⟧ = 0.

2We have that ⟦·⟧ is a scalar function whereas ⟦·⟧𝐹 defined in (6.7) is a vector field.
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Using Jensen’s inequality, we write

ℎ−1
𝐹x

∫
𝐼𝑛

(︂ ∫
𝐹x

⟦𝑣ℎ⟧d𝑆
)︂2

dt ≤
∫
𝐼𝑛

∫
𝐹x

⟦𝑣ℎ⟧2d𝑆 dt =
∥︁∥︁⟦𝑣ℎ⟧ − Π0,𝐹

𝑝 ⟦𝑣ℎ⟧
∥︁∥︁2
𝐿2 (𝐹) .

Denote the 𝐿2 projection onto P𝑝 (𝐼𝑛) of the restriction of 𝑣ℎ to 𝐾 𝑗 by 𝑞𝑡, 𝑗𝑝 , 𝑗 = 1, 2. Let 𝑞𝑡𝑝 be
defined on 𝐾1 ∪𝐾2 piecewise as 𝑞𝑡𝑝 |𝐾𝑗

= 𝑞
𝑡, 𝑗
𝑝 , 𝑗 = 1, 2. A standard trace inequality in space with

constant 𝑐𝑡𝑟 , and the local Poincaré inequality (6.11) give

ℎ−1
𝐹x

∫
𝐼𝑛

(︂ ∫
𝐹x

⟦𝑣ℎ⟧d𝑆
)︂2

dt ≤ 𝑐𝑡𝑟
(︂
ℎ−1
𝐾1,x

∥︁∥︁𝑣ℎ − 𝑞𝑡𝑝∥︁∥︁2
𝐿2 (𝐾1)

+ ℎ𝐾1,x

∥︁∥︁∇x(𝑣ℎ − 𝑞𝑡𝑝)
∥︁∥︁2
𝐿2 (𝐾1)𝑑

+ℎ−1
𝐾2,x

∥︁∥︁𝑣ℎ − 𝑞𝑡𝑝∥︁∥︁2
𝐿2 (𝐾2)

+ ℎ𝐾2,x

∥︁∥︁∇x(𝑣ℎ − 𝑞𝑡𝑝)
∥︁∥︁2
𝐿2 (𝐾2)𝑑

)︂
≤ 2𝑐𝑡𝑟 (max

𝐾∈Tℎ
𝐶𝐾𝑃 )2

(︂
ℎ𝐾1,x

∥︁∥︁∇x(𝑣ℎ − 𝑞𝑡𝑝)
∥︁∥︁2
𝐿2 (𝐾1)𝑑

+ ℎ𝐾2,x

∥︁∥︁∇x(𝑣ℎ − 𝑞𝑡𝑝)
∥︁∥︁2
𝐿2 (𝐾2)𝑑

)︂
≤ 2𝑐𝑡𝑟 (max

𝐾∈Tℎ
𝐶𝐾𝑃 )2 max(ℎ𝐾1,x , ℎ𝐾2,x)

2∑︂
𝑗=1

∥∇x𝑣ℎ∥2
𝐿2 (𝐾 𝑗 )𝑑 .

Summing over all the time-like facets of the 𝑛-th time slab and recalling that the number of
(𝑑 − 1)-dimensional facets of each 𝐾x is uniformly bounded with respect to the meshsize, see
assumption (G3), we get the assertion.

6.4.1 A virtual element Newton potential

We define a VE Newton potential 𝔑ℎ : S𝑝 (Tℎ) → 𝑌ℎ as follows: for any 𝜙ℎ in S𝑝 (Tℎ), 𝔑ℎ𝜙ℎ
in 𝑌ℎ solves

𝑎ℎ (𝔑ℎ𝜙ℎ, 𝑣ℎ) = 𝑏ℎ (𝜙ℎ, 𝑣ℎ) − 𝑎ℎ (𝜙ℎ, 𝑣ℎ)

= 𝑐𝐻

[︂
(𝜕𝑡𝜙ℎ, 𝑣ℎ)𝐿2 (𝑄𝑇 ) +

(︂
𝜙
(1)
ℎ

(·, 0), 𝑣 (1)
ℎ

(·, 0)
)︂
𝐿2 (Ω)

+
𝑁∑︂
𝑛=2

(︂
𝜙
(𝑛)
ℎ

(·, 𝑡𝑛−1) − 𝜙(𝑛−1)
ℎ

(·, 𝑡𝑛−1), 𝑣 (𝑛)ℎ (·, 𝑡𝑛−1)
)︂
𝐿2 (Ω)

]︂
∀𝑣ℎ ∈ 𝑌ℎ.

(6.26)

Thanks to the stability bounds (6.17), the bilinear form 𝑎ℎ (·, ·) is continuous and coercive, and
the continuity in the 𝑌 (Tℎ) norm of the functional on the right-hand side of (6.26) follows from
Proposition 6.15. Therefore, the VE Newton potential is well defined.

We introduce the following norm on the sum space 𝑋 + 𝑌ℎ: for all 𝑣 in 𝑋 + 𝑌ℎ,

∥𝑣∥2
𝑋 (Tℎ) := ∥𝑣∥2

𝑌 (Tℎ) +
∥︁∥︁𝔑ℎ (Π★𝑝𝑣)

∥︁∥︁2
𝑌 (Tℎ)

+ 𝑐𝐻
2

(︂ ∥︁∥︁∥︁Π★𝑝𝑣 (1) (·, 0)∥︁∥︁∥︁2

𝐿2 (Ω)

+
𝑁∑︂
𝑛=2

∥︁∥︁∥︁Π★𝑝𝑣 (𝑛) (·, 𝑡𝑛−1) − Π★𝑝𝑣
(𝑛−1) (·, 𝑡𝑛−1)

∥︁∥︁∥︁2

𝐿2 (Ω)
+

∥︁∥︁∥︁Π★𝑝𝑣 (𝑁) (·, 𝑇)∥︁∥︁∥︁2

𝐿2 (Ω)

)︂
.

(6.27)

Recalling the embedding 𝑋 ↩→ C0(0, 𝑇 ; 𝐿2(Ω)) in (6.9), we have thatΠ★𝑝 in (6.4) is well-defined
for functions in 𝑋 . In Chapter 7, we shall present the convergence analysis of the method with
respect to the ∥·∥𝑋 (Tℎ) norm.
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6.4.2 A discrete inf-sup condition and well-posedness of the method

In this section, we prove a discrete inf-sup condition in the spaces (𝑌ℎ, ∥·∥𝑋 (Tℎ)) for the trial
functions and (𝑌ℎ, ∥·∥𝑌 (Tℎ)) for the test functions.

Proposition 6.16. There exists a positive constant 𝛾𝐼 independent of Tℎ such that

sup
0≠𝑣ℎ∈𝑌ℎ

𝑏ℎ (𝑢ℎ, 𝑣ℎ)
∥𝑣ℎ∥𝑌 (Tℎ)

≥ 𝛾𝐼 ∥𝑢ℎ∥𝑋 (Tℎ) ∀𝑢ℎ ∈ 𝑌ℎ. (6.28)

Proof. For any 𝑢ℎ ∈ 𝑌ℎ, define 𝑤ℎ := 𝔑ℎ (Π★𝑝𝑢ℎ) ∈ 𝑌ℎ. It suffices to prove that

𝑏ℎ (𝑢ℎ, 𝑢ℎ + 𝛿𝑤ℎ)
∥𝑢ℎ + 𝛿𝑤ℎ∥𝑌 (Tℎ)

≥ 𝛾𝐼 ∥𝑢ℎ∥𝑋 (Tℎ) ,

for a suitable real parameter 𝛿 > 0, which will be fixed below.

The triangle inequality and the definition of the norm ∥·∥𝑋 (Tℎ) in (6.27) imply

∥𝑢ℎ + 𝛿𝑤ℎ∥2
𝑌 (Tℎ) ≤ 2

(︂
∥𝑢ℎ∥2

𝑌 (Tℎ)+𝛿
2 ∥𝑤ℎ∥2

𝑌 (Tℎ)

)︂
≤ 2 max(1, 𝛿2) ∥𝑢ℎ∥2

𝑋 (Tℎ) ,

whence we deduce

∥𝑢ℎ + 𝛿𝑤ℎ∥𝑌 (Tℎ) ≤
√

2 max(1, 𝛿) ∥𝑢ℎ∥𝑋 (Tℎ) . (6.29)

Next, recalling (6.22) and (6.21), we write

𝑏ℎ (𝑢ℎ, 𝑢ℎ) =
∑︂
𝐾∈Tℎ

(︂
𝑐𝐻 (𝜕𝑡Π★𝑝𝑢ℎ, 𝑢ℎ)𝐿2 (𝐾) + 𝑎𝐾ℎ (𝑢ℎ, 𝑢ℎ)

)︂
+ 𝑐𝐻

∥︁∥︁∥︁Π★𝑝𝑢(1)ℎ (·, 0)
∥︁∥︁∥︁2

𝐿2 (Ω)

+ 𝑐𝐻
𝑁∑︂
𝑛=2

(︂
Π★𝑝𝑢

(𝑛)
ℎ

(·, 𝑡𝑛−1) − Π★𝑝𝑢
(𝑛−1)
ℎ

(·, 𝑡𝑛−1), 𝑢(𝑛)ℎ (·, 𝑡𝑛−1)
)︂
𝐿2 (Ω)

.

(6.30)

For 𝐾 = 𝐾x × 𝐼𝑛, we have

(𝜕𝑡Π★𝑝𝑢ℎ, 𝑢ℎ)𝐿2 (𝐾)
(6.4a)
= (𝜕𝑡Π★𝑝𝑢ℎ,Π★𝑝𝑢ℎ)𝐿2 (𝐾)

=
1
2

(︃∥︁∥︁∥︁Π★𝑝𝑢(𝑛)ℎ (·, 𝑡𝑛)
∥︁∥︁∥︁2

𝐿2 (𝐾x)
−

∥︁∥︁∥︁Π★𝑝𝑢(𝑛)ℎ (·, 𝑡𝑛−1)
∥︁∥︁∥︁2

𝐿2 (𝐾x)

)︃
.
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By (6.4b), we have 𝑢(𝑛)
ℎ

(·, 𝑡𝑛−1) = Π★𝑝𝑢
(𝑛)
ℎ

(·, 𝑡𝑛−1). Simple calculations give∑︂
𝐾∈Tℎ

(𝜕𝑡Π★𝑝𝑢ℎ, 𝑢ℎ)𝐿2 (𝐾) +
∥︁∥︁∥︁Π★𝑝𝑢(1)ℎ (·, 0)

∥︁∥︁∥︁2

𝐿2 (Ω)

+
𝑁∑︂
𝑛=2

(︂
Π★𝑝𝑢

(𝑛)
ℎ

(·, 𝑡𝑛−1) − Π★𝑝𝑢
(𝑛−1)
ℎ

(·, 𝑡𝑛−1), 𝑢(𝑛)ℎ (·, 𝑡𝑛−1)
)︂
𝐿2 (Ω)

=

𝑁∑︂
𝑛=1

(︃
1
2

∥︁∥︁∥︁Π★𝑝𝑢(𝑛)ℎ (·, 𝑡𝑛)
∥︁∥︁∥︁2

𝐿2 (Ω)
− 1

2

∥︁∥︁∥︁Π★𝑝𝑢(𝑛)ℎ (·, 𝑡𝑛−1)
∥︁∥︁∥︁2

𝐿2 (Ω)

)︃
+

∥︁∥︁∥︁Π★𝑝𝑢(1)ℎ (·, 0)
∥︁∥︁∥︁2

𝐿2 (Ω)

+
𝑁∑︂
𝑛=2

(︃∥︁∥︁∥︁Π★𝑝𝑢(𝑛)ℎ (·, 𝑡𝑛−1)
∥︁∥︁∥︁2

𝐿2 (Ω)
−

(︂
Π★𝑝𝑢

(𝑛−1)
ℎ

(·, 𝑡𝑛−1),Π★𝑝𝑢
(𝑛)
ℎ

(·, 𝑡𝑛−1)
)︂
𝐿2 (Ω)

)︃
=

1
2

∥︁∥︁∥︁Π★𝑝𝑢(1)ℎ (·, 0)
∥︁∥︁∥︁2

𝐿2 (Ω)
+

𝑁∑︂
𝑛=2

1
2

∥︁∥︁∥︁Π★𝑝𝑢(𝑛)ℎ (·, 𝑡𝑛−1) − Π★𝑝𝑢
(𝑛−1)
ℎ

(·, 𝑡𝑛−1)
∥︁∥︁∥︁2

𝐿2 (Ω)

+ 1
2

∥︁∥︁∥︁Π★𝑝𝑢(𝑁)ℎ
(·, 𝑇)

∥︁∥︁∥︁2

𝐿2 (Ω)
.

Therefore, from (6.30) and (6.17), we get

𝑏ℎ (𝑢ℎ, 𝑢ℎ) ≥𝛼∗ ∥𝑢ℎ∥2
𝑌 (Tℎ) +

𝑐𝐻

2

(︂ ∥︁∥︁∥︁Π★𝑝𝑢(1)ℎ (·, 0)
∥︁∥︁∥︁2

𝐿2 (Ω)

+
𝑁∑︂
𝑛=2

∥︁∥︁∥︁Π★𝑝𝑢(𝑛)ℎ (·, 𝑡𝑛−1) − Π★𝑝𝑢
(𝑛−1)
ℎ

(·, 𝑡𝑛−1)
∥︁∥︁∥︁2

𝐿2 (Ω)
+

∥︁∥︁∥︁Π★𝑝𝑢(𝑁)ℎ
(·, 𝑇)

∥︁∥︁∥︁2

𝐿2 (Ω)

)︂
.

(6.31)

Moreover, the definition of 𝑏ℎ (·, ·) in (6.21) and (6.22), and the definition of the VE Newton
potential in (6.26) imply

𝑏ℎ (𝑢ℎ, 𝛿𝑤ℎ) = 𝛿 (𝑎ℎ (𝑤ℎ, 𝑤ℎ) + 𝑎ℎ (𝑢ℎ, 𝑤ℎ)) . (6.32)

Since (6.17) gives 𝑎ℎ (𝑤ℎ, 𝑤ℎ) ≥ 𝛼∗ ∥𝑤ℎ∥2
𝑌 (Tℎ) , then Young’s inequality entails, for all positive Y,

𝑎ℎ (𝑢ℎ, 𝑤ℎ) ≥ − (𝑎ℎ (𝑢ℎ, 𝑢ℎ))
1
2 (𝑎ℎ (𝑤ℎ, 𝑤ℎ))

1
2 ≥ −𝛼∗ ∥𝑢ℎ∥𝑌 (Tℎ) ∥𝑤ℎ∥𝑌 (Tℎ)

≥ −𝛼
∗

2Y
∥𝑢ℎ∥2

𝑌 (Tℎ) −
𝛼∗Y

2
∥𝑤ℎ∥2

𝑌 (Tℎ) .

Inserting the two above inequalities into (6.32) yields

𝑏ℎ (𝑢ℎ, 𝛿𝑤ℎ) ≥ 𝛿
(︃
𝛼∗ −

𝛼∗Y

2

)︃
∥𝑤ℎ∥2

𝑌 (Tℎ) −
𝛼∗𝛿

2Y
∥𝑢ℎ∥2

𝑌 (Tℎ) . (6.33)

As a final step, we sum (6.31) and (6.33):

𝑏ℎ (𝑢ℎ, 𝑢ℎ + 𝛿𝑤ℎ) ≥
(︃
𝛼∗ −

𝛼∗𝛿

2Y

)︃
∥𝑢ℎ∥2

𝑌 (Tℎ) + 𝛿
(︃
𝛼∗ −

𝛼∗Y

2

)︃
∥𝑤ℎ∥2

𝑌 (Tℎ) +
𝑐𝐻

2

(︂ ∥︁∥︁∥︁Π★𝑝𝑢(1)ℎ (·, 0)
∥︁∥︁∥︁2

𝐿2 (Ω)

+
𝑁∑︂
𝑛=2

∥︁∥︁∥︁Π★𝑝𝑢(𝑛)ℎ (·, 𝑡𝑛−1) − Π★𝑝𝑢
(𝑛−1)
ℎ

(·, 𝑡𝑛−1)
∥︁∥︁∥︁2

𝐿2 (Ω)
+

∥︁∥︁∥︁Π★𝑝𝑢(𝑁)ℎ
(·, 𝑇)

∥︁∥︁∥︁2

𝐿2 (Ω)

)︂
.
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Taking 0 < Y < (2𝛼∗)/𝛼∗ and 0 < 𝛿 < (2Y𝛼∗)/𝛼∗, defining

𝛽 := min
(︃
𝛼∗ −

𝛼∗𝛿

2Y
, 𝛿

(︃
𝛼∗ −

𝛼∗Y

2

)︃)︃
> 0,

and recalling (6.27) and (6.29), we can write

𝑏ℎ (𝑢ℎ, 𝑢ℎ + 𝛿𝑤ℎ) ≥ 𝛽

(︂
∥𝑢ℎ∥2

𝑌 (Tℎ) + ∥𝑤ℎ∥2
𝑌 (Tℎ)

)︂
+ 𝑐𝐻

2

(︂ ∥︁∥︁∥︁Π★𝑝𝑢(1)ℎ (·, 0)
∥︁∥︁∥︁2

𝐿2 (Ω)

+
𝑁∑︂
𝑛=2

∥︁∥︁∥︁Π★𝑝𝑢(𝑛)ℎ (·, 𝑡𝑛−1) − Π★𝑝𝑢
(𝑛−1)
ℎ

(·, 𝑡𝑛−1)
∥︁∥︁∥︁2

𝐿2 (Ω)
+

∥︁∥︁∥︁Π★𝑝𝑢(𝑁)ℎ
(·, 𝑇)

∥︁∥︁∥︁2

𝐿2 (Ω)

)︂
≥ min (1, 𝛽) ∥𝑢ℎ∥2

𝑋 (Tℎ) ≥
min (1, 𝛽)

√
2 max(1, 𝛿)

∥𝑢ℎ∥𝑋 (Tℎ) ∥𝑢ℎ + 𝛿𝑤ℎ∥𝑌 (Tℎ) .

The assertion follows with 𝛾𝐼 := min (1, 𝛽) /(
√

2 max(1, 𝛿)).

We are in a position to prove the well-posedness of the method in (6.24).

Theorem 6.17 (Well-posedness of the space–time VEM). There exists a unique solution 𝑢ℎ to
the method in (6.24) with the following continuous dependence on the data:

∥𝑢ℎ∥𝑋 (Tℎ) ≤ 𝛾
−1
𝐼 𝐶𝑃_

−1 ∥ 𝑓 ∥𝐿2 (𝑄𝑇 ) ,

where 𝛾𝐼 is the discrete inf-sup constant in (6.28), 𝐶𝑃 is the Poincaré-type inequality constant
in (6.25) and _ is the thermal conductivity.

Proof. The discrete inf-sup condition (6.28) implies uniqueness of the solution. The existence
follows from the uniqueness, owing to the finite dimensionality of𝑌ℎ. As for the stability bound,
we apply again the inf-sup condition (6.28) and recall the definition (6.24) of the method:

∥𝑢ℎ∥𝑋 (Tℎ) ≤
1
𝛾𝐼

sup
0≠𝑣ℎ∈𝑌ℎ

𝑏ℎ (𝑢ℎ, 𝑣ℎ)
∥𝑣ℎ∥𝑌 (Tℎ)

=
1
𝛾𝐼

sup
0≠𝑣ℎ∈𝑌ℎ

( 𝑓 ,Π0,𝑄𝑇
𝑝−1 𝑣ℎ)𝐿2 (𝑄𝑇 )

∥𝑣ℎ∥𝑌 (Tℎ)
.

The Cauchy-Schwarz inequality, the 𝐿2 stability of Π0,𝑄𝑇
𝑝−1 , and the global Poincaré-type inequal-

ity (6.25) give the assertion.
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Error analysis
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7.1 Introduction

In this chapter, we analyze the convergence of the virtual element method in (6.24). More
precisely, we present an a priori error estimate and prove quasi-optimal convergence rates in
the 𝑋 (Tℎ)-norm in (6.27) for the ℎ-version of the method. We first use the discrete inf-sup
estimate (6.28) to obtain a Strang-type bound for the error of the method in the 𝑋 (Tℎ)-norm,
which is the sum of four terms: i) a VE interpolation error; ii) a term related to the discretization
of the right-hand side 𝑓 ; iii) a term measuring the spatial nonconformity of the discrete space; iv)
a term involving polynomial error estimates, which arise from the nonconformity in time and the
polynomial inconsistency of the discrete bilinear form. Optimal ℎ-convergence for sufficiently
smooth solutions is then proven in Theorem 7.4 by simply estimating each term.

The numerical experiments in Section 7.5 illustrate some additional properties of the pro-
posed method:

• The method converges with optimal rates of orderO(ℎ𝑝+1) in a discrete𝐻1(0, 𝑇 ;𝐻−1(Ω))-
type norm.

• Although the method is not based on tensor-product polynomial spaces, optimal rates of
convergence of order O(ℎ𝑝+1) are observed for the error in the 𝐿2(𝑄𝑇 )-norm. When
non tensor-product polynomial spaces are used for the interior penalty DG formulation
in [14], only suboptimal rates of order O(ℎ𝑝+ 1

2 ) are obtained in the 𝐿2(𝑄𝑇 )-norm, see [14,
Thm. 5.11].
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• The method shows the highest convergence rates that can be expected for singular solutions
according to their regularity.

• The ^2-condition number of the stiffness matrix growths as O(ℎ−1) for all 𝑝 ∈ N.

• Exponential convergence is obtained for the 𝑝-version of the method for smooth solutions.

Structure of the chapter: We start by introducing some technical tools in Section 7.2, which
are typical of the nonconforming framework. Then, in Sections 7.3 and 7.4, we develop an a
priori error analysis in two steps: first, we prove a Strang-type bound; next, we derive optimal
convergence rates, by using interpolation and polynomial approximation results, assuming suffi-
cient regularity on the solution. We conclude with some numerical experiments in Section 7.5.

7.2 Technical results

Introduce the bilinear form Nℎ : 𝐿2 (︁0, 𝑇 ;𝐻 3
2+Y (Ω)

)︁
× 𝑌ℎ → R given by

Nℎ (𝑢, 𝑣ℎ) := _
𝑁∑︂
𝑛=1

∫
𝐼𝑛

∑︂
𝐹x∈F x

ℎ

∫
𝐹x

∇x𝑢 · ⟦𝑣ℎ⟧𝐹 d𝑆 dt. (7.1)

This bilinear form encodes information on the nonconformity of the space 𝑌ℎ across time-like
facets.

On 𝐾 = 𝐼𝑛 × 𝐾x, define the local bilinear form

𝑏𝐾 (𝑤, 𝑣) :=
∫
𝐼𝑛

∫
𝐾x

(𝑐𝐻𝜕𝑡𝑤𝑣 + _∇x𝑤 · ∇x𝑣) dx dt.

Lemma 7.1 (Nonconformity in space of 𝑌ℎ). Assume that the solution 𝑢 to the continuous
problem (1.5) belongs to 𝐿2(0, 𝑇 ;𝐻 3

2+Y (Ω)). Then, for all 𝑣ℎ in 𝑌ℎ,∑︂
𝐾∈Tℎ

𝑏𝐾 (𝑢, 𝑣ℎ) = ( 𝑓 , 𝑣ℎ)𝐿2 (𝑄𝑇 ) + Nℎ (𝑢, 𝑣ℎ). (7.2)

Proof. Integrating by parts in space and recalling the definition of Nℎ in (7.1), we can write∑︂
𝐾∈Tℎ

𝑏𝐾 (𝑢, 𝑣ℎ) =
∑︂
𝐾∈Tℎ

∫
𝐼𝑛

(︂ ∫
𝐾x

(𝑐𝐻𝜕𝑡𝑢 − _Δx𝑢)𝑣ℎdx + _
∑︂

𝐹x∈F 𝐾x

∫
𝐹x

𝑣ℎ (n⃗𝐹x · ∇x𝑢)d𝑆
)︂
dt

= ( 𝑓 , 𝑣ℎ)𝐿2 (𝑄𝑇 ) + Nℎ (𝑢, 𝑣ℎ).

We introduce another preliminary result, which characterizes the polynomial inconsistency
of the method in (6.24). To this aim, we define the bilinear form J𝐾 : 𝐻1(Tℎ) × 𝑌ℎ → R given
on each 𝐾 = 𝐾x × 𝐼𝑛 in Tℎ as follows: for all 𝑤 in 𝐻1(Tℎ), 𝑣ℎ in 𝑌ℎ,

J𝐾 (𝑤, 𝑣ℎ) :=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝑐𝐻

(︂
Π★𝑝𝑤

(1) (·, 0), 𝑣 (1)
ℎ

(·, 0)
)︂
𝐿2 (𝐾x)

if 𝑛 = 1;

𝑐𝐻

(︂
Π★𝑝𝑤

(𝑛) (·, 𝑡𝑛−1) − Π★𝑝𝑤
(𝑛−1) (·, 𝑡𝑛−1), 𝑣 (𝑛)ℎ (·, 𝑡𝑛−1)

)︂
𝐿2 (𝐾x)

if 2 ≤ 𝑛 ≤ 𝑁.

(7.3)

This bilinear form encodes the polynomial inconsistency of the method at space-like facets, as
stated in the following lemma.
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Lemma 7.2 (Polynomial inconsistency of 𝑏ℎ (·, ·)). The local bilinear forms 𝑏𝐾
ℎ
(·, ·) satisfy

𝑏𝐾ℎ (𝑞𝑝, 𝑣ℎ) = 𝑏
𝐾 (𝑞𝑝, 𝑣ℎ) + J𝐾 (𝑞𝑝, 𝑣ℎ) ∀𝑞𝑝 ∈ S𝑝 (Tℎ), ∀𝑣ℎ ∈ 𝑉ℎ (𝐾), ∀𝐾 ∈ Tℎ. (7.4)

Proof. Thanks to the definition of the bilinear form 𝑎𝐾 (·, ·), the orthogonality properties of the
projector ΠN

𝑝 , and the fact that the projectors Π★𝑝 and ΠN
𝑝 preserve polynomials of degree 𝑝, we

have

𝑏𝐾ℎ (𝑞𝑝, 𝑣ℎ) = 𝑐𝐻 (𝜕𝑡Π
★
𝑝𝑞𝑝, 𝑣ℎ)𝐿2 (𝐾) + 𝑎𝐾 (ΠN

𝑝 𝑞𝑝,Π
N
𝑝 𝑣ℎ)

+ _𝑆𝐾 ((𝐼−ΠN
𝑝 )𝑞𝑝, (𝐼−ΠN

𝑝 )𝑣ℎ) + J𝐾 (Π★𝑝𝑞𝑝, 𝑣ℎ)
= 𝑐𝐻 (𝜕𝑡Π★𝑝𝑞𝑝, 𝑣ℎ)𝐿2 (𝐾) + 𝑎𝐾 (𝑞𝑝,ΠN

𝑝 𝑣ℎ) + J𝐾 (𝑞𝑝, 𝑣ℎ)
= 𝑐𝐻 (𝜕𝑡𝑞𝑝, 𝑣ℎ)𝐿2 (𝐾) + 𝑎𝐾 (𝑞𝑝, 𝑣ℎ) + J𝐾 (𝑞𝑝, 𝑣ℎ) = 𝑏𝐾 (𝑞𝑝, 𝑣ℎ) + J𝐾 (𝑞𝑝, 𝑣ℎ).

7.3 A Strang-type result

We prove an a priori bound for the error of the method (6.24) in the 𝑋 (Tℎ)-norm.

Theorem 7.3. Let 𝑢 and 𝑢ℎ be the solutions to (1.5) (with homogeneous initial and boundary
conditions) and (6.24), respectively. Assume that 𝑢 belongs to 𝐿2(0, 𝑇, 𝐻 3

2+Y (Ω)) for some Y > 0.
Denoting by 𝑢𝐼 ∈ 𝑌ℎ the DoF interpolant of 𝑢 in 𝑌ℎ, and 𝛾𝐼 be the discrete inf-sup constant
appearing in (6.28). Then, we have

∥𝑢 − 𝑢ℎ∥𝑋 (Tℎ) ≤ ∥𝑢 − 𝑢𝐼 ∥𝑌 (Tℎ) + 𝛾
−1
𝐼 sup

0≠𝑣ℎ∈𝑌ℎ

[︄
| ( 𝑓 − Π

0,𝑄𝑇
𝑝−1 𝑓 , 𝑣ℎ)𝐿2 (𝑄𝑇 ) |
∥𝑣ℎ∥𝑌 (Tℎ)

+ |Nℎ (𝑢, 𝑣ℎ) |
∥𝑣ℎ∥𝑌 (Tℎ)

+ inf
𝑞𝑝∈S𝑝 (Tℎ)

∑︁
𝐾∈Tℎ

(︁
𝑏𝐾
ℎ
(𝑢 − 𝑞𝑝, 𝑣ℎ) − 𝑏𝐾 (𝑢 − 𝑞𝑝, 𝑣ℎ) + J𝐾 (𝑞𝑝, 𝑣ℎ)

)︁
∥𝑣ℎ∥𝑌 (Tℎ)

]︄
.

(7.5)

Proof. By the triangle inequality, we have

∥𝑢 − 𝑢ℎ∥𝑋 (Tℎ) ≤ ∥𝑢 − 𝑢𝐼 ∥𝑋 (Tℎ) + ∥𝑢𝐼 − 𝑢ℎ∥𝑋 (Tℎ) =: 𝑇1 + 𝑇2.

Since Π★𝑝 is computable from the DoFs, we have that Π★𝑝 (𝑢 − 𝑢𝐼) = 0 in each element. Taking
into account (6.27), this yields

𝑇2
1 = ∥𝑢 − 𝑢𝐼 ∥2

𝑌 (Tℎ) +
∥︁∥︁∥︁𝔑ℎ

(︂
Π★𝑝 (𝑢 − 𝑢𝐼)

)︂∥︁∥︁∥︁2

𝑌 (Tℎ)
+ 𝑐𝐻

2

(︂ ∥︁∥︁Π★𝑝 (𝑢 − 𝑢𝐼) (·, 0)∥︁∥︁2
𝐿2 (Ω)

+
𝑁∑︂
𝑛=2

∥︁∥︁∥︁Π★𝑝 (𝑢 − 𝑢(𝑛)𝐼 ) (·, 𝑡𝑛−1) − Π★𝑝 (𝑢 − 𝑢
(𝑛−1)
𝐼

) (·, 𝑡𝑛−1)
∥︁∥︁∥︁2

𝐿2 (Ω)
+

∥︁∥︁Π★𝑝 (𝑢 − 𝑢𝐼) (·, 𝑇)∥︁∥︁2
𝐿2 (Ω)

)︂
= ∥𝑢 − 𝑢𝐼 ∥2

𝑌 (Tℎ) .

The rest of the proof is devoted to estimating the term 𝑇2. The definition of 𝑢𝐼 implies

𝑏ℎ (𝑢𝐼 , 𝑣ℎ) = 𝑏ℎ (𝑢, 𝑣ℎ) ∀𝑣ℎ ∈ 𝑌ℎ.
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Using this property and the discrete inf-sup condition (6.28), we get

∥𝑢𝐼 − 𝑢ℎ∥𝑋 (Tℎ) ≤ 𝛾
−1
𝐼 sup

0≠𝑣ℎ∈𝑌ℎ

𝑏ℎ (𝑢𝐼 − 𝑢ℎ, 𝑣ℎ)
∥𝑣ℎ∥𝑌 (Tℎ)

= 𝛾−1
𝐼 sup

0≠𝑣ℎ∈𝑌ℎ

𝑏ℎ (𝑢 − 𝑢ℎ, 𝑣ℎ)
∥𝑣ℎ∥𝑌 (Tℎ)

.

We recall (6.24), add and subtract any 𝑞𝑝 in S𝑝 (Tℎ), use the inconsistency property (7.4), add
and subtract 𝑢, recall the property of the nonconformity bilinear form Nℎ (·, ·) in (7.2), and
deduce

𝑏ℎ (𝑢 − 𝑢ℎ, 𝑣ℎ) =
∑︂
𝐾∈Tℎ

𝑏𝐾ℎ (𝑢, 𝑣ℎ) − ( 𝑓 ,Π0,𝑄𝑇
𝑝−1 𝑣ℎ)𝐿2 (𝑄𝑇 )

=
∑︂
𝐾∈Tℎ

(︂
𝑏𝐾ℎ (𝑢 − 𝑞𝑝, 𝑣ℎ) + 𝑏

𝐾
ℎ (𝑞𝑝, 𝑣ℎ)

)︂
− ( 𝑓 ,Π0,𝑄𝑇

𝑝−1 𝑣ℎ)𝐿2 (𝑄𝑇 )

=
∑︂
𝐾∈Tℎ

(︂
𝑏𝐾ℎ (𝑢 − 𝑞𝑝, 𝑣ℎ) + 𝑏

𝐾 (𝑞𝑝, 𝑣ℎ) + J𝐾 (𝑞𝑝, 𝑣ℎ)
)︂
− ( 𝑓 ,Π0,𝑄𝑇

𝑝−1 𝑣ℎ)𝐿2 (𝑄𝑇 )

=
∑︂
𝐾∈Tℎ

(︂
𝑏𝐾ℎ (𝑢 − 𝑞𝑝, 𝑣ℎ) + 𝑏

𝐾 (𝑞𝑝 − 𝑢, 𝑣ℎ) + 𝑏𝐾 (𝑢, 𝑣ℎ) + J𝐾 (𝑞𝑝, 𝑣ℎ)
)︂
− ( 𝑓 ,Π0,𝑄𝑇

𝑝−1 𝑣ℎ)𝐿2 (𝑄𝑇 )

=
∑︂
𝐾∈Tℎ

(︂
𝑏𝐾ℎ (𝑢 − 𝑞𝑝, 𝑣ℎ) − 𝑏

𝐾 (𝑢 − 𝑞𝑝, 𝑣ℎ) + J𝐾 (𝑞𝑝, 𝑣ℎ)
)︂
+ ( 𝑓 − Π

0,𝑄𝑇
𝑝−1 𝑓 , 𝑣ℎ)𝐿2 (𝑄𝑇 ) + Nℎ (𝑢, 𝑣ℎ).

The assertion follows from taking the infimum over all 𝑞𝑝 in S𝑝 (Tℎ) and then the supremum
over all 𝑣ℎ in 𝑌ℎ.

7.4 A priori error estimate

The aim of this section is to prove optimal convergence rates for the method in (6.24). So far,
we have derived all estimates with explicit constants, so as to track the use of different type
of inequalities (Poincaré, trace, inverse estimates, . . . ). Furthermore, we kept separated the
contributions of ℎ𝐾x and ℎ𝐼𝑛 . In this section, we shall not keep this level of detail.

We prove error estimates under some regularity assumptions on the exact solution and focus
on the case of isotropic space–time meshes, i.e., assume that

ℎ𝐾x ≃ ℎ𝐼𝑛 ≃ ℎ𝐾 ∀𝐾 = 𝐾x × 𝐼𝑛 ∈ Tℎ. (7.6)

In Theorem 7.3, we proved that the error of the method in (6.24) is bounded by the sum of
four terms: i) a VE interpolation error; ii) a term involving the discretization of the right-
hand side 𝑓 ; iii) a term measuring the spatial nonconformity of the discrete space 𝑌ℎ; iv) a
term involving polynomial error estimates, which arise from the nonconformity in time and
the polynomial inconsistency of the discrete bilinear form. Based on that result, we prove the
following theorem.

Theorem 7.4. Let assumptions (G1)–(G4) be valid, and Tℎ be isotropic in the sense of (7.6).
Assume that 𝑢 ∈ 𝐻𝑝+1(Tℎ) and 𝑓 ∈ 𝐻𝑝 (Tℎ), where 𝑝 ≥ 1 denotes the degree of approximation
of the method in (6.24). Then,

∥𝑢 − 𝑢ℎ∥𝑋 (Tℎ) ≲ ℎ
𝑝 ( |𝑢 |𝐻 𝑝+1 (Tℎ) + | 𝑓 |𝐻 𝑝 (Tℎ)). (7.7)
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7.4. A priori error estimate

Proof. We estimate the four terms on the right-hand side of (7.5) separately. The assertion then
follows by combining the four bounds we provide below.
Part i) VE interpolation error. For any 𝑞𝑝 in S𝑝 (Tℎ), the triangle inequality implies

∥𝑢 − 𝑢𝐼 ∥𝑌 (Tℎ) ≤
|︁|︁𝑢 − 𝑞𝑝 |︁|︁𝑌 (Tℎ) + |︁|︁𝑞𝑝 − 𝑢𝐼 |︁|︁𝑌 (Tℎ) . (7.8)

We focus on the second term on the right-hand side. For any 𝐾 ∈ Tℎ, (𝑞𝑝 − 𝑢𝐼) |𝐾 belongs
to 𝑉ℎ (𝐾). Therefore, the stability bounds (6.16) entail|︁|︁𝑞𝑝 − 𝑢𝐼 |︁|︁2𝑌 (𝐾) ≲ 𝑎𝐾ℎ (𝑞𝑝 − 𝑢𝐼 , 𝑞𝑝 − 𝑢𝐼) ∀𝐾 ∈ Tℎ.

Since 𝑢𝐼 is the DoFs interpolant of 𝑢 and 𝑎ℎ (·, ·) is computed via the DoFs, the above inequality
also implies |︁|︁𝑞𝑝 − 𝑢𝐼 |︁|︁2𝑌 (Tℎ) ≲ 𝑎ℎ (𝑞𝑝 − 𝑢𝐼 , 𝑞𝑝 − 𝑢𝐼) = 𝑎ℎ (𝑞𝑝 − 𝑢, 𝑞𝑝 − 𝑢).
Furthermore, using the discrete continuity property (6.19), we arrive at|︁|︁𝑞𝑝 − 𝑢𝐼 |︁|︁2𝑌 (Tℎ) ≲ ∑︂

𝐾∈Tℎ

(︂
ℎ−2
𝐾

∥︁∥︁𝑢 − 𝑞𝑝∥︁∥︁2
𝐿2 (𝐾) +

|︁|︁𝑢 − 𝑞𝑝 |︁|︁2𝐻1 (𝐾)

)︂
.

Inserting this into (7.8) and using standard polynomial approximation results yield

∥𝑢 − 𝑢𝐼 ∥𝑌 (Tℎ) ≲ ℎ
𝑝 |𝑢 |𝐻 𝑝+1 (Tℎ) .

Part ii) Handling the variational crime on the right-hand side 𝑓 . Using the definition
of Π0,𝑄𝑇

𝑝−1 , standard polynomial approximation estimates, and the global discrete Poincaré in-
equality (6.25) entail

( 𝑓 − Π
0,𝑄𝑇
𝑝−1 𝑓 , 𝑣ℎ)𝐿2 (𝑄𝑇 ) ≤

∑︂
𝐾∈Tℎ

∥︁∥︁∥︁ 𝑓 − Π
0,𝐾
𝑝−1 𝑓

∥︁∥︁∥︁
𝐿2 (𝐾)

∥𝑣ℎ∥𝐿2 (𝐾) ≲ ℎ
𝑝 | 𝑓 |𝐻 𝑝 (Tℎ) ∥𝑣ℎ∥𝐿2 (𝑄𝑇 )

≲ ℎ𝑝 | 𝑓 |𝐻 𝑝 (Tℎ) ∥𝑣ℎ∥𝑌 (Tℎ) .

Part iii) Handling the variational crime of the time-like nonconformity. We estimate

sup
0≠𝑣ℎ∈𝑌ℎ

|Nℎ (𝑢, 𝑣ℎ) |
∥𝑣ℎ∥𝑌 (Tℎ)

= sup
0≠𝑣ℎ∈𝑌ℎ

|_∑︁
𝐹∈Fℎ

∫
𝐼𝑛

∫
𝐹x
∇x𝑢 · ⟦𝑣ℎ⟧𝐹d𝑆 dt|

∥𝑣ℎ∥𝑌 (Tℎ)
.

We present estimates on a single facet 𝐹 = 𝐹x × 𝐼𝑛. For the sake of simplicity, we assume that 𝐹
is an internal time-like facet shared by the elements 𝐾1 and 𝐾2. Using the definition of the
spatial nonconformity of the space 𝑌ℎ, see (6.8), and the properties of 𝐿2 projectors, for all 𝑞𝑡,1𝑝 ,
𝑞
𝑡,2
𝑝 in P𝑝 (𝐼𝑛), we write 1|︁|︁|︁|︁∫

𝐼𝑛

∫
𝐹x

∇x𝑢 · ⟦𝑣ℎ⟧𝐹d𝑆 dt
|︁|︁|︁|︁ = |︁|︁|︁|︁∫

𝐼𝑛

∫
𝐹x

∇x𝑢 · n⃗𝐹x⟦𝑣ℎ⟧d𝑆 dt
|︁|︁|︁|︁

=

|︁|︁|︁|︁∫
𝐼𝑛

∫
𝐹x

(︂
∇x𝑢 · n⃗𝐹x − Π0,𝐹

𝑝

(︁
∇x𝑢 · n⃗𝐹x

)︁ )︂
⟦𝑣ℎ⟧d𝑆 dt

|︁|︁|︁|︁
=

|︁|︁|︁|︁∫
𝐼𝑛

∫
𝐹x

(︂
∇x𝑢 · n⃗𝐹x − Π0,𝐹

𝑝

(︁
∇x𝑢 · n⃗𝐹x

)︁ )︂ (︂
(𝑣ℎ |𝐾2

− 𝑞𝑡,2𝑝 ) − (𝑣ℎ |𝐾1
− 𝑞𝑡,1𝑝 )

)︂
d𝑆 dt

|︁|︁|︁|︁ .
1Here we use the scalar normal jump ⟦·⟧ defined in the proof of Proposition 6.15.
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Next, use the Cauchy-Schwarz inequality, the triangle inequality, standard properties of the 𝐿2

projector, a trace inequality, the local quasi-uniformity of the space–time mesh, and arrive at|︁|︁|︁|︁∫
𝐼𝑛

∫
𝐹x

∇x𝑢 · ⟦𝑣ℎ⟧𝐹d𝑆 dt
|︁|︁|︁|︁

≤
∥︁∥︁∇x𝑢 · n⃗𝐹x − Π0,𝐹

𝑝

(︁
∇x𝑢 · n⃗𝐹x

)︁∥︁∥︁
𝐿2 (𝐹)

(︃∥︁∥︁∥︁𝑣ℎ |𝐾2
− 𝑞𝑡,2𝑝

∥︁∥︁∥︁
𝐿2 (𝐹)

+
∥︁∥︁∥︁𝑣ℎ |𝐾1

− 𝑞𝑡,1𝑝
∥︁∥︁∥︁
𝐿2 (𝐹)

)︃
≤

∥︁∥︁∥︁∇x

(︂
𝑢 − Π

0,𝐾1
𝑝+1 𝑢

)︂
· n⃗𝐹x

∥︁∥︁∥︁
𝐿2 (𝐹)

(︃∥︁∥︁∥︁𝑣ℎ |𝐾2
− 𝑞𝑡,2𝑝

∥︁∥︁∥︁
𝐿2 (𝐹)

+
∥︁∥︁∥︁𝑣ℎ |𝐾1

− 𝑞𝑡,1𝑝
∥︁∥︁∥︁
𝐿2 (𝐹)

)︃
≲

(︂
ℎ
− 1

2
𝐾1

|︁|︁|︁𝑢 − Π
0,𝐾1
𝑝+1 𝑢

|︁|︁|︁
𝑌 (𝐾1)

+ ℎ𝜖𝐾1

|︁|︁|︁𝑢 − Π
0,𝐾1
𝑝+1 𝑢

|︁|︁|︁
𝐻

3
2 +Y (𝐾1)

)︂
×

(︂ ∑︂
𝑗=1,2

(︂
ℎ
− 1

2
𝐾 𝑗

∥︁∥︁∥︁𝑣ℎ − 𝑞𝑡, 𝑗𝑝 ∥︁∥︁∥︁
𝐿2 (𝐾 𝑗 )

+ ℎ
1
2
𝐾 𝑗
|𝑣ℎ |𝑌 (𝐾 𝑗 )

)︂)︂
.

An application of (6.11) yields|︁|︁|︁|︁∫
𝐼𝑛

∫
𝐹x

∇x𝑢 · ⟦𝑣ℎ⟧𝐹d𝑆 dt
|︁|︁|︁|︁ ≲ (︃|︁|︁|︁𝑢 − Π

0,𝐾1
𝑝+1 𝑢

|︁|︁|︁
𝑌 (𝐾1)

+ ℎ𝜖+
1
2

𝐾1

|︁|︁|︁𝑢 − Π
0,𝐾1
𝑝+1 𝑢

|︁|︁|︁
𝐻

3
2 +Y (𝐾1)

)︃ ∑︂
𝑗=1,2

|𝑣ℎ |𝑌 (𝐾 𝑗 ) .

Summing up over all the elements and using approximation properties of the 𝐿2 projector, we
eventually get

sup
0≠𝑣ℎ∈𝑌ℎ

|Nℎ (𝑢, 𝑣ℎ) |
∥𝑣ℎ∥𝑌 (Tℎ)

≲ ℎ𝑝+1 |𝑢 |𝐻 𝑝+1 (Tℎ) .

Part iv.a) Polynomial approximation error of 𝑏𝐾 (·, ·) type. Let 𝑞𝑝 be in S𝑝 (Tℎ). Using the
Cauchy-Schwarz inequality twice and the definition of the bilinear form 𝑏𝐾 (·, ·) give

𝑏𝐾 (𝑢−𝑞𝑝, 𝑣ℎ) = 𝑐𝐻
(︁
𝜕𝑡 (𝑢−𝑞𝑝), 𝑣ℎ

)︁
𝐿2 (𝐾) + _

(︁
∇x(𝑢−𝑞𝑝),∇x𝑣ℎ

)︁
𝐿2 (𝐾)

≲
|︁|︁𝑢−𝑞𝑝 |︁|︁𝐻1 (𝐾) (∥𝑣ℎ∥𝐿2 (𝐾) + |𝑣ℎ |𝑌 (𝐾)).

Summing up over all the elements, using an ℓ2 Cauchy-Schwarz inequality, and recalling the
global Poincaré-type inequality (6.25), we can write∑︂

𝐾∈Tℎ
𝑏𝐾 (𝑢 − 𝑞𝑝, 𝑣ℎ) ≲

|︁|︁𝑢 − 𝑞𝑝 |︁|︁𝐻1 (Tℎ) ∥𝑣ℎ∥𝑌 (Tℎ) . (7.9)

Part iv.b) Polynomial approximation error of 𝑏𝐾
ℎ
(·, ·) + J𝐾 (·, ·) type. Thanks to defini-

tions (6.21) and (7.3) on each element 𝐾 = 𝐾x × 𝐼𝑛 in Tℎ, for all 𝑣ℎ in 𝑌ℎ, we have

𝑏𝐾ℎ (𝑢−𝑞𝑝, 𝑣ℎ) +J
𝐾 (𝑞𝑝, 𝑣ℎ) = 𝑐𝐻 (𝜕𝑡Π★𝑝 (𝑢−𝑞𝑝), 𝑣ℎ)𝐿2 (𝐾) +𝑎𝐾ℎ (𝑢−𝑞𝑝, 𝑣ℎ) +J

𝐾 (𝑢, 𝑣ℎ), (7.10)

where 𝑞𝑝 is the same as in Part iv.a). We first focus on the second term. Using the stability
bound (6.16) and the continuity property (6.18) with ℎ𝐾x ≃ ℎ𝐼𝑛 , we arrive at

𝑎𝐾ℎ (𝑢−𝑞𝑝, 𝑣ℎ) ≤ 𝑎
𝐾
ℎ (𝑢−𝑞𝑝, 𝑢−𝑞𝑝)

1
2 𝑎𝐾ℎ (𝑣ℎ, 𝑣ℎ)

1
2 ≲

(︂
ℎ−1
𝐾

∥︁∥︁𝑢 − 𝑞𝑝∥︁∥︁𝐿2 (𝐾) +
|︁|︁𝑢 − 𝑞𝑝 |︁|︁𝐻1 (𝐾)

)︂
|𝑣ℎ |𝑌 (𝐾) .
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7.4. A priori error estimate

Next, we deal with the first term on the right-hand side of (7.10). The Cauchy-Schwarz inequality
yields

(𝜕𝑡Π★𝑝 (𝑢 − 𝑞𝑝), 𝑣ℎ)𝐿2 (𝐾) ≤
∥︁∥︁𝜕𝑡Π★𝑝 (𝑢 − 𝑞𝑝)∥︁∥︁𝐿2 (𝐾) ∥𝑣ℎ∥𝐿2 (𝐾) .

A polynomial inverse inequality gives∥︁∥︁𝜕𝑡Π★𝑝 (𝑢 − 𝑞𝑝)∥︁∥︁𝐿2 (𝐾) ≲ ℎ
−1
𝐾

∥︁∥︁Π★𝑝 (𝑢 − 𝑞𝑝)∥︁∥︁𝐿2 (𝐾) . (7.11)

By using (6.6), the definition of Π★𝑝, the stability of the 𝐿2 orthogonal projection, and the trace
inequality, we arrive at∥︁∥︁Π★𝑝 (𝑢 − 𝑞𝑝)∥︁∥︁𝐿2 (𝐾) ≲

∥︁∥︁∥︁Π0,𝐾
𝑝−1Π

★
𝑝 (𝑢 − 𝑞𝑝)

∥︁∥︁∥︁
𝐿2 (𝐾)

+ ℎ
1
2
𝐾

∥︁∥︁Π0,𝐾x
𝑝 Π★𝑝 (𝑢 − 𝑞𝑝) (·, 𝑡𝑛−1)

∥︁∥︁
𝐿2 (𝐾x)

=

∥︁∥︁∥︁Π0,𝐾
𝑝−1(𝑢 − 𝑞𝑝)

∥︁∥︁∥︁
𝐿2 (𝐾)

+ ℎ
1
2
𝐾

∥︁∥︁Π0,𝐾x
𝑝 (𝑢 − 𝑞𝑝) (·, 𝑡𝑛−1)

∥︁∥︁
𝐿2 (𝐾x)

≤
∥︁∥︁𝑢 − 𝑞𝑝∥︁∥︁𝐿2 (𝐾) + ℎ

1
2
𝐾

∥︁∥︁(𝑢 − 𝑞𝑝) (·, 𝑡𝑛−1)
∥︁∥︁
𝐿2 (𝐾x)

≲
∥︁∥︁𝑢 − 𝑞𝑝∥︁∥︁𝐿2 (𝐾) + ℎ𝐾

|︁|︁𝑢 − 𝑞𝑝 |︁|︁𝐻1 (𝐾) .

(7.12)

Therefore, we obtain

(𝜕𝑡Π★𝑝 (𝑢 − 𝑞𝑝), 𝑣ℎ)𝐿2 (𝐾) ≲
(︂
ℎ−1
𝐾

∥︁∥︁𝑢 − 𝑞𝑝∥︁∥︁𝐿2 (𝐾) +
|︁|︁𝑢 − 𝑞𝑝 |︁|︁𝐻1 (𝐾)

)︂
∥𝑣ℎ∥𝐿2 (𝐾) .

Finally, we estimate the third term on the right-hand side of (7.10). Since the initial condi-
tion 𝑢(·, 0) is zero, J𝐾 (𝑢, 𝑣ℎ) = 0 if 𝑛 = 1. So, we consider the case 𝑛 ≥ 2:

J𝐾 (𝑢, 𝑣ℎ) =𝑐𝐻 (Π★𝑝𝑢(𝑛) (·, 𝑡𝑛−1) − Π★𝑝𝑢
(𝑛−1) (·, 𝑡𝑛−1), 𝑣 (𝑛)ℎ (·, 𝑡𝑛−1))𝐿2 (𝐾x)

≲ℎ
1
2
𝐾

(︂ ∥︁∥︁∥︁𝑢(·, 𝑡𝑛−1) − Π★𝑝𝑢
(𝑛) (·, 𝑡𝑛−1)

∥︁∥︁∥︁
𝐿2 (𝐾x)

+
∥︁∥︁∥︁𝑢(·, 𝑡𝑛−1)−Π★𝑝𝑢(𝑛−1) (·, 𝑡𝑛−1)

∥︁∥︁∥︁
𝐿2 (𝐾x)

)︂
ℎ
− 1

2
𝐾

∥︁∥︁∥︁𝑣 (𝑛)
ℎ

(·, 𝑡𝑛−1)
∥︁∥︁∥︁
𝐿2 (𝐾x)

.

Proceeding as in Proposition 6.13, it is possible to show that

ℎ
− 1

2
𝐾

∥︁∥︁∥︁𝑣 (𝑛)
ℎ

(·, 𝑡𝑛−1)
∥︁∥︁∥︁
𝐿2 (𝐾x)

≲ |𝑣ℎ |𝑌 (𝐾) .

Thus, we can focus on the two terms involving 𝑢. As for the first one, we use a trace inequality
along the time direction, add and subtract the same 𝑞𝑝 as above, recall that Π★𝑝 preserves
polynomials of degree at most 𝑝, use the triangle inequality, apply the polynomial inverse
estimate (7.11), and get

ℎ
1
2
𝐾

∥︁∥︁∥︁𝑢(·, 𝑡𝑛−1) − Π★𝑝𝑢
(𝑛) (·, 𝑡𝑛−1)

∥︁∥︁∥︁
𝐿2 (𝐾x)

≲
∥︁∥︁𝑢 − Π★𝑝𝑢

∥︁∥︁
𝐿2 (𝐾) + ℎ𝐾

∥︁∥︁𝜕𝑡 (𝑢 − Π★𝑝𝑢)
∥︁∥︁
𝐿2 (𝐾)

≤
∥︁∥︁𝑢 − 𝑞𝑝∥︁∥︁𝐿2 (𝐾) + ℎ𝐾

∥︁∥︁𝜕𝑡 (𝑢 − 𝑞𝑝)∥︁∥︁𝐿2 (𝐾) +
∥︁∥︁Π★𝑝 (𝑢 − 𝑞𝑝)∥︁∥︁𝐿2 (𝐾) + ℎ𝐾

∥︁∥︁𝜕𝑡 (Π★𝑝 (𝑢 − 𝑞𝑝)∥︁∥︁𝐿2 (𝐾)

≤
∥︁∥︁𝑢 − 𝑞𝑝∥︁∥︁𝐿2 (𝐾) + ℎ𝐾

∥︁∥︁𝜕𝑡 (𝑢 − 𝑞𝑝)∥︁∥︁𝐿2 (𝐾) +
∥︁∥︁Π★𝑝 (𝑢 − 𝑞𝑝)∥︁∥︁𝐿2 (𝐾) .

Next, we apply estimate (7.12) and get

ℎ
1
2
𝐾

∥︁∥︁∥︁𝑢(·, 𝑡𝑛−1) − Π★𝑝𝑢
(𝑛) (·, 𝑡𝑛−1)

∥︁∥︁∥︁
𝐿2 (𝐾x)

≲
∥︁∥︁𝑢 − 𝑞𝑝∥︁∥︁𝐿2 (𝐾) + ℎ𝐾

|︁|︁𝑢 − 𝑞𝑝 |︁|︁𝐻1 (𝐾) .
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For the second term involving 𝑢, we proceed analogously. Setting 𝐾′ := 𝐾x × 𝐼𝑛−1 and using the
local quasi-uniformity of the space–time mesh, we get

ℎ
1
2
𝐾

∥︁∥︁∥︁𝑢(·, 𝑡𝑛−1) − Π★𝑝𝑢
(𝑛−1) (·, 𝑡𝑛−1)

∥︁∥︁∥︁
𝐿2 (𝐾x)

≲
∥︁∥︁𝑢 − 𝑞𝑝∥︁∥︁𝐿2 (𝐾 ′) + ℎ𝐾 ′

|︁|︁𝑢 − 𝑞𝑝 |︁|︁𝐻1 (𝐾 ′) .

Summing over all the elements, using standard manipulations (including ℓ2 Cauchy-Schwarz
inequalities), and applying the global Poincaré type inequality (6.25) give∑︂
𝐾∈Tℎ

(︂
𝑏𝐾ℎ (𝑢 − 𝑞𝑝, 𝑣ℎ) + J𝐾 (𝑞𝑝, 𝑣ℎ)

)︂
≲

∑︂
𝐾∈Tℎ

(︂
ℎ−2
𝐾

∥︁∥︁𝑢 − 𝑞𝑝∥︁∥︁2
𝐿2 (𝐾) +

|︁|︁𝑢 − 𝑞𝑝 |︁|︁2𝐻1 (𝐾)

)︂ 1
2 ∥𝑣ℎ∥𝑌 (Tℎ) .

(7.13)
Conclusion of Part iv) From (7.9) and (7.13), which are valid for any 𝑞𝑝 ∈ 𝑉ℎ (𝐾), and standard
polynomial approximation results, we obtain

sup
0≠𝑣ℎ∈𝑌ℎ

inf
𝑞𝑝∈S𝑝 (Tℎ)

∑︁
𝐾∈Tℎ

(︁
𝑏𝐾
ℎ
(𝑢 − 𝑞𝑝, 𝑣ℎ) − 𝑏𝐾 (𝑢 − 𝑞𝑝, 𝑣ℎ) + J𝐾 (𝑞𝑝, 𝑣ℎ)

)︁
∥𝑣ℎ∥𝑌 (Tℎ)

≲ ℎ𝑝 |𝑢 |𝐻 𝑝+1 (Tℎ) .

7.5 Numerical results

In this section, we assess the error estimate proven in Theorem 7.4. We briefly mention some
relevant computational aspects regarding the numerical results for the (1 + 1)-dimensional test
cases below.

• In case of nonhomogeneous initial and/or boundary conditions, we set moments atΩ×{0}
and/or at 𝜕Ω × (0, 𝑇) accordingly and modify the right-hand side. This corresponds to
a standard lifting procedure, where the lifting has all the remaining moments equal to
zero. In the presence of incompatible initial and boundary data, no artificial compatibility
condition is enforced on the discrete solutions.

• Since the virtual element solution 𝑢ℎ is not known in closed form and the error in the 𝑋 (Tℎ)-
norm is not computable, we report the following error quantities: given 𝑢ℎ the solution
to (6.24),

E𝑌 :=
∥︁∥︁𝑢 − ΠN

𝑝 𝑢ℎ
∥︁∥︁
𝑌 (Tℎ)

, E𝑁 :=
∥︁∥︁ΠN

𝑝 (𝔑ℎΠ
★
𝑝 (𝑢 − 𝑢ℎ))

∥︁∥︁
𝑌 (Tℎ)

,

(E𝑈)2 :=
𝑐𝐻

2

(︄ ∥︁∥︁Π★𝑝 (𝑢 − 𝑢ℎ) (·, 0)∥︁∥︁2
𝐿2 (Ω) +

∥︁∥︁Π★𝑝 (𝑢 − 𝑢ℎ) (·, 𝑇)∥︁∥︁2
𝐿2 (Ω)

+
𝑁∑︂
𝑛=2

∥︁∥︁∥︁Π★𝑝 (𝑢 − 𝑢ℎ) (𝑛) (·, 𝑡𝑛−1) − Π★𝑝 (𝑢 − 𝑢ℎ) (𝑛−1) (·, 𝑡𝑛−1)
∥︁∥︁∥︁2

𝐿2 (Ω)

)︄
.

(7.14a)

Moreover, we also show the error in the 𝐿2(𝑄𝑇 )-norm

E𝐿 :=
∥︁∥︁𝑢 − Π★𝑝𝑢ℎ

∥︁∥︁
𝐿2 (𝑄𝑇 )

, (7.14b)

which is not covered by our theory.
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• We are also interested in comparing the results with those obtained for the continuous
FEM discretization of (1.5) in [93]: find ˜︁𝑢ℎ ∈ ˜︁𝑋ℎ such that

𝑏(˜︁𝑢ℎ,˜︁𝑣ℎ) = ( 𝑓 ,˜︁𝑣ℎ)𝐿2 (𝑄𝑇 ) ∀˜︁𝑣ℎ ∈ ˜︁𝑌ℎ. (7.15)

Here, ˜︁𝑌ℎ is a space of continuous piecewise polynomials over a space–time simplicial
tessellation of 𝑄𝑇 , and ˜︁𝑋ℎ is the subspace of ˜︁𝑌ℎ of functions with zero initial condition.
We consider the following error quantities˜︁E𝑌 = ∥𝑢 − ˜︁𝑢ℎ∥𝑌 , ˜︁E𝑁 = ∥Nℎ (𝑢 − ˜︁𝑢ℎ)∥𝑌 , (7.16)

where the discrete Newton potential Nℎ (𝑢 − ˜︁𝑢ℎ) ∈ ˜︁𝑌ℎ is the solution to the following
variational problem:

𝑎(Nℎ (𝑢 − ˜︁𝑢ℎ),˜︁𝑣ℎ) = 𝑏(𝑢 − ˜︁𝑢ℎ,˜︁𝑣ℎ) − 𝑎(𝑢 − ˜︁𝑢ℎ,˜︁𝑣ℎ) ∀˜︁𝑣ℎ ∈ ˜︁𝑌ℎ.
• In all experiments, we take 𝑐𝐻 = _ = 1 and employ the stabilization in (6.23).
• We use tensor-product meshes and uniform partitions along the space and time directions.

7.5.1 Patch test

The discrete bilinear form 𝑏ℎ (·, ·) in (6.22) is polynomial inconsistent; see Lemma 7.2. However,
thanks to the error estimate (7.7), the method in (6.24) passes the patch test, i.e., up to round-off
errors, polynomial solutions of order 𝑝 are approximated exactly.

We consider the following family of exact solutions on the space–time domain𝑄𝑇 = (0, 1) ×
(0, 1):

𝑢𝑝 (𝑥, 𝑡) =
{︄
𝑡 𝑝/2𝑥𝑝/2 if 𝑝 is even;
𝑡 (𝑝−1)/2𝑥 (𝑝+1)/2 + 𝑡 (𝑝+1)/2𝑥 (𝑝−1)/2 if 𝑝 is odd.

(7.17)

For any 𝑝 ∈ N, 𝑢𝑝 belongs to P𝑝 (𝑄𝑇 ). In Figure 7.1, for 𝑝 = 1, . . . , 5, we show the errors in the
approximation of 𝑢𝑝 obtained using a sequence of meshes with ℎ𝑥 = ℎ𝑡 = 0.2×2−𝑖, 𝑖 = 1, . . . , 5,
and approximation degree 𝑝. The scale of 10−10 in the figures validates the patch test. The
growth of the error observed while decreasing the mesh size represents the actual effect of the
condition number when solving the linear systems stemming from (6.24).

7.5.2 Smooth solution

On the space–time domain𝑄𝑇 = (0, 1) × (0, 1), we consider the nonhomogeneous problem with
exact smooth solution

𝑢(𝑥, 𝑡) = sin(𝑡) sin(3𝜋𝑥). (7.18)

In Figure 7.2, we show the errors in (7.14) obtained using a sequence of meshes with ℎ𝑥 = ℎ𝑡 =
0.2 × 2−𝑖 for 𝑖 = 1, . . . , 5, and different approximation degrees 𝑝. We observe convergence of
order O(ℎ𝑝) for the E𝑌 error, of order O(ℎ𝑝+1) for the E𝑁 error, of order O(ℎ𝑝+ 1

2 ) for the E𝑈
error, and of order O(ℎ𝑝+1) for the E𝐿 error.

For the conforming finite element method in [93], convergence in the 𝑌 -norm (1.3) of both
the discrete solution and its Newton potential is of order O(ℎ𝑝), see Figure 7.3.

93



Chapter 7. Error analysis

-2 -1.8 -1.6 -1.4 -1.2 -1
-15

-14

-13

-12

-11

-10

p = 1

p = 2

p = 3

p = 4

p = 5

-2 -1.8 -1.6 -1.4 -1.2 -1
-15

-14

-13

-12

-11

-10

p = 1

p = 2

p = 3

p = 4

p = 5

Figure 7.1 ℎ-dependence of the VEM errors in (7.14) for the patch tests with solution 𝑢𝑝 in
(7.17).
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Figure 7.2 ℎ-convergence of the VEM errors in (7.14) for the test case with smooth solu-
tion (7.18).

7.5.3 Singular solutions

We assess the convergence of the method for test cases with finite Sobolev regularity using the
same sequence of meshes as in Section 7.5.1. Given the space–time domain𝑄𝑇 = (0, 1) × (0, 1)
and 𝛼 > 1/2, we consider the singular solutions

𝑢𝛼 (𝑥, 𝑡) = 𝑡𝛼 sin(𝜋𝑥). (7.19)
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Figure 7.3 ℎ-convergence of the FEM errors ˜︁E𝑌 and ˜︁E𝑁 in (7.16) for the test case with smooth
solution (7.18).

We have that 𝑢𝛼, 𝜕𝑥𝑢𝛼 ∈ 𝐻𝛼+1/2−𝜖 (0, 1;C∞(0, 1)) and 𝜕𝑡𝑢𝛼 ∈ 𝐻𝛼−1/2−𝜖 for any 𝜖 > 0. The
singularity occurs at the initial time. The errors in (7.14) for a sequence of meshes with ℎ𝑥 =
ℎ𝑡 = 0.2 × 2−𝑖 for 𝑖 = 1, . . . , 6, are depicted in Figures 7.4 and 7.5 for 𝛼 = 0.55 and 𝛼 =

0.75, respectively. We observe convergence of order O(ℎmin{𝑝,𝛼+1/2}) for the error E𝑌 , of
order O(ℎ𝛼− 1

2 ) for the error E𝑁 , of order O(ℎ𝛼) for the error E𝑈 , and of order O(ℎ𝛼+ 1
2 ) for the

error E𝐿 .

For the conforming FEM in [93], only convergence of order O(ℎ𝛼) is observed for ˜︁E𝑌
when 𝑝 > 1.

7.5.4 Incompatible initial and boundary conditions

On the space–time domain𝑄𝑇 = (0, 1)× (0, 1), we consider the heat equation problem (1.2) with
zero source term ( 𝑓 = 0), homogeneous Dirichlet boundary conditions (𝑔 = 0), and constant
initial condition (𝑢0 = 1). The corresponding exact solution is given by the Fourier series

𝑢(𝑥, 𝑡) =
∞∑︂
𝑛=0

4
(2𝑛 + 1)𝜋 sin

(︂
(2𝑛 + 1)𝜋𝑥

)︂
exp

(︂
− (2𝑛 + 1)2𝜋2𝑡

)︂
. (7.20)

Due to the incompatibility of the initial and boundary conditions, 𝑢 is discontinuous at (0, 0)
and (1, 0), and does not belong to 𝐻1(𝑄𝑇 ) but belongs to 𝐻𝑠

(︂
0, 1;𝐻1

0 (0, 1)
)︂

for any 𝑠 < 1/4;
see [91, §7.1].

In Figure 7.7, we show the errors obtained on a sequence of uniform Cartesian meshes for
the proposed VEM and on a sequence of structured triangular meshes for the conforming finite
element method in [93].

The conforming finite element method does not converge in the 𝑌 -norm, while the E𝑌 error
of the VEM converges with order O(ℎ1/4). For the computation of the error, we truncate the
series (7.20) at 𝑛 = 250.
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Figure 7.4 ℎ-convergence of the VEM errors in (7.14) for the test case with singular solutions 𝑢𝛼
(7.19), 𝛼 = 0.55.

7.5.5 Conditioning

We assess the conditioning of the matrices stemming from the method (6.24). We denote by K
and A the matrices associated with the restrictions of the bilinear forms 𝑏ℎ (·, ·) and 𝑎ℎ (·, ·) to
each time-slab. Observe that K is used to compute the solution of the VEM (6.24), while A is
used only to evaluate the error E𝑁 in (7.14). In Figure 7.8, we show the condition number ^2(·)
of both matrices, where asymptotic growths of order O(ℎ−1) and O(ℎ−2) are observed for K
and A, respectively.

7.5.6 𝑝-convergence

We are also interested in the performance of the 𝑝-version of the method, i.e., we fix a mesh and
increase the degree of approximation. This is worth investigating also in view of the design of
and ℎ𝑝 refinements. We consider the smooth solution test case from Section 7.5.2 with a fixed
mesh with ℎ𝑥 = ℎ𝑡 = 0.1. The results are shown in Figure 7.9 in semilogy scale. We observe
the expected exponential convergence of order O(𝑒−𝑏

√
𝑁𝐷𝑜𝐹𝑠 ).
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Figure 7.5 ℎ-convergence of the VEM errors in (7.14) for the test case with singular solutions 𝑢𝛼
(7.19), 𝛼 = 0.75.
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Figure 7.8 ^2-condition number of the matrices stemming from the VEM in (6.24).
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Extension to general prismatic meshes and
variable degrees of accuracy
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8.1 Introduction

In this chapter, we extend the nonconforming space–time virtual element method in (6.24) to the
case of general prismatic meshes and nonuniform degrees of accuracy. This method allows for
the use of space–time meshes with hanging facets (nodes, edges, faces) and is based on possibly
discontinuous in time test and trial functions that are solutions to local space–time problems
with polynomial data. This approach provides a natural framework for space–time adaptivity
without need of re-meshing neighbouring elements as hanging facets are naturally included in
the polytopic framework. If the space–time mesh is decomposed into separate time-slabs, it
still allows for splitting the global linear system into much smaller systems that can be solved
sequentially. Due to the nonconformity across time-like facets, the design and implementation
of the method are independent of the space dimension. No artificial compatibility of initial and
boundary conditions is enforced on the trial virtual element space, and optimal convergence
rates have been achieved also for singular solutions. For tensor-product space–time meshes, the
method presented in this chapter reduces to (6.24) in Chapter 6.

Structure of the paper. We introduce general prismatic meshes in Section 8.2; design local
virtual element spaces and describe their degrees of freedom (DoFs) in Section 8.3; define
global nonconforming space–time virtual element spaces in Section 8.4; detail the discrete
bilinear forms in Section 8.5; present the method in Section 8.6. We discuss space–time virtual
elements with variable degrees of accuracy in Section 8.7.



8.2. General prismatic meshes

8.2 General prismatic meshes

As in Section 2.2, we consider sequences of meshes {Tℎ} consisting of nonoverlapping prismatic
elements covering𝑄𝑇 in the following sense: each elementK ∈ Tℎ can be written asK = Kx×K𝑡 ,
where Kx is an 𝑑-dimensional open polytope with boundary 𝜕Kx and K𝑡 := (𝑎𝑡 , 𝑏𝑡) ⊂ (0, 𝑇).
We denote the diameter of Kx and the length of K𝑡 by ℎKx and ℎK𝑡 , respectively. We call “mesh
facet” any intersection 𝐹 = 𝜕K1 ∩ 𝜕K2, 𝐹 = 𝜕K1 ∩ (𝜕Ω × (0, 𝑇)), 𝐹 = 𝜕K1 ∩ (Ω × {0})
or 𝐹 = 𝜕K1 ∩ (Ω × {𝑇}), for K1, K2 ∈ Tℎ, that has positive 𝑑-dimensional measure and
is contained in a 𝑑-dimensional hyperplane. Let �⃗�𝐹K = (�⃗�𝐹Kx

, �⃗�
𝐹
K𝑡 ) ∈ R𝑑+1 be the outward-

pointing unite normal vector on 𝜕K restricted to 𝐹. We assume that each mesh facet 𝐹 ⊂ 𝜕K,
with K = Kx × K𝑡 ∈ Tℎ, is either

a space-like facet if �⃗�𝐹Kx
= 0, or a time-like facet if �⃗�𝐹K𝑡 = 0.

Each time-like facet 𝐹 can be written as 𝐹 := 𝐹x × 𝐹𝑡 , where 𝐹x ⊂ 𝜕Kx, and 𝐹𝑡 ⊂ K𝑡 . For
each K = Kx × K𝑡 ∈ Tℎ with K𝑡 = (𝑎𝑡 , 𝑏𝑡), we collect the space-like facets at time 𝑡 = 𝑎𝑡 and
the time-like facets of K into the sets F space

K and F time
K , respectively.

Associated with each element K ∈ Tℎ, we define 𝐾 as the (𝑑 + 1)-dimensional closed
polytope 1 containingK and whose boundary is given by the union of the facets in F space

K ∪F time
K .

For any 𝐹 = 𝐹x × 𝐹𝑡 ∈ F time
K , we define

ℎ𝐹x :=

{︄
min{ℎKx , ℎ ˜︁Kx

} if 𝐹 = K ∩ ˜︁K for some ˜︁K = ˜︁Kx × ˜︂K𝑡 ∈ Tℎ,
ℎKx if 𝐹x ⊂ 𝜕Ω.

We denote the sets of space-like and time-like facets of Tℎ as

F space
ℎ

:=
⋃︂
K∈Tℎ

F space
K , F time

ℎ :=
⋃︂
K∈Tℎ

F time
K .

Hanging nodes (1 + 1 dimensional case), edges (2 + 1 dimensional case), and faces (3 + 1
dimensional case) are included within this structure of the mesh. In the absence of hanging
facets, it is not necessary to distinguish between K and 𝐾 , and in such a case all the definitions
in this chapter coincide with those in Chapter 6. For each 𝐹 ∈ F time

ℎ
, we fix a normal unit

vector n⃗𝐹 ∈ R𝑑+1 of the form (n⃗𝐹x , 0), n⃗𝐹x ∈ R𝑑 . In Figure 8.1, we illustrate the definitions in
this section.

8.3 Local space–time virtual element spaces

In this section, we introduce local space–time virtual element spaces, extending the construction
in Chapter 6 to the general prismatic meshes described in Section 8.2.

Introduce the scaling factors

˜︁𝑐K𝐻 := ℎK𝑡 , ˜︁_K := ℎ2
Kx
. (8.1)

1We consider a 𝑑-dimensional “polytope” as defined in [16]: a geometrical figure bounded by a finite number
of portions of lines (for 𝑑 = 2), planes (for 𝑑 = 3) and hyperplanes (for 𝑑 > 3).
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Figure 8.1 Example of a prismatic space–time mesh. Left panel: The prismatic partition Tℎ
of the space–time domain. Central panel: Zoom of the element K ∈ Tℎ. Right panel:
The associated closed hexagon 𝐾 with three space-like facets 𝐾1

x , 𝐾
2
x and 𝐾3

x and three time-like
facets 𝐹1, 𝐹2 and 𝐹3. By definition, ℎ𝐹1

x
= min{ℎKx , ℎ ˜︁K1

x
}, ℎ𝐹2

x
= min{ℎKx , ℎ ˜︁K2

x
} and ℎ𝐹3

x
= ℎKx .

Given 𝑝 ∈ N, K = Kx × K𝑡 ∈ Tℎ and its associated 𝐾 , we define the local space–time virtual
element space as

𝑉ℎ (𝐾) :=
{︂
𝑣 ∈ 𝐿2(K) | ˜︁𝑐K𝐻𝜕𝑡𝑣ℎ − ˜︁_KΔx𝑣ℎ ∈ P𝑝−1 (K) ; 𝑣ℎ |Kx ∈ P𝑝 (Kx) ;

n⃗𝐹x · ∇x𝑣ℎ |𝐹 ∈ P𝑝 (𝐹) ∀𝐹 ∈ F time
K

}︂
.

(8.2)

Although functions in 𝑉ℎ (𝐾) are not known in closed form, it holds P𝑝 (K) ⊂ 𝑉ℎ (𝐾).
Given an element K ∈ Tℎ and any of its time-like facets 𝐹, let {𝑚K

𝛼 }
𝑟𝑑+1, 𝑝−1
𝛼=1 , {𝑚𝐹

𝛽
}𝑟𝑑,𝑝
𝛽=1 ,

and {𝑚Kx
𝛾 }𝑟𝑑,𝑝

𝛾=1 be given bases of P𝑝−1(K), P𝑝 (𝐹), and P𝑝 (Kx), respectively.
Introduce the following set of linear functionals:

• the bulk moments
1
|K |

∫
K
𝑣ℎ 𝑚

K
𝛼 dx dt, 𝛼 = 1, . . . , 𝑟𝑑+1,𝑝−1; (8.3)

• for all time-like facets 𝐹 ∈ F time
K , the time-like moments

1
|𝐹 |

∫
𝐹

𝑣ℎ 𝑚
𝐹
𝛽d𝑆 dt, 𝛽 = 1, . . . , 𝑟𝑑,𝑝; (8.4)

• the space-like moments

1
|Kx |

∫
Kx

𝑣ℎ (·, 𝑡𝑛−1)𝑚Kx
𝛾 dx , 𝛾 = 1, . . . , 𝑟𝑑,𝑝 . (8.5)

These linear functionals constitute a set of unisolvent degrees of freedom. To see this, it suffices
to apply Lemma 6.3 to the case of the general prismatic-type elements introduced in Section 8.2.
In Figure 8.2, we illustrate the degrees of freedom for the elementK = Kx×K𝑡 and its associated
closed polytope 𝐾 from Figure 8.1. Observe that, if K𝑡 = (𝑎𝑡 , 𝑏𝑡), we define space-like moments
onKx×{𝑎𝑡} and not on the space-like facets 𝐾x ∈ F space

K . The latter will be used in the definition
of the upwind terms.
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𝐹3

Figure 8.2 Example of degrees of freedom for 𝑉ℎ (𝐾) with 𝑝 = 2 (K and 𝐾 are those from
Figure 8.1). Left panel: the element K ∈ Tℎ. Central panel: the associated closed hexagon 𝐾
with three space-like facets 𝐾1

x , 𝐾
2
x and 𝐾3

x and three time-like facets 𝐹1, 𝐹2 and 𝐹3. Right
panel: corresponding degrees of freedom; the orange dots denote the bulk moments; the blue
dots denote the space-like moments; the red dots denote the time-like moments.

8.4 Global nonconforming space–time virtual element spaces

In this section, we design a global virtual element space 𝑌ℎ, consisting of functions that are
possibly discontinuous-in-time and nonconforming in space.

We define the Sobolev nonconforming space of order 𝑝 associated with the mesh Tℎ as

NC𝑝 (Tℎ) :=
{︂
𝑣 ∈ 𝐿2(𝑄𝑇 )

|︁|︁|︁ 𝑣 |K ∈ 𝐿2(K𝑡 , 𝐻
1(Kx)) ∀K = Kx × K𝑡 ∈ Tℎ;∫

𝐹

𝑞𝐹𝑝 ⟦𝑣⟧𝐹 · n⃗𝐹d𝑆 = 0 ∀𝑞𝐹𝑝 ∈ P𝑝 (𝐹) , ∀𝐹 ∈ F time
ℎ

}︂
.

(8.6)

We define the global virtual element space as follows:

𝑌ℎ :=
{︂
𝑣ℎ ∈ NC𝑝 (Tℎ)

|︁|︁|︁ 𝑣ℎ |K ∈ 𝑉ℎ (𝐾) ∀K ∈ Tℎ
}︂
.

8.5 The discrete bilinear forms

The definition of the discrete bilinear forms in Section 6.3.4 extends naturally to the general
prismatic meshes in Section 8.2 with the same polynomial projections in Section 6.3.2, by
suitably modifying the upwind-type terms. We recall that such terms are used to weakly
enforce continuity in time on the discrete trial space. We define them as: for all space-like
facets 𝐾x ⊂ Ω × {𝑡∗}, 𝑡∗ ∈ [0, 𝑇],

U𝐾x (𝑢ℎ) :=

{︄
𝑐𝐻Π

★
𝑝𝑢ℎ |K (·, 𝑡∗) if 𝑡∗ = 0,

𝑐𝐻

(︂
Π★𝑝𝑢ℎ |K+ (·, 𝑡∗) − Π★𝑝𝑢ℎ |K− (·, 𝑡∗)

)︂
if 𝑡∗ > 0,

(8.7)

where 𝐾x ∈ F space
K if 𝑡∗ = 0, and 𝐾x ∈ 𝐹space

K+ is a subset of 𝜕K+ ∩ 𝜕K− if 𝑡∗ > 0.

Remark 8.1 (Inhomogeneous initial conditions). The case of nonzero initial conditions can be
dealt with by modifying the definition of the upwind functional at time 𝑡 = 0 as follows: for all
space-like facets 𝐾x ⊂ Ω × {0},

U𝐾x (𝑢ℎ) := 𝑐𝐻
(︂
Π★𝑝𝑢ℎ |K (·, 0) − 𝑢0

)︂
.
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Chapter 8. Extension to general prismatic meshes and variable degrees of accuracy

The computability of the upwind terms follows from the definition of the space-like moment
degrees of freedom (8.5) and the computability of the projector Π★𝑝.

We extend the definition of the bilinear form 𝑏ℎ (·, ·) in (6.21)-(6.22), which is a discrete
counterpart of the continuous bilinear form 𝑏(·, ·) in (1.4), to general prismatic meshes, as
follows:

𝑏ℎ (𝑢ℎ, 𝑣ℎ) :=
∑︂
K∈Tℎ

[︂
𝑐𝐻 (𝜕𝑡Π★𝑝𝑢ℎ, 𝑣ℎ)𝐿2 (K) + 𝑎Kℎ (𝑢ℎ, 𝑣ℎ)

]︂
+

∑︂
𝐾x∈F space

ℎ

(︂
U𝐾x (𝑢ℎ), 𝑣ℎ |K+

)︂
𝐿2 (𝐾x)

,

(8.8)
where 𝑎K

ℎ
(·, ·) is the bilinear form defined in (6.15), with the following computable stabilization

satisfying (6.14)

𝑆K (𝑢ℎ, 𝑣ℎ) := 𝑝2ℎ−2
Kx
(Π0,K

𝑝−1𝑢ℎ,Π
0,K
𝑝−1𝑣ℎ)𝐿2 (K) +

∑︂
𝐹∈F time

K

𝑝ℎ−1
Kx
(Π0,𝐹

𝑝 𝑢ℎ,Π
0,𝐹
𝑝 𝑣ℎ)𝐿2 (𝐹)

+ 𝑝ℎK𝑡 ℎ−2
Kx
(𝑢ℎ, 𝑣ℎ)𝐿2 (Kx) .

(8.9)

8.6 The virtual element method

Assuming that 𝑓 belongs to 𝐿2(𝑄𝑇 ), the space–time virtual element method for the approxima-
tion of solutions to (1.5) reads: find 𝑢ℎ ∈ 𝑌ℎ such that

𝑏ℎ (𝑢ℎ, 𝑣ℎ) = ( 𝑓 ,Π0,𝑄𝑇
𝑝−1 𝑣ℎ)𝐿2 (Ω) ∀𝑣ℎ ∈ 𝑌ℎ. (8.10)

The discrete inf-sup argument in Section 6.4 that is used to prove the well-posedness and a
priori error estimates can be extended to the case of general prismatic meshes introduced in
Section 8.2, using the norms

∥𝑣∥2
𝑌 (Tℎ) :=

∑︂
𝐾∈Tℎ

∥𝑣∥2
𝑌 (K) , ∥𝑣∥2

𝑋 (Tℎ) := ∥𝑣∥2
𝑌 (Tℎ) +

∥︁∥︁𝔑ℎΠ
★
𝑝𝑣

∥︁∥︁2
𝑌 (Tℎ)

+ 𝑐𝐻
2

(︄ ∑︂
𝐾x∈F space

ℎ

∥︁∥︁U𝐾x (𝑣)
∥︁∥︁2
𝐿2 (𝐾x) +

∥︁∥︁Π★𝑝𝑣(·, 𝑇)∥︁∥︁2
𝐿2 (Ω)

)︄
,

where the discrete Newton potential 𝔑ℎ : S𝑝 (Tℎ) → 𝑌ℎ is defined as follows: for all 𝑣ℎ ∈ 𝑌ℎ,

𝑎ℎ (𝔑ℎ𝜙ℎ, 𝑣ℎ) =𝑐𝐻

(︄
(𝜕𝑡𝜙ℎ, 𝑣ℎ)𝐿2 (𝑄𝑇 ) +

∑︂
𝐾x∈F space

ℎ

(︂
U𝐾x (𝜙ℎ), 𝑣ℎ |K+

)︂
𝐿2 (𝐾x)

)︄
.

The well-posedness of the method follows as in Theorem 6.17 with these new definitions.

8.7 Space–time virtual element spaces with variable degrees
of accuracy

Let Tℎ be a given space–time polytopic mesh consisting of 𝑁Tℎ elements, and let p ∈ N𝑁Tℎ be a
given distribution of degrees of accuracy. More precisely, we sort the elements of Tℎ as {K 𝑗 }

𝑁Tℎ
𝑗=1 ,

and denote the degree of accuracy in each element K 𝑗 by 𝑝 𝑗 , 𝑗 = 1, . . . , 𝑁Tℎ .
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8.7. Space–time virtual element spaces with variable degrees of accuracy

Given the vector p, we fix the degrees of freedom associated with each element according
to the following “maximum strategy”:

• in each element K 𝑗 , 𝑗 = 1, . . . , 𝑁Tℎ , we take bulk moments (8.3) up to degree 𝑝 𝑗 − 1;

• on each internal time-like facet 𝐹 shared by two different elements K 𝑗 and Kℓ for
given 𝑗 , ℓ = 1, . . . , 𝑁Tℎ , we take time-like moments (8.4) up to degree max(𝑝 𝑗 , 𝑝ℓ);

• on each time-like facet 𝐹 ⊂ 𝜕Ω × (0, 𝑇) on the boundary of the element K 𝑗 for a given
𝑗 = 1, . . . , 𝑁Tℎ , we take time-like moments (8.4) up to degree 𝑝 𝑗 ;

• if K 𝑗 = Kx, 𝑗 × K𝑡 , 𝑗 for a given 𝑗 = 1, . . . , 𝑁Tℎ , we take the space-like moments (8.5)
on Kx, 𝑗 up to degree 𝑝 𝑗 .

To illustrate the “maximum strategy”, we provide an example in Figure 8.3.
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t

1 2

3 4

x

t

1 2

3 4

1 2 2

3 4 4

x

t

Figure 8.3 Example of the maximum strategy used in the definition of the local VEM
space (8.11). Left panel: initial distribution of degrees of accuracy over the elements. Central
panel: “polynomial degrees” on space-like (blue) and time-like (red) facets induced by the
degrees of accuracy of the elements in the left panel. Right panel: corresponding degrees
of freedom; the orange dots denote the bulk moments; the blue dots denote the space-like
moments; the red dots denote the time-like moments.

We collect the time-like polynomial degrees in the vector ptime ∈ Ncard(F time
ℎ

) and the space-
like polynomial degrees in the vector pspace ∈ N𝑁Tℎ . We order the time-like facets in Fℎ
as {𝐹𝑗 }

card(F time
ℎ

)
𝑗=1 .

The corresponding local space on 𝐾 𝑗 reads

𝑉ℎ (𝐾 𝑗 ) :=
{︂
𝑣 ∈ 𝐿2(K 𝑗 ) | ˜︁𝑐K𝐻𝜕𝑡𝑣ℎ − ˜︁_KΔx𝑣ℎ ∈ P𝑝 𝑗−1 (︁

K 𝑗

)︁
; 𝑣ℎ |Kx , 𝑗 ∈ P

𝑝
space
𝑗

(︁
Kx, 𝑗

)︁
;

n⃗𝐹𝑘 ,x · ∇x𝑣ℎ |𝐹𝑘 ∈ P𝑝
time
𝑘 (𝐹𝑘 ) ∀𝐹𝑘 ∈ F time

𝐾 𝑗

}︂
,

(8.11)

where we recall that ˜︁𝑐K
𝐻

and ˜︁_K are given in (8.1).
The global space 𝑌ℎ is constructed by the nonconforming coupling of the time-like degrees

of freedom (8.4). An immediate consequence of this “maximum strategy” is that P𝑝 𝑗 (K 𝑗 ) is
contained in 𝑉ℎ (𝐾 𝑗 ).
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9.1 Introduction

In this chapter, we discuss flagging strategies to handle the space–time mesh data structure,
which improve the performance of the virtual element method (8.10). More precisely, we
present i) a time-slab flagging that allows us to identify a time-slab decomposition of the space–
time mesh, and is used to decompose the global linear system as a sequence of smaller problems
associated with each time-slab; ii) an element-topology flagging, which allows for a reduction
in the computational cost of assembling the linear system, by identifying elements with the
same topology (i.e., equivalent up to scalings in x or 𝑡 and translations, and with the same
distribution of space-like and time-like facets) and using a set of reference elements to compute
the projections and evaluate the discrete operators. We investigate numerically the ℎ𝑝-version
of the method and demonstrate the expected exponential convergence in terms of suitable roots
of the number of degrees of freedom for singular solutions.

A residual-type error indicator is introduced, and an ℎ-adaptive refinement procedure based
on it is tested. This error indicator appears to be reliable and efficient for the error E𝑌 in (9.1).
However, the main obstacle to the proof of reliability and efficiency of residual error estimators
for space–time methods based on the Petrov-Galerkin formulation (1.5) is that, starting from
an inf-sup stability bound as that in Proposition 6.16, the use of standard Clément interpolants
leads to bounds involving 𝐻1(𝑄𝑇 )-type norms, which are stronger than the 𝑌 -type norm in the
denominator of the right-hand side of (6.28). Therefore, we only investigate numerically the
overall virtual element adaptive procedure. The results obtained for certain singular solutions
show that it outperforms the corresponding one in [94, 95] for a continuous finite element
method.



9.2. Mesh refinements

To the best of our knowledge, just a few works on ℎ𝑝 space–time methods for parabolic
problems are available in the literature. In [14], Cangiani et al., proposed an ℎ𝑝 space–time
interior-penalty discontinuous Galerkin method for prismatic meshes. An ℎ𝑝 finite element
version of the space–time isogeometrical analysis method in [66] was presented by Devaud
and Schwab in [23]. In [22], Devaud proposed an ℎ𝑝 Petrov-Galerkin formulation involving
fractional Riemann-Liouville derivatives in time of order 1/2. For tensor-product meshes,
some ℎ𝑝 methods can be interpreted either as time-stepping or as space–time methods, see e.g.,
[6, 91, 86]. An ℎ𝑝-version of the conforming finite element discretization in [4, 93] of the
variational formulation (1.5) has been used in [62] to model laser powder bed fusion.

The most representative results on residual error estimators for space–time methods are those
for FOSLS finite element methods [35, 37], which naturally provide reliable and efficient error
estimators at the expense of including an additional vector-valued flux variable. A residual-type
error indicator for the conforming finite element method in [93] was introduced in [94, 95],
but no proof of efficiency and reliability was provided. Some recent efforts have been made to
get a posteriori error estimates for DG time discretizations of parabolic problems, see [38, 39];
however, the extension of such results to space–time methods on general prismatic meshes is a
nontrivial open issue. Alternative space–time adaptive schemes for parabolic problems include
parabolic duality methods [29, 30], functional-type estimators [88, 64, 65, 67, 68], and flux
reconstruction methods [33, 32].

Structure of the chapter: We describe refinements procedures in Section 9.2; a time-slab
flagging strategy to split method (8.10) into smaller linear systems in Section 9.3; an element-
topology flagging strategy in Section 9.4. In Section 9.5, we assess the convergence of the
ℎ- and ℎ𝑝-versions of the method on some singular solutions. In Section 9.6, a computable
residual-type error indicator is defined and used to lead adaptive mesh refinements.

9.2 Mesh refinements

We describe a procedure to refine general prismatic space–time elements. For the sake of
presentation, we consider the (1 + 1) dimensional case only; the extension to to any spatial
dimensions follows with a minor effort.

As discussed in Section 8.2, each mesh consists of rectangular elements K, with boundary
given by the union of four (two space-like, two time-like) straight segments. Each straight
segment may be the union of aligned edges of the element, which constitute the boundary of an
associated closed polytope𝐾 . Regardless of the number of existing hanging nodes from previous
refinements, a given 𝐾 to be refined is split into four siblings by connecting the centroid of 𝐾
with the midpoints of each straight segment of the boundary.

In Figure 9.1, we show an example of an element refinement. By this procedure, at most
new five nodes are generated, fewer in presence of previously generated hanging nodes.

9.3 Time-slab flagging strategy

We present a flagging strategy that allows for the decomposition of the linear system stemming
from (8.10) into smaller linear systems. To this aim, we assume that the first mesh of a
sequence {Tℎ} is a “tensor-product-in-time” mesh, which can be arranged into time-slabs. On
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Chapter 9. Numerical aspects

Figure 9.1 Element refinement strategy. We connect the centroid of the element with the
midpoints of each straight segment of the boundary, regardless of the presence of previously
generated hanging nodes. The red dots denote the nodes of 𝐾; the blue dots denote the newly
created nodes.

this mesh, method (8.10) can be assembled and solved sequentially with respect to the time-slabs.
In Algorithm 1, we explain how to identify a time-slab partition of a given space–time mesh.

Algorithm 1: Time-slab flagging
Input a prismatic space–time mesh Tℎ.1

Get a partition 0 =: 𝑡0 < · · · < 𝑡ℓ := 𝑇 of the time interval [0, 𝑇], so that there exists at2

least one element K = Kx × K𝑡 ∈ Tℎ with Kx ⊂ Ω × {𝑡 𝑗 } for each 𝑗 = 0, . . . , ℓ − 1,
and K𝑡 = (𝑡𝑖, 𝑡 𝑗 ) for given 𝑖, 𝑗 = 0, . . . , ℓ, 𝑖 < 𝑗 .
for 𝑗 = 1 to ℓ − 1 do3

if all the elements K ∈ Tℎ are either below or above 𝑡 𝑗 then4

set a new time-slab flag for all the elements that lie below 𝑡 𝑗 but have not been5

previously flagged.

Based on the new flagging, at each refinement step, we can assemble and solve method (8.10)
sequentially on the newly created time-slabs. In Figure 9.2, we illustrate this flagging procedure
with an example.
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t

𝑖 𝑖

𝑖 𝑖
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𝑖 𝑖

𝑖𝑖 𝑖𝑖

𝑖𝑖𝑖 𝑖𝑖𝑖

Figure 9.2 Left panel: we start with a given space–time mesh with prescribed time-slab
structure and flagging. Right panel: time-slab flagging based on the proposed strategy after
one refinement step.
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9.4 Element-topology flagging strategy

A common issue in the implementation of polytopic methods is the lack of a reference element;
this makes the computation of the local matrices more expensive than for methods based on
simplicial or Cartesian meshes.

Assume that the elements of a given mesh Tℎ can be grouped into a uniformly finite number
of classes of equivalence (up to scalings in x or 𝑡 and translations), i.e., there exists a set C = {�̂�}
of “reference elements” with card(C) bounded uniformly for all meshes such that the associated
closed polytope 𝐾 of each element K ∈ Tℎ can be obtained through an affine map T𝐾 : �̂� → 𝐾 ,
for some �̂� ∈ C, with T𝐾 involving only scalings in x or 𝑡 and translations (but not rotations),
and preserving the distribution of space-like and time-like facets. In this case, local matrices
need to be computed only for the “reference elements”, thus speeding up the assembling of
the final system. In adaptive mesh refinements, new “reference elements” may be required.
For this reason, we introduce a flag associated with the element topology that identifies the
corresponding “reference element”.

For instance, in Figure 9.3 (left panel), we only have one “reference element” (a space–time
square); in Figure 9.3 (central panel), we have two reference elements (a space–time square and
a space–time pentagon with two time-like facets on the left); in Figure 9.3 (right panel), we have
two reference elements (a space–time square and a space–time pentagon with two space-like
facets at the bottom). The scaling factors ˜︁𝑐K

𝐻
and ˜︁_K in (8.1), which are used in the definition

of the local VEM space 𝑉ℎ (𝐾) in (8.2), are instrumental to preserve the discrete space under
dilations in x or 𝑡, see Remark 6.2. Inside each element, we denote the associated “topology-flag”
with a natural number.
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Figure 9.3 Left panel: a mesh consisting of equivalent elements. Central panel: a mesh with
nonmatching time-like facets. Right panel: a mesh with nonmatching space-like facets.

9.5 Numerical investigation: convergence tests

We assess the convergence of the ℎ- and ℎ𝑝-versions of the virtual element method in (8.10).
Since the virtual element solution 𝑢ℎ is not known in closed form and the error in the 𝑋 (Tℎ)
norm is not computable, we report the following error quantities, which reduce to those defined
in (7.14) for tensor product space–time meshes: given 𝑢ℎ the solution to (8.10),

E𝑌 :=
∥︁∥︁𝑢 − ΠN

𝑝 𝑢ℎ
∥︁∥︁
𝑌 (Tℎ)

, E𝑁 :=
∥︁∥︁ΠN

𝑝 (𝔑ℎΠ
★
𝑝 (𝑢 − 𝑢ℎ))

∥︁∥︁
𝑌 (Tℎ)

,
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(E𝑈)2 :=
𝑐𝐻

2

(︄ ∥︁∥︁Π★𝑝 (𝑢 − 𝑢ℎ) (·, 𝑇)∥︁∥︁2
𝐿2 (Ω) +

∑︂
𝐾x∈F space

ℎ

∥︁∥︁U𝐾x (Π★𝑝 (𝑢 − 𝑢ℎ))
∥︁∥︁2
𝐿2 (𝐾x)

)︄
, (9.1)

(︁
E𝑋

)︁2 :=
(︁
E𝑌

)︁2 +
(︁
E𝑁

)︁2 +
(︁
E𝑈

)︁2
.

9.5.1 Test cases

We recall the test cases in Section 7.5. The right-hand side 𝑓 , and the boundary and initial
conditions are computed accordingly to the exact solutions below.

Test case 1. On the space–time domain 𝑄𝑇 = (0, 1) × (0, 1), we define the function

𝑢1(𝑥, 𝑡) := sin(𝑡) sin(𝜋𝑥). (9.2)

Test case 2. On the space–time domain𝑄𝑇 = (0, 1)× (0, 0.1), for 𝛼 > 1
2 , we define the function

𝑢2(𝑥, 𝑡) := 𝑡𝛼 sin(𝜋𝑥), (9.3)

which belongs to 𝐻𝛼+1/2−Y (0, 1;C∞(Ω)), Y > 0.

Test case 3. On the space–time domain 𝑄𝑇 = (0, 1) × (0, 1), we define the function

𝑢3(𝑥, 𝑡) :=
∞∑︂
𝑛=0

4
(2𝑛 + 1)𝜋 sin((2𝑛 + 1)𝜋 𝑥) exp(−(2𝑛 + 1)2𝜋2𝑡), (9.4)

which is the Fourier series of the solution to (1.2) with zero source term 𝑓 , initial condition𝑢0 = 1,
and homogeneous Dirichlet boundary conditions 𝑔. In the numerical experiments, the series
in (9.3) is truncated at 𝑛 = 250. The function 𝑢3 belongs to 𝐻𝑠 (0, 1;𝐻1

0 (0, 1)) for any 𝑠 < 1/4
and to 𝐻1(0, 1;𝐻−1(Ω)) ∩ 𝐿2(0, 1;𝐻1

0 (Ω))\𝐻
1(𝑄𝑇 ), see [91]. In particular, it is singular at

the interface between the (incompatible) initial and boundary conditions, and has a fast decay
behaviour close to 𝑡 = 0.

9.5.2 ℎ- and ℎ𝑝-versions for singular solutions

The performance of the ℎ-version of the method on smooth solutions is already investigated in
Section 7.5. Test case 1 is used in Section 9.6 below.

We focus on the convergence of the ℎ- and ℎ𝑝-versions of the method for singular solutions.
To that aim, we consider the test cases 2 and 3. Notably, we want to assess exponential
convergence in terms of the cubic root of the number of degrees of freedom for the ℎ𝑝-version
on certain geometrically refined space–time meshes.

First, we consider the test case 2. For the ℎ-version of the method, we consider uniform
degree of accuracy 𝑝 = 1 and a sequence of uniform Cartesian space–time meshes with ℎ𝑡 =
2ℎ𝑥 = 0.2× 2−𝑖, 𝑖 = 1, . . . , 6. For the ℎ𝑝-version of the method, we proceed similarly as in [14,
Example 2]: we fix a partition of the spatial domain with ℎ𝑥 = 0.05 and consider a sequence of
temporal meshes geometrically graded towards 𝑡 = 0 with grading factor 𝜎𝑡 = 0.1. In addition,
the degree of accuracy 𝑝 is increased by 1 from one time slab to the next one. In Figure 9.4, we
depict the first three meshes with varying degrees of accuracy.
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Figure 9.4 First three meshes employed in the ℎ𝑝 refinements for test case 2 with exact solution 𝑢2
in (9.3). The space–time domain is 𝑄𝑇 = (0, 1) × (0, 0.1). For a better understanding of the
figure, we scale the 𝑡-coordinates by 10. In colours, we represent the local degrees of accuracy:
red: 𝑝 = 1; blue: 𝑝 = 2; green: 𝑝 = 3.

In Figures 9.5 and 9.6, we show the errors in (9.1) for 𝛼 = 0.55 and 𝛼 = 0.75 in semilogy
scale, respectively. Exponential convergence in terms of the cubic root of the number of degrees
of freedom is observed for the ℎ𝑝-version of the method and both values of 𝛼. In all cases, the
ℎ-version is outperformed and displays only the expected algebraic decay of the error.
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Figure 9.5 Convergence of the errors in (9.1) for the ℎ- and ℎ𝑝-versions of the method. We
consider test case 2 with exact solution 𝑢2 in (9.3), 𝛼 = 0.55.

Next, we focus on test case 3. For the ℎ-version of the method, we consider uniform degree
of accuracy 𝑝 = 1, and a sequence of uniform Cartesian space–time meshes with ℎ𝑥 = 0.5ℎ𝑡 =
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Figure 9.6 Convergence of the errors in (9.1) for the ℎ- and ℎ𝑝-versions of the method. We
consider test case 2 with exact solution in (9.3), 𝛼 = 0.75.

2−𝑖, 𝑖 = 1, . . . , 8. For the ℎ𝑝-version of the method, we proceed similarly as in [91, §7.4]: we
consider a sequence of space–time meshes geometrically graded towards 𝑥 = 0, 𝑥 = 1 and 𝑡 = 0
with grading factors 𝜎𝑥 = 𝜎𝑡 = 0.25. In Figure 9.7, we depict the first three meshes with
varying degrees of accuracy. In Figure 9.8, we show the errors in (9.1) in semilogy scale.

Figure 9.7 First three meshes employed in the ℎ𝑝 refinements for test case 2 with exact solution 𝑢2
in (9.3). The space–time domain is 𝑄𝑇 = (0, 1) × (0, 1). In colours, we represent the local
degrees of accuracy: red: 𝑝 = 1; blue: 𝑝 = 2; green: 𝑝 = 3.

Exponential convergence in terms of the cubic root of the number of degrees of freedom is
observed for the ℎ𝑝-version of the method; as before, only algebraic convergence is observed
for the ℎ-version.
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Figure 9.8 Convergence of the errors in (9.1) for the ℎ- and ℎ𝑝-versions of the method. We
consider test case 3 with exact solution in (9.4).

9.6 Numerical investigation: an adaptive procedure

We consider a standard adaptive algorithm of the form

SOLVE =⇒ ESTIMATE =⇒ MARK =⇒ REFINE (9.5)

We base the MARK step on a Dörfler marking strategy [25] with parameter \ that we shall
specify at each occurrence. The REFINE step is based on the ℎ-refinement procedure described
in Section 9.2, and local 𝑝-refinements are not considered. For the ESTIMATE step, we use
the following local, computable residual-type error indicator: given an element K ∈ Tℎ,

[2
K :=

5∑︂
𝑖=1

[2
K,𝑖,

where

[2
K,1 :=

ℎ2
Kx

_𝑝2

∥︁∥︁ 𝑓 + _ΔxΠ
N
𝑝 𝑢ℎ − 𝑐𝐻𝜕𝑡Π★𝑝𝑢ℎ

∥︁∥︁2
𝐿2 (K) , [2

K,2 :=
1
2_

∑︂
𝐹 ∈ Ftime

K ,

𝐹 ⊄ 𝜕Ω × (0, 𝑇 )

ℎ𝐹x

𝑝

∥︁∥︁_ ⟦︁
∇xΠ

N
𝑝 𝑢ℎ

⟦︁∥︁∥︁2
𝐿2 (𝐹) ,

[2
K,3 := _

∑︂
𝐹 ∈ Ftime

K ,

𝐹 ⊂ 𝜕Ω × (0, 𝑇 )

𝑝

ℎ𝐹x

∥︁∥︁ΠN
𝑝 𝑢ℎ

∥︁∥︁2
𝐿2 (𝐹) +

_

2

∑︂
𝐹 ∈ Ftime

K ,

𝐹 ⊄ 𝜕Ω × (0, 𝑇 )

𝑝

ℎ𝐹x

∥︁∥︁⟦︁
ΠN
𝑝 𝑢ℎ

⟦︁∥︁∥︁2
𝐿2 (𝐹) , (9.6)
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[2
K,4 :=

∑︂
𝐾x∈F space

K

𝑐−1
𝐻

∥︁∥︁U𝐾x (𝑢ℎ)
∥︁∥︁2
𝐿2 (𝐾x) , [2

K,5 := _𝑆K ((𝐼 − ΠN
𝑝 )𝑢ℎ, (𝐼 − ΠN

𝑝 )𝑢ℎ).

The above local residual-type error indicator consists of five terms: [K,1 is the internal residual
of the projected discrete solution; [K,2 is the boundary residual involving the normal trace of
the gradient of the projected discrete solution; [K,3 is a term due to the nonconformity in space
involving the jump of traces on time-like facets; [K,4 is related to the upwind terms in the
scheme; [K,5 is a correction term due to the virtual element stabilization of the method.

The global error indicator and its parts read

[2 :=
5∑︂
𝑖=1

[2
𝑖 , [2

𝑖 :=
∑︂
K∈Tℎ

[2
K,𝑖 . (9.7)

9.6.1 Assessment of the reliability and efficiency of the error indicator

We test the performance of the proposed error indicator [ in (9.7). To this aim, we introduce the
effectivity index related to the computable error E𝑌 :

effectivity index :=
[

E𝑌
. (9.8)

In Figure 9.9 (left panel), we assess numerically the reliability and efficiency of [ for the test
case 1 with exact solution 𝑢1 in (9.2) under uniform mesh refinements, starting from a uniform
space–time Cartesian mesh with ℎ𝑥 = ℎ𝑡 = 0.1. The effectivity indices for 𝑝 = 1, 2, 3, tend to
constant values, whence the error indicator [ appears to be efficient and reliable with respect to
the error E𝑌 .

In Figure 9.9 (right panel), we show all the errors in (9.1) and the five terms appearing
in the error indicator (9.7) for degree of accuracy 𝑝 = 1. All the contributions [𝑖 for 𝑖 ∈
{1, 2, 3, 5} decay with the same order O(𝑁− 1

2
𝐷𝑜𝐹𝑠

), as the error E𝑌 . The term [4 decays faster

with order O(𝑁− 3
4

𝐷𝑜𝐹𝑠
), but this does not affect the decay of the total error indicator [. The error

indicator [ decays with order O(𝑁− 1
2

𝐷𝑜𝐹𝑠
), i.e., slower than that for the error E𝑁 in (9.1), which

decays with order O(𝑁−1
𝐷𝑜𝐹𝑠

). This suggests that the error indicator [ is not efficient with respect
to the error E𝑁 .

Next, we assess the efficiency and effectivity of the error indicator [ also for the test cases 2
and 3 with singular solutions 𝑢2 (𝛼 = 0.55 and 0.75) in (9.3) and 𝑢3 in (9.4) on the space–time
domains 𝑄𝑇 = (0, 1) × (0, 1) and 𝑄𝑇 = (0, 1) × (0, 0.1), respectively. In Figures 9.10–9.12, we
show the decay of the errors in (9.1) and of the five terms appearing in the error indicator under
uniform mesh refinements, starting with Cartesian meshes with ℎ𝑥 = 10ℎ𝑡 = 0.1 (for the test
case 2) and ℎ𝑥 = ℎ𝑡 = 0.1 (for the test case 3). In all cases, the effectivity indices shown on the
left panels tend to constant values, which suggests that the error indicator (9.7) is efficient and
reliable with respect to the error E𝑌 also for singular solutions.

For the test case 2, the errors E𝑌 and E𝑁 decay with orders O(𝑁− 1
2 (𝛼+

1
2 )

𝐷𝑜𝐹𝑠
) and O(𝑁− 1

2 (𝛼−
1
2 )

𝐷𝑜𝐹𝑠
),

respectively; see Figures 9.10 and 9.11. The error indicator [ decays with the same order as that
of the error E𝑌 , while it it not reliable with respect to the error E𝑁 .
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Figure 9.9 The test case 1 with exact solution 𝑢1 in (9.2). Left panel: Effectivity index. Right
panel: Comparison of the errors in (9.1) with the terms appearing in the error indicator (9.7)
for 𝑝 = 1.

For the test case 3, the error indicator [ and all the errors in (9.1) decay with the same order,
namely O(𝑁− 𝑠2

𝐷𝑜𝐹𝑠
) with 𝑠 = 1

4 , see Figure 9.12. This is in agreement with the regularity of the
exact solution 𝑢3 which belongs to 𝐻𝑠 (0, 1;𝐻1

0 (0, 1)).
In summary, the above experiments seem to indicate that the error indicator [ is reliable and

efficient for the error E𝑌 but not for the error E𝑁 .
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Figure 9.10 The test case 2 with exact solution 𝑢2 in (9.3) and 𝛼 = 0.55. Left panel: Effectivity
index. Right panel: Comparison of the errors in (9.1) with the terms appearing in the error
indicator (9.7) for 𝑝 = 2

.

9.6.2 Adaptive mesh refinements

We test the performance of method (8.10) under adaptive mesh refinements as described in (9.5).
We consider the test cases 2 and 3 with exact solutions 𝑢2 (𝛼 = 0.55) in (9.3) and 𝑢3 in (9.4),
respectively. The marking step is dictated by the error indicator in (9.7).

In order to compare our results with those obtained with an adaptive procedure for the
continuous FEM (7.15), we recall the residual-type error indicator introduced in [94, 95]:
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Figure 9.11 The test case 2 with exact solution 𝑢2 in (9.3) and 𝛼 = 0.75. Left panel: Effectivity
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indicator (9.7) for 𝑝 = 2
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Figure 9.12 The test case 3 with exact solution 𝑢3 in (9.4). Left panel: Effectivity index. Right
panel: Comparison of the errors in (9.1) with the terms appearing in the error indicator (9.7)
for 𝑝 = 2.

˜︁[2 :=
2∑︂
𝑖=1

˜︁[2
𝑖 , ˜︁[2

𝑖 =
∑︂
K∈Tℎ

˜︁[2
K,𝑖,

˜︁[2
K,1 :=

ℎ2
K
𝑝2 ∥ 𝑓 + _Δx˜︁𝑢ℎ − 𝑐𝐻𝜕𝑡˜︁𝑢ℎ∥2

𝐿2 (K) , ˜︁[2
K,2 :=

1
2

∑︂
𝐹∈F time

K

ℎ𝐹

𝑝
∥_ ⟦∇x˜︁𝑢ℎ⟧∥2

𝐿2 (𝐹) .

(9.9)

For the VEM, we start with a mesh with 1 element; for the continuous FEM, we start with a
structured simplicial mesh with 2 elements.

In Figure 9.13, we show the errors of both methods under uniform and adaptive mesh
refinements for the test case 2 with 𝛼 = 0.55. Uniform and adaptive mesh refinements for the
VEM in (8.10) lead to higher convergence rates that those for the continuous FEM in (7.15).
For the Dörfler marking strategy, we set \ = 0.99 for the VEM and \ = 0.9 for the FEM.
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Figure 9.13 The test case 2 with exact solution 𝑢2 in (9.3) and𝛼 = 0.55. Left panel: Error ˜︁E𝑌 for
the continuous FEM with 𝑝 = 2 under uniform and adaptive mesh refinements, with convergence
rates of approximately O(𝑁−0.28

𝐷𝑜𝐹𝑠
) and O(𝑁−0.40

𝐷𝑜𝐹𝑠
), respectively. Central panel: Error E𝑌 for

the VEM with 𝑝 = 2 under uniform and adaptive mesh refinements, with convergence rates of
approximately O(𝑁−0.52

𝐷𝑜𝐹𝑠
) and O(𝑁−1

𝐷𝑜𝐹𝑠
), respectively. Right panel: The effectivity index for

the adaptive VEM.

In Figure 9.14, we show the𝑌 -type errors for both methods under uniform and adaptive mesh
refinements with Dörfler marking parameter \ = 0.9 for the test case 3 and 𝑝 = 1. The adaptive
procedure for the VEM (8.10) leads to higher convergence rates compared to those obtained for
uniform refinements. For the continuous FEM (7.15), although the adaptive procedure produces
meshes that are refined towards the lower corners as in Figure 9.16 (right panels), the error ˜︁E𝑌
does not converge to zero.
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Figure 9.14 The test case 3 with exact solution 𝑢3 in (9.4). Left panel: Error ˜︁E𝑌 for the continu-
ous finite element with 𝑝 = 1 under uniform and adaptive refinements. Central panel: Error E𝑌
for the VEM with 𝑝 = 1 under uniform and adaptive mesh refinements, with convergence rates
of approximately O(𝑁−0.13

𝐷𝑜𝐹𝑠
) and O(𝑁−0.33

𝐷𝑜𝐹𝑠
), respectively. Right panel: The effectivity index

for the adaptive VEM.

In Figures 9.15 and 9.16, we plot some meshes for the test cases with exact solutions 𝑢2
(𝛼 = 0.55) and 𝑢3, respectively, produced by the adaptive procedure driven by the VEM error
indicator in (9.7) and the continuous FEM error indicator in (9.9).

Next, in Tables 9.1 and 9.2, we focus on the adaptive mesh refinements driven by the
VEM error indicator in (9.7) and report the number of time-slabs and “reference elements”
as in Sections 9.3 and 9.4 for some adaptively generated meshes. The time-slab and the
element-topology strategies allow us to speed up considerably the assembly and solve time of
method (8.10).
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(d) FEM (mesh 10)

Figure 9.15 Meshes generated by the adaptive schemes driven by the VEM error indicator [
in (9.7) (left panel) and the continuous FEM error indicator ˜︁[ (right panel) for the test case with
exact solutions 𝑢2 (𝛼 = 0.55) in (9.3).

Mesh Number of reference elements Total number of elements Number of time-slabs
𝑚2 1 4 2
𝑚4 1 52 5
𝑚6 16 265 10
𝑚8 19 1189 21
𝑚10 24 5110 45
𝑚12 24 21883 103

Table 9.1 Performance of flagging strategies for the test case 2 with 𝛼 = 0.55 and 𝑝 = 2. The
corresponding errors E𝑌 are shown in Figure 9.13.
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Figure 9.16 Meshes generated by the adaptive schemes driven by the VEM error indicator [
in (9.7) (left panel) and the continuous FEM error indicator ˜︁[ in (9.9) (right panel) for the test
case with exact solutions 𝑢3 in (9.4).

Mesh Number of reference elements Total number of elements Number of time-slabs
𝑚2 1 4 2
𝑚4 3 22 4
𝑚6 9 91 5
𝑚8 21 361 9
𝑚10 33 1204 13
𝑚12 35 3493 21

Table 9.2 Performance of flagging strategies for the test case 3 with 𝑝 = 1. The corresponding
errors E𝑌 are shown in Figure 9.14.
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