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Introduction

With non-classical light, one generally means states of radiation that can’t
be described by classical electromagnetic theory. Into this definition are in-
cluded Fock states, i.e. states with a well defined number of photons, whose
most common examples are represented by single photons or entangled photon
pairs. Such kind of states can be considered as suitable objects to implement
quantum technologies, including application fields such as quantum comput-
ing, quantum imaging, quantum metrology and quantum secure communica-
tion [1, 2, 3]. In the last decades, in fact, quantum technologies experienced a
strong demand, in particular for quantum information processing (QIP) appli-
cations [4]. The motivations can be found in the fact that we are living in the
era of big data, where a tremendous growth in the amount of data to be pro-
cessed and transmitted every day requires the development of new strategies,
among which quantum technologies seem to constitute a leading approach.
It has been theoretically and experimentally shown that quantum mechanical
effects, such as superposition and entanglement, can be exploited to signifi-
cantly increase the computational capability with respect to that of classical
machines [5, 6, 2, 7]. From another point of view, qubit-based communication
involving cryptographic protocols could allow for total secure transmission of
information [8, 9, 10].

The fundamental building block of quantum technologies is the qubit, i.e.
the quantum analogous of the classical bit, which can assume a value given
by any linear combination of two states constituting the basis, instead of only
two possible values, as in the classic case [11]. Many objects can be used
to realize qubits, like trapped atoms and ions, nuclear spins, quantum dots,
superconducting materials. However, there are many reasons for which pho-
tons are considered as a very promising road, and in some cases perhaps the
best candidate, for the implementation of quantum technologies. Among the
multiplicity of advantages associated with photons, one can identify speed,
low noise, low losses in optical fibers, and ease of manipulation for the imple-
mentation of quantum gates. For instance, if we consider the case of secure
communication, photons can be used for the transmission of totally secure
qubit-encoded information travelling via a public channel, exploiting the al-
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0. Introduction

ready existing fiber optics infrastructure, allowing for high-speed secure data
transfer all over the world. On the other hand, the development of devices
based on hybrid photonic-electronic circuits, enabling the implementation of
optical interconnections between internal components of a computing machine,
could be indeed a solution to the problem of slow electrical interconnections,
which at the moment is considered to be a bottleneck for the increase of compu-
tational speed. Most importantly, single photons offer many different degrees
of freedom for qubit encoding, such as polarization, phase and path [11].

As demonstrated by the crucial work by Knill et al. in 2001, the imple-
mentation of quantum technologies requires the development of three types of
components, that are necessary for a complete integrated quantum photonic
platform: photon sources, linear optical elements (such as beam splitters, fil-
ters and modulators) and detectors [12].

For instance, one would need efficient single-photon sources, that must
generate photons on-demand: this can be obtained from deterministic atomic-
like sources, or alternatively exploiting probabilistic emission of photon pairs,
where an almost deterministic behaviour can be achieved with the practice of
heralding, i.e. using one photon of the pair to announce the presence of the
other one [13]. The category of deterministic sources mainly includes single
atoms or molecules [14], semiconductor-based quantum dots [15, 16, 17, 18, 19],
and various kinds of optically-active defects in diamond [20, 21, 22, 23]. The
category of heralded sources was historically realized by means of photon pairs
emitted by nonlinear crystals, subjected to optical pumping with intense lasers
[24]. More recently, integrated sources of heralded single photons have been
achieved both in periodically poled waveguides and in semiconductor-based
devices [25].

Another kind of non-classical states of light that finds many applications
for quantum technologies is that of entangled photon pairs, where the degree
of correlation among photons constituting the couple cannot be described by
any deterministic theory. Integrated sources of entangled photons have been
demonstrated, exploiting the photon pair emission from bi-exciton cascade
emission in quantum dots [26, 27] or by parametric processes in nonlinear
waveguides [28, 29, 30, 31, 32].

In order to bring quantum technologies from laboratories to real appli-
cations, they need to be characterized by compactness, scalability, robust-
ness, and the potential for integration with electronics components. Silicon
photonics constitutes a promising way to satisfy all the above mentioned re-
quirements, associated to complementary metal-oxide-semiconductor (CMOS)-
compatibility, meaning that photonic devices could be realized exploiting an
already well established technology [33, 34]. In this perspective, there is the
need to develop integrated photonic devices where photons can be generated,
manipulated, processed, and in the end detected, in the philosophy of the so
called lab-on-a-chip. Fabs are playing a crucial role in the development of sili-
con photonics integrated devices, since they give access to their users to already
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existing infrastructures to realize CMOS compatible devices at a relatively low
cost. Some of the experiments that will be reported in this thesis (in chapters 4
and 5) have been realized by OpSIS, a fab arisen from a collaboration between
the University of Delaware and Institute of Microelectronics (IME) A-STAR
in Singapore [35, 36]. This thesis finds its motivations and applications in this
environment, focusing in the branch of integrated photon sources and on linear
optical elements that can be used to manipulate light on-chip.

Silicon integrated waveguides can be realized out of silicon-on-insulator
(SOI) platform, constituted by a silicon 220-nm thick guiding layer on top of
a silica insulating layer, by means of litography and etching techniques that
allow to pattern the top silicon guiding layer. In this way, light at telecom
wavelengths can be guided in silicon wire waveguides having cross-sections be-
low 1 µm2, exploiting total internal refraction (TIR) mechanism thanks to the
high refractive index contrast between silicon and silica. The SOI platform can
be used as a basis to realize many linear and nonlinear optical components,
such as beam splitters, filters, modulators. In particular, in this thesis we will
explore the capabilities of silicon integrated microrings, which are constituted
by a channel waveguide closed back onto itself to form a circular resonator,
where light propagates always in the same direction [37]. According to their
configuration, microrings can be used as modulators, filters, sensors or even
photon sources [38, 39]. In fact, the field enhancement that can be achieved
in microring resonators, thanks to high quality factors (typically on the or-
der of some 104 [40, 41]) nonlinear parametric processes can be amplified and
efficiently exploited to generate photon pairs. Since silicon, being a centro-
symmetric material, has a vanishing second order nonlinear optical suscepti-
bility, the third-order nonlinearity can be exploited to generate photon pairs,
through the effect of four-wave mixing [42, 43]. While this effect has already
been observed in optical fibers [44] and wire waveguides [28, 45], the small
footprint (tens of µm2) and field enhancement achieved in microrings make
them an efficient and compact source of photon pairs [46, 47, 41]. Recently,
they have been also demonstrated to efficiently generate correlated and time-
energy entangled photon pairs [48, 49].

More generally, in the works that will be reported in this thesis we will
explore some properties and possible uses of silicon microring resonators ex-
ploiting the enhancement of four-wave mixing for low power generation of
photon pairs.

The first chapter will be dedicated to the contextualization of te thesis
and to an overview of the technological needs that constitute the basis of
its motivation. An introduction to quantum information technologies will be
given, explaining the reasons for which non-classical states of light, represented
by photons, are a suitable tool for their implementation. Different kind of
sources of non-classical states of light will be described, focusing on different
strategies to generate single photons, or pairs of photons that can be entangled
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0. Introduction

in different degrees of freedom, starting from more traditional kind of sources
to the most recent ones based on integrated devices.

In the second chapter we will enter more in the core of the thesis, ap-
proaching the field of silicon photonics. After an introduction to some of the
optical components that can be integrated on silicon chip, the attention will
be focused on silicon microring resonators, that can be considered as a con-
ducting wire through the all thesis. Their working principle will be described,
as well as their figures of merit and main applications, ranging from biosensing
and filtering to active modulation of optical signals. In the final section of
second chapter it will be explained how effects based on third-order nonlinear
susceptibility, and in particular four-wave mixing, can be enhanced in silicon
microring resonators, making them a suitable instrument for the generation of
non-classical states of light.

Then, in the third chapter we will report on measurements of four-wave
mixing on porous silicon integrated microring resonators. Such devices, in
fact, have been recently demonstrated to reach high Q factors that could al-
low to enhance and thus to observe the nonlinear effect at low pump power.
The reported experiment is the first case in literature of four-wave mixing
enhancement in a porous silicon integrated microresonators.

In chapter 4 we will illustrate two experiments involving silicon chips based
on SOI architecture, with the purpose to demonstrate that correlated photon
pairs, generated by four-wave mixing in silicon microrings, can be completely
filtered on-chip, and that they can be separated and routed to different outputs
of the device. To suppress the pump laser, which is much more intense of the
generated signals, an extinction of more than 100 dB [41] is needed, in a narrow
bandwidth and with low insertion losses. To achieve it, we employed integrated
distributed Bragg reflectors and tunable add-drop filters. To this purpose, in
a first experiment it will be demonstrated that in principle it is possible to
completely reject the pump laser on a single chip. In a second experiment, we
will report about time-correlation measurement between photon pairs which
are generated on-chip, and that are sent to a second identical chip where they
can be completely filtered and routed to different outputs by means of add-drop
filters, without the need of any off-chip filtering.

Microrings can be used to generate also non-correlated photons: in fact
it has been theoretically predicted [50] that spontaneous FWM in microrings
can be used to generate correlated photons whose energy correlation can be
controlled by changing the coherence time of the pump. This will be exper-
imentally demonstrated in chapter 5, where we report the development of a
method to determine the joint spectral density, to gain information about the
quantum state of the generated photon pairs, with unprecedented resolution
and much faster measurements than with state-of-the-art techniques.

Chapters 3, 4 and 5 will be structured in the following way: after a more
detailed introduction, a description of the samples and their fabrication tech-
niques will be given, followed by the characterization of the samples. Then,
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the experiment will be described and the results of the measurements will be
reported and discussed.

The works reported in this thesis have been already published by peer
reviewed papers of which the author of this thesis is a co-author, thus the
references to the considered papers could be sometimes omitted. For this
reason, we specify now that the results of joint spectral density measurements
on photon pairs generated in silicon microring resonators (chapter 5) have been
reported in a paper published by Scientific Reports in 2016 [51]. The four wave-
mixing measurement in porous silicon microrings, reported in chapter 3, has
been published by Applied Physics Letters in 2016 [52]. Finally, all the results
reported in chapter 4 about the on-chip filtering and routing of correlated
photons can be found on a paper published by Physical Review X in 2014 [53].

The author took part in the development of the experimental set-ups, the
characterization of the samples and all the measurements that are reported in
this thesis. The author has been also involved in the fabrication and charac-
terization of porous silicon waveguides, reported in chapter 3, which has been
carried out in the laboratories of Electrical Engineering and Computer Science
at Vanderbilt University (Nashville, TN, USA).
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Chapter 1
Sources of non-classical states of
light

This introductory chapter intends to frame this thesis into the dynamic
and prolific context of sources of nonclassical states of light, and in particular
the ones realized with integrated silicon photonics. To do this, we will give
the motivations for our work, starting from the technological need of quantum
technologies, in particular for quantum computation and quantum communi-
cation. We will define the properties of ideal sources of non-classical state of
light, focusing on single photons and entangled photon pairs. In these sections
we will also give an overview of the main results that have been achieved up
to now, trying to underline the strength and the weakness of different kinds of
sources.

Before starting, we specify what we mean by non-classical light, that can
be defined as light with nonclassical noise. It includes for instance Fock states
with a definite photon number, entangled states, squeezed states. We refer
to [11] for an overall more detailed treatment, while here we focus on single
photons and photon pairs, explaing why they are so appealing for quantum
technologies, in particular in the field of quantum communication and quantum
computation.

1.1 Need of photonic quantum technologies

During the last decades, the research of single photons sources has expe-
rienced a rapid growth due to the pressing technological demand of quantum
information science. In fact, quantum technology is promising to bring im-
provements in disparate fields, such as quantum metrology, that allows to
measure quantities with unprecedented precision, or quantum litography, a
tool necessary to realize microscopic devices beyond the diffraction limit. Some
interesting applications, that we will analyse more in detail, are quantum cryp-
tography, allowing perfectly secure communication, and quantum computing,
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1. Sources of non-classical states of light

identified as a promising route to reduce the required computational resources
to achieve certain tasks, as well as to solve problems that would be impossible
for a classical machine. In order to efficiently implement information science,
we need the development of scalable, reliable and relatively cheap quantum-
based circuits that could be mass-producted. The use of photons as qubits is
considered to be a leading approach to implement quantum information, be-
cause of their high-speed transmission and compatibility with classical photonic
technology, together with other reasons, as will be discussed later. A whole
optical quantum circuit would need as basic components: photon sources, pho-
ton manipulators, i.e. some objects that are able to perform operations among
photons, and single-photon detectors. A complete analysis of all the parts of
an integrated quantum circuit goes beyond the purposes of this thesis, so we
won’t enter into all the details of the components, while we intend to focus
more on the integrated sources.

1.1.1 Quantum computation

Until 2001 it was a common belief that in order to process quantum informa-
tion one needs to face with non-linear interactions among single photons, that
happen with very low probabilities. The seminal work by Knill, Laflamme and
Milburn (KLM) proposed a model to implement quantum computation with
linear optic components[12], needing just single photon sources, linear optical
circuits and photon detectors. Their scheme, also known as KLM, allowed to
deal with interaction among photons exploiting the intrinsic nonlinearity of
the detectors, and triggered several experimental demonstrations of quantum
processing, starting from the first basic operations to some more complex ones.
(cit)

To explain the importance of quantum information science, we start from
its basic features. While in classical information the bit is a variable that can
assume two distinct logic values, (0 and 1) the quantum bit of information,
known as qubit, can assume an infinity of values. It typically consists of the
state of a two-level quantum system, that can be described by the superposition
of two states |0〉 and |1〉, as represented by

α|0〉+ β|1〉. (1.1)

The states |0〉 and |1〉 are orthogonal and constitute a basis that can be
used to build a two-dimensional Hilbert space, also known in this field as
computational basis. If one measures the quantum system, |α|2 and |β|2 are the
probabilities of finding it in the state |0〉 or |1〉, respectively. The probabilities
are normalized, thus relation |α|2 + |β|2 holds, allowing one to rewrite the
two-level qubit state in the form:

|ψ〉 = cos
θ

2
|0〉+ eiφsin

θ

2
|1〉 (1.2)
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1.1. Need of photonic quantum technologies

Figure 1.1: Bloch sphere: the two qubits states are the poles of the sphere, the
point ψ on its surface represents a pure state as the one defined in eq. (1.2).

where θ and φ can assume values 0 < θ < π and 0 < φ < 2π. The state
shown in (1.1) or (1.2) is called a pure state and can be represented by a single
vector in the Hilbert space. However, not all the states are pure and the system
can be found in a mixed state, that can be described introducing the density
matrix

ρ =
∑
i

Pi|ψi〉〈ψi|. (1.3)

The pure state can be found in the particular case of Pi = 1, where ρ = ρ2

and Tr(ρ2) = 1. More generally, for a mixed state the trace will be Tr(ρ2) < 1 .
To give a more intuitive picture of this system we introduce the Bloch sphere,
represented in Fig.1.1. Here the two states constituting the computational
basis are the two poles of the sphere. When the involved states are photon
states, one usually refers to it as Poincaré sphere. A pure state, as the one
shown in equation (1.2), lies on the surface of the sphere, while a mixed state
will be a point inside the sphere. A more complete treatment of pure and
mixed quantum states can be found in [11, 5].

Once we have the quantum analogous of a classical bit, we need also logic
gates that can perform operations among the qubits. In particular, the C-NOT
(or controlled-not) gate, which is the quantum counterpart of the classical XOR
gate, takes on a great importance in this field. In fact, while other quantum
gates, as Hadamard and Pauli gates, involve single qubits, C-NOT is a highly-
entangling two-qubits gate, that where the interaction between qubits [54] is
needed. To explain the operation performed by C-NOT gate, let’s consider two
qubits T and C, where T is the target and C is the controlling qubit. When C
is in the |0〉 state, the state of T is conserved, while if C is in the |1〉 state, the
state of T flips, regardless of its initial state. This behaviour can be described
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1. Sources of non-classical states of light

with the following matrix:

C-NOT :


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 (1.4)

While single-qubit gates are relatively simple to realize, since they only
need to manipulate a single qubit, the interaction required by C-NOT gate
is nontrivial, and in the meanwhile essential to build a complete quantum
computing machine [54]. The first all-optical C-NOT gate was experimentally
demonstrated in 2003 by O’Brien et al. [55]. It is worthwhile to mention
the realization of a C-NOT gate in integrated quantum circuit by Politi et
al. in 2008 [56], using a silica-on-silicon chip with waveguides and directional
couplers.

Another example of quantum computation is represented by boson sam-
pling. It can be considered as an intermediate quantum computation system,
where it is estimated that with about 20 single photons one could solve com-
plicated tasks that are hardly solvable for classical computers [54]. Sampling
became a hot topic in quantum computation as soon as Aaronson and Arkhipov
in 2010 showed that the operation of a passive linear optics interferometer, with
single photons as inputs, cannot be simulated by a classical computer [7]. In
fact, if one wanted to sample the output distribution of such a circuit utiliz-
ing photon-counting detectors, the prediction of the output would require to
a classical machine exponentially growing resources and time. This problem,
known as the boson-sampling problem, is exhaustively treated in a review by
Gard et al. [54], while we refer to [57, 58, 59] for some recent examples of
integrated circuits performing boson sampling.

An efficient implementation of quantum computation, in which quantum
objects are used for logic operations, would bring to a drastic increase of com-
putational capability and would also allow to solve certain problems that could
not be solved easily with classical computation. Gard et al. in reference [54]
clearly identified three types of problems in which quantum computation over-
comes the classical one:

� Shor’s algorithm can be considered as the first algorithm exploiting the
potential of quantum computing. It makes use of the quantum Fourier
transform to factorize the product of two prime numbers with a speed
that is exponentially higher than any method based on classical com-
putation. In fact, given 2n numbers, a classical fast Fourier transform
would require a number of operations that increases as n2n, while in a
quantum machine it would increase as n2, thus polynomially instead of
exponentially [5, 4].

� quantum search algorithms, among which Grover algorithm [6] is
probably the most famous, exploits superposition principle to speed up
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1.1. Need of photonic quantum technologies

search. If one wants to find a specific element into an unstructured
database of n elements, with a classical machine the computational com-
plexity increases with n, involving O(n) operations, while a quantum
search would require instead O(

√
n) operations!

� quantum simulation: the use of qubits could allow to perform accurate
simulations of quantum system. While the computational time required
by a simulation of N quantum elements would increase exponentially for
a classical machine, it would increase linearly using a quantum machine!
One interesting example is represented by quantum walk: for instance,
classical machines are not able to solve a quantum walk for more than
one indistinguishable particle. In 2010 the quantum walk of two entan-
gled photons was demonstrated by [60] in a quantum SiOxNy (silicon
oxynitride) waveguides, providing a potentially new prototype of quan-
tum simulator. A more detailed overview on quantum simulations can
be found in [61].

As can be found in literature, a lot of different physical systems are being
studied for the implementation of quantum computing, among which photons
are particularly promising for some reasons that will be summarized in sec-
tion 1.1.3. Whether one wants to use a full linear optical quantum computer
(LOQC) or an intermediate quantum system like boson sampling, the use of
photons in order to realize optical quantum computing needs the development
of integrated quantum circuits, for which elements to generate, manipulate and
detect photons are necessary [2].

1.1.2 Secure communication with quantum key distri-
bution

While for quantum computing different strategies are being explored, pho-
tons already seem to be the best solution for quantum communication and
cryptography.

The ability to generate qubits with a precise quantum state is essential for
cryptography, i.e. for having the ability to share an information in a secure
way. One of the basis of quantum cryptography consists of the no-cloning
theorem, according to which a quantum state cannot be identically reproduced
[8]: exploiting this property a qubit-encoded information can enable totally
secure communication protocols.

Typically, the simplest example of secure communication involves two par-
ties, named Alice and Bob, that want to share a secret message via a public
channel, and an eavesdropper, referred to as Eve, that does its best to in-
tercept the message without being noticed. One speaks about encryption, in
particular, when the information is encrypted and sent together with a crypto-
graphic key, which can be used to crypt and decrypt the message. In quantum
communication systems, the quantum properties of the qubit are exploited for
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Figure 1.2: Schematic representation of the possible cases for Alice and Bob
to send and detect the polarized photons that will be used to share the key in
the BB84 protocol, as explained in the main text.

transmitting only the key, which is much easier than doing it for the whole
message. One usually refers more precisely to this method as quantum key
distribution (QKD), instead of the more generic term quantum cryptography.

BB84 protocol

The BB84 protocol, from Bennett and Brassard [9] is the first QKD proto-
col, and probably the most famous. The original idea was to exploit quantum
discrete variables, like polarization of photons, so we will refer to this example
for simplicity, keeping in mind that it could be implemented with any pair of
conjugate properties of a quantum object. In this protocol, when Alice wants
to send a bit to Bob, she can choose at random one out of two bases: one with
horizontal |0◦〉 or vertical |90◦〉 polarization and the other one with diagonal
(| − 45◦〉 or| + 45◦〉) polarization, resulting in four possible states in total, as
represented in Fig. 1.2. When Bob gets the message, he has to choose (ran-
domly also in this case) one of the two bases to measure it, but every time
that its basis is different from the one used by Alice, their results will be un-
correlated. Therefore, they have to perform an error correction via a public
channel, where Alice declares which basis she used to send each qubit, while
Bob declares the basis used to measure it so that they can discard the qubits
for which they used different bases. Finally, they keep the bits for which they
used the same basis to build the so called sifted key. Alice and Bob already
know that with this method they have to discard about 50% of the key.

The security of QKD relies in the impossibility to measure a quantum state
without perturbing it, and to the mentioned no-cloning theorem. This is one
of the most exclusive features of quantum information, since it gives to Alice
and Bob the ability to find any eavesdropper trying to detect the key. Let’s
consider for example a simple eavesdropping strategy, called intercept-resend,
in which Eve tries to intercept the message from Alice and to resend it to
Bob. Eve can measure the polarization state of the photon in one of the two
basis, in the same way that Bob would do, and sends a new one in the same
state obtained in her measurement. The probability that Eve, when resending
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1.1. Need of photonic quantum technologies

the photon, uses the same basis of Alice, is about 50%, thus she is able to
successfully get half of the information. In this case, when Alice and Bob are
comparing the key and discarding the bits for which they used a different basis,
they will notice that for more than 50% of the states measured by Bob are not
compatible with the basis declared by Alice. In this way, with the assumption
that Eve is intercepting and resending all the bits, there will still be a 25% of
error in the sifted key, in the sense that Bob measures a polarization state that
is not compatible with the basis declared by Alice, and so they can know that
the channel is not secure.

While the described protocol needs single photon sources, a variation of the
BB84 scheme developed by Ekert in 1991, entanglement-based QKD source
[10]. This makes not only single photons, but also entangled photon pairs,
suitable objects for the implementation of secure quantum communication.
Moreover, the use of entangled photons could provide several advantages: in
fact, it could prevent unintended information leakage, and using one photon
of the pair to enable the detector to reveal the other photon, could lead to a
reduction of the noise [1].

QKD sysyems are already commercially available, but in order to include
them in a large-scale secure communication network, one needs them to be
cheap, scalable and integrated [62]. Current systems make use of attenuated
lasers as sources, whose main drawback consists of limited working distance
[3]. Amplifiers and repeaters constitute just a faulty solution, since the impos-
sibility to clone a quantum state translates into intrinsic high losses from the
repeaters.

1.1.3 The reasons for integrated photon sources

There are several reasons for which photons are probably the most promis-
ing candidates to implement quantum information processing.

While for quantum computing also other routes are being widely inves-
tigated, as trapped atoms or ions, nuclear spins, quantum dots, supercon-
ducting systems or electron spins in semiconductors [63], photons appear to
be the most promising choice in the field of quantum communication. First
of all, they are characterized by long coherence time at room temperature,
which makes them optimal vectors for long-distance quantum communication.
From a more utilitarian point of view, photons could travel through an already
existing infrastructure, exploiting the worldwide optical fiber network for high-
speed transmission of data. An advantage both for quantum communication
and computation, consists of the possibility to manipulate photons with com-
plementary metal-oxide-semiconductor (CMOS) compatible photonic devices.
This is essential if one wants scalability, low cost, fast manufacturing and pos-
sibility of mass production, as will be discussed in more detail in chapter 2.
However, one of the strongest motivation to use photons for the implementa-
tion of qubits is that they allow relatively easy access to quantum superposition
and entanglement. They can be used to encode qubits in many different de-
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1. Sources of non-classical states of light

grees of freedom deriving from different entangled properties of photons such
as polarization, time-energy, time bin, orbital angular momentum.

1.2 Single-photon sources

When we refer to ”source of non-classical state of light” we can mean a
huge variety of states. This includes, for instance, Fock states, i.e. states with
a precise number of photons, like single photons or photon pairs, or squeezed
states [11]. This thesis is intended to discuss in more detail the generation of
single photons and photon pairs that can be used for different applications,
but in particular for computing and communication. We will begin this sec-
tion giving a definition of single photon sources, together with some relevant
practical examples. Then, an important distinction between deterministic and
probabilistic single-photon sources will be discussed. Deterministic sources are
based on single emitters, that usually require the excitation and controlled
de-excitation of a system. Probabilistic sources are based on parametric pro-
cesses in nonlinear materials, where the emission of a pair of photons is not
directly controllable, and one must exploit the so called heralding to employ
them as single photon sources. We will also see that photon pairs can have dif-
ferent degrees of correlation: if they are indistinguishable they are considered
as good candidates for heralding, while if they are entangled one can exploit
the advantages brought by their correlation, for example in QKD application.

A single-photon source should be in principle deterministic, i.e. it must
emit a single photon every time that is requested. In particular, one wants a
high probability of emitting one photon P (n = 1) = 1, while the probability of
multiple emission should be as low as possible, ideally equal to zero P (n > 1) =
0: this feature is commonly known as anti-bunching. Moreover, the repetition
rate should be high and controllable, and subsequently emitted photons should
be indistinguishable.

A key parameter to quantify how much single photons are anti-bunched is
the second order correlation function. It basically consists in the probability of
detecting two photons emitted with a relative time delay τ , as can be inferred
by its definition:

g(2)(τ) =
〈â†(t)â†(t+ τ)â(t+ τ)â(t)〉

〈â†(t)â(t)〉2
. (1.5)

where â and â† are the annihilation and creation operators. For an object
that can’t emit more than one photon at a time, the correlation function at
zero time delay will be g(2)(0) = 0, as in the case of single atoms. For anti-
bunched photons the inequality g(2)(τ) < g(2)(0) must hold, meaning that the
probability of detecting two photon at a time delay τ is always larger than the
probability of detecting them at the same time [11, 13]. For simplicity, we can
say that g(2)(0) is a good estimate of the single-photon purity of a source.
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From an operative point of view, g(2) can be determined with an Hanbury-
Brown and Twiss (HBT) experiment. Here, the photons emitted by the source
to be studied are sent to one input of a 50:50 beam splitter, whose outputs
are directed to two distinct photo-detectors, with a certain delay in each path
that can be electronically controlled [64]. What one expects from an ideal
single photon source is g(2)(0) = 0, however, the minimum value that can be
measured is always limited by the time response of the detectors.

Another distinctive property of ideal single-photons is the indistiguishabil-
ity. In fact, this property is required in order to achieve two-photon inter-
ference, which is at the heart of QIP implementation. In order to determine
the degree of undistinguishability among two photons, the Hong-Ou-Mandel
(HOM) measurement can be carried out. In this fundamental experiment, two
single photons are interfered on a 50:50 non-polarizing beam splitter, whose two
outputs are recorded by distinct single-photon detectors. HOM interferometer
can be seen as a variation of the already mentioned HBT, with the difference
that here the fields are incident on both inputs of the beam splitter as opposed
to just one. The working principle is based on the Hong-Ou-Mandel effect:
when two photons are sent to two inputs of a 50:50 beam splitter, as a con-
sequence of bosonic statistics for indistinguishable particles, they will always
leave through the same output port [65]. Thus, when counting the coincidences
between the two detectors, if the photons are fully indistinguishable, there will
be a dip in the coincidences at zero time delay, also known as Hong-Ou-Mandel
dip, due to the fact that both photons exited from one arm and none of them
from the other arm. The degree of indistinguishability that can be extracted
with a HOM interferometer is equal to the peak area of coincidence events
detected when two photons that were emitted consecutively meet on the beam
splitter [66]. Finally, an ideal source must have a strong brightness, but it is
not easy to be achieved both in deterministic and probabilistic source. Extrac-
tion efficiency becomes a strategic property, in fact when it is too low it can
reduce the intrinsic brightness of the source.

A very simple solution to approximate single-photon states is that of co-
herent states with an extremely low mean photon number. It can be easily
realized with modulated and attenuated semiconductor lasers, as explained in
reference [1]. However, besides the practical issue of integrating a laser source,
they are also typically characterized by a low generation rate.

1.2.1 ”Single-emitter” deterministic sources

A deterministic source can be described as a two-levels system in which,
starting from a prepared excited state, the de-excitation with emission of a
single photon on-demand happens after an external stimulus.

On the other hand, heralded single-photons can be obtained from proba-
bilistic sources, separating two photons of a couple, and using one of them as
an announcement for the other one. As a matter of fact, the difference between
deterministic and probabilistic sources is not so strict. In fact, even in a de-
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1. Sources of non-classical states of light

terministic source, losses have a probabilistic behaviour and cannot be totally
avoided: as a consequence, from a more operative point of view, deterministic
sources have a probabilistic-like behaviour due to losses [13].

An issue with single emitters consists of the difficulty in fabricating iden-
tical emitters. For this reason, they are not considered the best option to
generate indistinguishable photons. Moreover, single emitters typically suffer
from dephasing, and also of the emission at random spatial directions. These
issues can be drastically reduced confining the sources into resonant cavities,
as will be better explained in the next sections.

Trapped atoms

The most basic example of on-demand single-photon source is constituted
by trapped single atoms, but also trapped ions or molecules. The idea of excit-
ing an atom with a consequent de-excitation and emission of a single photon
seems straightforward, but its realization is not trivial. In fact, an individual
atom must be captured, for example with a magneto-optical trap, prepared in
an initial state and kept in a cavity where is excition and de-excition can be
controlled. With this method, qubits can be created exploiting atomic tran-
sitions, and logical operations can be performed with attenuated laser pulses.
This system is characterized by low noise level and by HOM interference with
high visibility, but its practical realization takes lot of efforts. In fact, capturing
the atom and preparing it in the initial state needs sophisticated experimen-
tal set-ups, making it not suitable for integration, and coherence length drops
down when increasing the size of the system. We refer to [14] for more details
on single atoms.

Quantum dots

Semiconductor quantum dots are being intensely studied as single photon
sources. They are interesting because of the possibility of fabrication with
self-assembling processes, of tunability in many degrees of freedom, and deter-
ministic single-photon emission obtained through transitions among atomic-
like discrete levels. In fact, a quantum dot is a nanometer-sized semiconductor
that behaves like an artificial atom: due to the quantum confinement effect,
it has discrete energy levels, with an energy gap higher than that of the bulk
semiconductor. In the simplest picture, when the dot is optically excited with
a radiation having sufficient energy, it can be absorbed by an electron and
an exciton, i.e. an atom-like electron-hole pair, is created. When the exciton
recombines radiatively, a single photon can be emitted. In particular, in core-
shell QD, an outer shell of a material with a wide bandgap is surrounding an
inner core semiconductor with a narrower band gap. In this way, the exter-
nal shell works like an antenna that absorbs a photon, while the core emits a
photon at lower energy.

In order to avoid multiple emissions one must have only one exciton at a
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time, which can be obtained maintaining a weak-excitation regime. However,
the processes in quantum dots are complicated by the possibility of other
radiative and non-radiative de-excitation processes that could deteriorate the
emission efficiency. In order to avoid that, when dealing with quantum dots,
much efforts are spent for the selective excitation of a single exciton, together
with a subsequent spectral filtering, in order to suppress any multiphoton
contributions. The emission rate can instead be stimulated by means of a
resonant excitation [67, 16, 20].

Since the first pioneering works, quantum dots for single-photons generation
are usually enclosed in resonators to better exploit their emission properties.
This is motivated with the well known Purcell effect, that consists in the
enhancement of the spontaneous emission from a quasi-monochromatic dipole
inside a cavity. In fact, the presence of the cavity selects the number of the
electromagnetic modes to which the dipole can couple [68]. The work by
Gérard et al. in 1998 is one of the pioneering works where this effect is exploited
in semiconductor-based optical microresonators [69].

A milestone in this field is represented by the demonstration of Hong-Ou-
Mandel interference from single photons emitted with quantum dots in pillar
microcavities, reported by Santori et al. in 2002 [67]. Single photon emission
from disparate kind of microcavities have been reported, among whih we men-
tion nanowires [17], micropillars [18], planar microcavities [70], and photonic
crystal cavities [19], struggling to reach better directionality and enhance the
extraction efficiency.

Matching a high brightness and high indistinguishability in QD single-
photon emitters is particularly challenging. In fact, in order to obtain a high
brightness the system needs a strong optical excitation, to which the creation of
carriers is associated. This leads to a dephasing with a consequrent reduction
of the indistinguishability. Very recently, it was possible to generate single pho-
tons on-demand with high indistinguishability and extraction efficiency [71].
In this promising work, Ding et al. reported an extraction efficiency of 66%,
single-photon purity of 99.1%, and photon indistinguishability of 98.5%.

Another breakthrough consists of the recent measurement of a fully on-
chip interference between photons emitted by distinct single quantum dots.
This result was achieved using single self-assembled InGaAs quantum dots on
suspended waveguides stimulated with an external laser. [72]

Very recently, also Somaschi et al. reported a near-optimal single photon
source, able to generate on-demand ultra-pure indistinguishable photons. [73]
This was achieved with resonantly excited InGaAs quantum dots in electrically
controlled cavities. One of the most noticeable points in this work consists
in the capability to combine strong indistinguishability with high brightness,
which is fact overcoming other sources of the same quality by more than one
order of magnitude. In fact, an HOM visibility of 99% comes together with
a brightness of 16%. However, it was pointed pointed out that even in the
best available solid state photon source, such reported brightness is referred to
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1. Sources of non-classical states of light

the collection at first lenses, while the absolute emission efficiency is actually
below 1% [74].

Another critical point about quantum dots is the dephasing, which has
been deeply analysed in reference [75], where time- and temperature-dependent
HOM experiments were used to gain information about the effects of dephasing
in the indistinguishability.

What is commonly considered to be the main drawback in this kind of
sources, however, is the need to work at low temperatures. In fact, in most of
the mentioned references the measurements were performed around 4K, there-
fore needing liquid helium to cool down the system [72, 73]. Low temperatures
in solid state sources are necessary to prevent thermal depopulation, and to
contrast Coulomb and phonon-induced scattering, in order to guarantee the
coherence that is required to generate single photons [66]. This is for sure a
limiting factor in the perspective of scalability and mass production.

Colour centres

A common strategy to try achieve room temperature operation involves
colour centres in diamonds as single-photon sources. Their energy structure
can generally be represented with a three-level system with a ground level |g〉,
an excited level |e〉 and one metastable state |s〉, also called shelving state,
that is thermally coupled to the excited state. The emission happens when the
system relaxes from state |e〉 to state |g〉, while it stops when the system is in
state |s〉. A shorter lifetime of the excited state reflects in a higher emission
rate of single photons, while a longer lifetime of the shelving state decreases
the emission rate, and can affect the statistic properties of emission, even
translating into bunched emission [13].

Here will be mentioned just a few examples among a huge variety of colour
centers, realized with different materials, that are able to provide photons with
tailorable wavelengths and linewidths. For a more complete view on diamond
nanophotonics we refer to [23].

One leading kind of colour center is constituted by nitrogen vacancies (NV),
formed by a nitrogen atom and a vacancy situated in adjacent lattice sites of
a diamond. Thanks to the coherence of the electron spin in the defect, the
emission from NV can provide highly-indistinguishable single photons. The
polarization of the emitted photon can also bring information about the elec-
tronic spin of the defect. In fact, the spin of the electron in the vacancy and
the polarization of the emitted photons were demonstrated to be entangled
quantities [76].

Using NV as single photon sources requires the collection of indistinguish-
able photons that are simultaneously emitted by different colour centers, thus
the indistinguishability can be greatly affected by collection efficiency. A so-
lution to this is given by nanophotonic devices, that allow one to tailor the
emission bandwidth and the lifetime, as well as to increase the collection ef-
ficiency. Babinec et al. in 2010 showed that the use of nanopillars could
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enhance the collection efficiency by one order of magnitude with respect to
bulk diamond. [20] A noticeable result that was achieved with NV centers as
single-photon sources is the recent loophole-free violation of Bell inequalities
over a distance of 1.3 kilometers [77] (for which we refer to section 1.3.1).

Another kind of colour centers worthwhile to be mentioned consists of sil-
icon vacancies (SiV). Their emission is characterized by a narrower linewidth
and shorter lifetime (around 1ns) with respect to NV at room temperature
[23], making them more suitable for applications in quantum communications.
They have high single-photon emission rate, as 6 million of counts/second have
been reported in [22].

One of the main disadvantages of colour centers is that they are not iden-
tical and not easily tunable [13]. Interference between two photons emitted
by remote NV in diamond have been measured: in such experiments, electric
fields were employed to induce Stark effect, in order to tune the optical tran-
sitions [21, 78]. Another huge disadvantage is given by the low coupling with
photonic structures [3], which indeed constitutes an obstacle to the realization
of integrated sources.

1.2.2 Probabilistic sources

A different approach is that of heralded single photons exploiting probabilis-
tic sources, where single photons are obtained from the separation of photon
pairs. The great interest in heralded photon sources finds its basis in the
seminal paper by Knill, Laflamme and Milburn, in which the realization of a
non-deterministic C-NOT gate was purposed. [12] In their scheme, in fact, the
required nonlinearity could be achieved using the extra herald photons, that
don’t take part in the computation, combined with the intrinsic nonlinearities
of the detectors.

The process of heralding involves one herald (or conditioning) photon, that
is the first to be revealed, and is used to announce the presence of the other
photon, namely the heralded. In principle, the heralded photon should be de-
terministically in the nonclassical Fock state with one photon [79]. In order
to experimentally proof that the heralded photon is in the Fock state with
n=1, a triple coincidence measurement has to performed. In fact, let’s con-
sider an experimental setup in which the photons are separated, and one of
them is sent to a detector, while the other one is sent to a Hanbury-Brown
Twiss (HBT) interferometer. Assuming that there are not multiple emissions,
when the conditioning photon has been detected, the probability of detecting
a coincidence event of the heralded photon on the two detectors at the outputs
of the HBT interferometer, is expected to be zero. In particular, the heralded
photon is said to be in a non-classical single-photon state if the normalized
triple coincidence rate is less than one [11].

Together with high single-photon purity, a heralded photon source needs
also a good preparation efficiency ηP (also known as heralding fidelity), that
can be defined as the probability that a heralded photon is output after be-
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ing previously announced. It can be extracted from experimental data of a
cohincidence measurement using the following equation:

ηP =
C − CA
NηD

(1.6)

where C is the peak coincidence count rate, CA is the accidentals count rate,
N is the conditioning-photon count rate, and ηD is the detection efficiency [80].

Heralding requires that the photons constituting the pair are emitted simul-
taneously, or with a known delay. For this reason, they are usually generated
exploiting parametric processes in nonlinear materials.

Parametric nonlinear effects: PDC an FWM

Two processes that are commonly used to generate heralded single photons
are Parametric Down-Conversion (PDC) and Four-Wave Mixing (FWM), that
take place in materials with nonlinear optical susceptibility of second- and
third-order respectively. While we refer to paragraph 2.3 for a more detailed
treatment of nonlinear susceptibility, here we intend to give a brief explanation,
necessary to introduce heralded single photon sources:

� PDC can happen in media with a non-vanishing second order nonlinear-
ity, and can be described as the ”splitting” of a pump photon at energy
ωp into two photons at energies ωi and ωs, namely idler and signal. The
process requires the conservation of energy and momentum, thus the
relations ωp = ωi + ωs and kp = ki + ks must hold.

� FWM process instead is due to the third-order nonlinearity of the ma-
terial. It consists of the interaction between four fields, and where two
incoming photons are converted into two photons at different energies.
If we consider the degenerate case, two pump photons at energy ωp are
annihilated and two signal and idler photons at energy ωi and ωs are
created. In this case, the conservation of energy and momentum are
2ωp = ωi + ωs and 2kp = ki + ks. This process is usually exploited in
materials with a vanishing second-order nonlinearity, as in the case of
silicon.

Spontaneous parametric down-conversion (SPDC) and spontaneous four-
wave mixing (SFWM) are both quantum effects, that find their classical coun-
terparts in the stimulated processes, PDC and FWM respectively, which ex-
ploit an additional signal field used to initiate the process. The presence of a
stimulus enhances the probability of emission with respect to the spontaneous
process, but at the same time results in unbalancing between signal and idler
intensities, thus making it not optimal for the generation of photon pairs. That
is the reason for which spontaneous processes will be considered from now on.

Furthermore, SPDC and SFWM can be used either as sources of heralded
single-photon or of entangled photon pairs, thanks to the high entanglement
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in energy and momentum that usually characterizes the generated photons,
resulting from the energy and momentum conservation constraints [81]. If the
detection of the conditioning photon doesn’t allow, for instance, to resolve the
spectral mode, the heralded photon will be left in a mixed state of all the
possible energies. The heralded photon however can be put in a highly-pure
state by properly filtering the conditioning photon and adjusting the length
of the nonlinear material, as suggested by Grice, U’Ren and Walmsley [24],
so that the detector responds only to a single mode. The price to be paid for
this filtering is the reduction of the rate at which heralded photons are emitted
[25].

Finally, before giving a review on the latest performances achieved with
parametric sources, we point out that one critical point resides in the prob-
abilistic nature itself, that can give rise to multiple emissions. In fact, the
output of a SPDC source can be described as

|ψ〉 =
√
a− |λ|2

∞∑
n=0

λn|n, n〉 (1.7)

where |n〉 is the Fock state with n photons and λ is the amount of down-
conversion [2]. The probability of creating n photon pairs is given by

p(n) = (1− |λ|2)|λ|2n (1.8)

that can lead to pair bunching, resulting in multiple emission. In order
to realize a probabilistic single photon source the parameter λ must be low,
otherwise multiple emission would affect the quality of the source. Indeed, one
of the main challenges in these sources consists of balancing a good generation
rate while keeping a low probability of multiphoton emission. It is estimated
that this can be achieved with a probability of generating a single pair around
10% [13]. To solve this problem there are some possible strategies, for instance
using photon-number-resolving detectors, or photon multiplexing in order to
increase only the single pair emission [82].

Bulk crystalline sources

The early heralded single photon source was obtained exploiting radiative
cascade from single atoms. The first realization was reported by Grangier,
Aspect and Roger in reference [83], where they exploited double radiative cas-
cade in calcium atoms, pushed by the will to demonstrate the violation of Bell
inequalities. Soon, several groups started to exploit parametric processes, in
particular SPDC in nonlinear birefringent crystals with strong second-order
susceptibility. Kwiat et al. in 1995 in fact could obtain SPDC from BBO
(beta-barium borate) crystal, pumped with a single mode Argon laser in the
ultraviolet range, with a power around 150 mW [84].

There is a huge variety of nonlinear crystals reported in literature, like KDP
and KTP (potassium di- and tri-phosphate), RbTiPO4, LiNbPO3, LiTaO3. We
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can cite as an example a work of 2009 in which a KDP 5mm-long crystal was
pumped with frequency doubled pulses deriving from a Ti:Sapphire laser at
600 mW [85]. Thus, it seems clear that the main disadvantages associated
with these sources is the large footprint and the need of high external pump
powers.

Another non-integrated source consists of photonic crystal fibers (PCF)
[80], where the fiber was pumped with a pulsed laser to generate photon pairs
by SFWM. They were able to reach a relatively good heralding fidelity with
respect to contemporary works, on the order of 52%, with a generation rate of
about 9 · 104 counts per second.

Integrated sources

The to-date most efficient parametric emitters are periodically-poled lithium
niobate (PPLN) waveguides, where the second order nonlinear susceptibility
of the material is exploited to get SPDC. The periodical poling in this kind of
waveguides is used to guarantee the conservation of momentum, as required by
PDC process. One of the seminal works exploiting this kind of source reported
a conversion efficiency of about 10−6, thus increasing by 4 orders of magni-
tude with respect to bulk crystals, where photon-pair interference visibilities
of 97% for energy-time entanglement and of 84% for time-bin entanglement
were demonstrated [86].

One example of integrated source of heralded photons exploited SFWM in
silica photonic chip, in order to take advantage of the low losses characteriz-
ing the material. A record heralding efficiency of 80% (considering also the
detector performance) was achieved, with a single photon purity of 0.86 and a
generation rate of 3.1 · 105 photons per second [58].

A different interesting source, reported by Davanço et al., consists of cou-
pled resonator optical waveguides (CROW) where an array of microrings it
used to enhance the SFWM effect by exploiting slow-light in silicon [25]. A
modulated diode laser was used to inject a power of 1.7mW in the CROW,
allowing to measure a g(2)(0) = 0.19 with a generation rate of 220kHz and a
CAR above 20.

An important improvement was triggered by Takesue et al. in 2010, when
they illustrated how the multi-photon emission could affect the measurement
of interference between heralded photons from different sources. In fact, the
probability of generating multiple pairs with a single pulse is proportional
to µ2, being µ is the mean pair-generation rate per pump pulse [87]. Thus
the probability of detecting interference between the heralded photons with
collection efficiencies η, becomes µ2η4

D. However, ηD that for an integrated
device is very low, typically around 10−2÷10−3 [82]. A solution to this issue was
purposed by Collins et al., exploiting spatial multiplexing of photons in silicon
photonic crystal waveguides (PhCW). In fact, they were able to increase the
single photon yield without affecting multiphoton generation, demonstrating
an overall increase in the heralded single-photon output up to 62.4% from
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an integrated C-MOS compatible device [82]. Taking advantage of the low
losses achieved with high quality laser-written components in hybrid photonic
integrated circuits, it was possible to produce a device exploiting SPDC in
PPLN waveguides [88], resulting in the generation of four heralded photons
that could be actively routed to the desired output thanks to fast fibre-based
switches.

1.3 Sources of entangled photons

This section will focus about entangled photon source, and we intend to
begin with a brief clarification. Many of the entangled sources that we could
refer to in this section have already been mentioned in section 1.2.2, talking
about heralded photon sources. In fact, as already stated, heralded single-
photons can be obtained from entangled photon pairs by properly setting some
experimental parameters to obtain indistinguishable photons. Photon pairs
generated with parametric processes can be used not only as pseudo-single-
photon source, on the contrary one could exploit the strong correlations due
to entanglement.

Since we still didn’t give a proper definition of entanglement, we dedicate
the first paragraph to that, introducing also Bell inequalities. At this point in
fact we need a definition of entanglement as a basic property of nonclassical
states of light, but at the same time we want to address the attention the
demonstrations of Bell inequalities, that constitutes one of the strongest stimuli
to the development of entangled photon sources. We start by saying that we
don’t intend to give an exhaustive treatment of Bell inequalities and loopholes,
while our purpose is to underline the importance of entangled photon source
in fundamental research, even for a better understanding of nature and of
quantum mechanics.

One of the features that make photons a suitable tool to implement QIP
consists in the possibility of encoding qubits with photon pairs that are en-
tangled in different degrees of freedom. For this reason, the section will be
dedicated to a description of different ways in which photons can be used for
qubit encoding: polarization, phase, including the case of time bin and energy-
time, and path. Finally, we will report on some significant result in the field
of integrated sources of entangled photons.

1.3.1 Bell inequalities

When we refer to entangled photons pairs, we indicate a bipartite system in
a pure state, where each individual particle is in an indefinite state quantum
correlated to the other one. If we consider two distinct systems A and B,
belonging to Hilbert spaces HA and HB respectively, the pure state of the
system can be expressed as:
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|ψ〉AB =
∑
ij

aij|i〉A|j〉B (1.9)

where |i〉 and |j〉 are complete basis for Hilbert spaces A and B, and the
coefficients must fulfill

∑
ij |aij|2. Here, a distinction has to be made between

separable states and entangled states. In a separable state the two sub-systems
are independent and can be expressed as the inner product of their individual
wavefunctions, as the state

|ψ〉AB = |ψ〉A ⊗ |ψ〉B (1.10)

belonging to the Hilbert space HA ⊗HB. If the bi-partite system can’t be
described by such a separable state, it is entangled. One of the most common
basis used to describe two entangled qubits that can assume states |0〉 or |1〉
is represented by the following Bell states:

|φ+〉 =
1√
2

(|00〉+ |11〉) (1.11)

|φ−〉 =
1√
2

(|00〉 − |11〉) (1.12)

|ψ+〉 =
1√
2

(|01〉+ |10〉) (1.13)

|ψ−〉 =
1√
2

(|01〉 − |10〉). (1.14)

Entangled systems were at the heart of the famous paradox described by Ein-
stein, Podolsky and Rosen in 1935 [89], in which they intended to prove the
incompleteness of quantum mechanics as an instrument to describe physical re-
ality. In fact, they argued that quantum mechanics, denying the possibility to
predict events by assigning values for properties of individual particles, could
not be used to describe our reality. In their historical work, they considered
two conjugated variables A and B of two distinct entangled particles. The fact
that they are conjugated implies that they are bound by Heisenberg’s uncer-
tainty principle. However, since they are entangled, a measurement of quantity
A implies the conjugated quantity B to become instantaneously undetermined,
regardless of the distance between the particles, which could be ideally put at
an infinite distance. This is in contrast with the definition of local theory,
where two events that are spatially-separated and influencing each other, they
will be separated by a time interval longer than the time it takes for light to
go from one point to the other. The described situation would have violated
special relativity constraints, thus they proposed an alternative solution: the
existence of hypothetical hidden variables, constrained by special relativity,
that should have granted the locality. According to their conclusion, this was
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the only solution compatible with reality as we know it, while a description of
reality given by quantum mechanics could not be complete.

In 1963, a turning point was established by J.S. Bell, with his mathematical
demonstration that a local hidden variable theory (LHV), as the one supported
by Einstein Podolski and Rosen, was actually not compatible with quantum
mechanics [90]. His formulation of LHV led to the so called Bell inequalities,
that are violated by the predictions of quantum mechanics. A simpler refor-
mulation of these inequalities was given by Clauser, Horne, Shimony and Holt
(CHSH)[91].

The first experimental work that demonstrated a violation of Bell inequal-
ities was carried out by Alain Aspect in 1981 [92], paving the way to a lot
of other research groups. However, such experiments require to make some
assumptions that open the so called loopholes. In fact, from a practical point
of view, a measurement of the violation of Bell inequalities implies that either
local realism is false, or that the assumptions made about the experiment are
not correct. Let’s consider our quantum communication characters Alice and
Bob to define the main loopholes, each one bounded to a requirement of Bell’s
test:

� locality: Alice and Bob must have the so called spacelike separation,
meaning that their distance must be large enough that an hypothetical
local hidden variable can’t cause the choice made by Alice to influence
Bob’s measurement.

� detection, or fair sampling, loophole, which consists in the assumption
that detectors efficiencies are 100%, which is never the case in experiment.
Actually, the heralding efficiency that is required to close the detector
loophole in presence of background noise is above 2/3 [93].

� freedom of choice loophole, derives from the need of random generators
used by Alice and Bob to choose the basis. If the randomness was not
guaranteed, a hidden variable could ”understand” a dependence between
the choices and produce a result that violates Bell’s inequalities.

While the demonstration of Bell inequalities closing one loophole at a time
has been achieved in several works, scientists have been struggling to perform
experiments in which all the loopholes were closed simultaneously. Even if it’s
impossible to perfectly close all the loopholes, one can set some limit in order
to define what is experimentally loophole free, as indicated in reference [94].
The development of efficient sources of entangled photons very recently gave
the possibility to perform loopholes-free experiments, as reported in [93].

1.3.2 Polarization encoding

Polarization entanglement can be considered as a natural choice for encod-
ing qubits, with a computational basis composed by the horizontal |H〉 and
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1. Sources of non-classical states of light

vertical |V 〉 polarization states, resulting in a state that can be stated in the
form

α|H〉+ β|V 〉. (1.15)

The implementation of single-qubit gates can be done by means of waveplates,
i.e. birefringent optical devices that can introduce a phase delay between two
components of light with orthogonal polarizations. If we consider a linearly
polarized photon, putting a half waveplate in its optical path will change the
polarization direction, while a quarter waveplate will change it to a circular
polarization. Polarizing beam splitters can also be used to separate photons
with different polarization direction into different spatial paths. Polarization
entangled photons were first obtained from atomic cascades [92], or from non-
linear effects in birefringent crystals [84]. For sure, polarization entanglement
brings some advantages:in fact, it requires simple and efficient analysers, and
does not impose severe constraints on the coherence time of the lasers. On
the other hand, the drawback in polarization encoding consists of the deco-
herence in optical fibers, that can be caused even by very small defects in the
birefringence, translating into a difficult transmission over long distances [1].

1.3.3 Phase encoding

Also the phase of photons, analogously to polarization, is a variable in
which single qubits can be encoded. From a practical point of view, pho-
ton phase can be revealed by means of interferometric techniques. In fact, if
two photons enter in a balanced interferometer, i.e. an interferometer where
the path difference between the arms is shorter than the coherence length of
photon, they behaves as coherent light. The two outputs ports of the inter-
ferometer can be seen as the computational basis to implement the qubit: in
this scheme, all the possible two-level quantum systems can be represented by
varying the unbalancing between the arms, i.e. varying their phase difference
φ. If we indicate the two output ports as |p1〉 and |p2〉, the general state of a
photon exiting the interferometer can thus be described as

|ψ1,2〉 =
1√
2

(c1|p1〉+ eiφc2|p2〉) (1.16)

where c1 and c2 depend on the splitting ratio of the first beam splitter in
the interferometer. For example, if we restate the BB84 protocol described
in section 1.1.2 in terms of phase coding instead of polarization encoding, the
basis among which Alice and Bob can choose to send and detect photons are
φ = 0, π or φ = π/2, 3π/2. The two methods in which phase encoding can
be implemented are time bin and energy-time, as will be described in the
following paragraphs. Both methods exploit the generation of photons with a
strong time correlation, as in the case of atomic radiative cascade or parametric
processes in nonlinear materials.
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Time bin entanglement

A time bin qubit is formed by a coherent superposition of photons in two
time intervals that are separated by a time difference much larger than the co-
herence time of the photons. They can be generated by short laser pulses pass-
ing through an unbalanced interferometer, where the length difference between
the arms, that must be greater than the pulse coherence length, translates into
a phase difference. At the output of the interferometer there will be two time
bins, that are two time intervals as long as the duration of the pulse, with a
time separation equal to the time unbalance between the two arms. The state
after the interferometer becomes

|ψ〉 =
1√
2

(|1, 0〉 − eiφ|0, 1〉), (1.17)

where state |1, 0〉 is associated with the photon in the first time bin, thus
passing in the shorter arm of the interferometer, while the photon that took
the long path, described by the state |0, 1〉, is in the second time bin.

The experimental set-up to create time bin entangled qubits is that of
Franson’s experiment [95], where the pump pulses after the interferometer pass
through a nonlinear crystal, where twin photons, characterized by very strong
time correlation, can be obtained through parametric downconversion [96].
Each pump pulse can thus generate a down-converted photon pair in the first
or in the second time bin. Provided that the pair-emission probability is low,
that is the case of low pump power, one can in principle neglect the probability
of generating a pair with both pulses, or two pairs with one pulse. The output
of the crystal is then divided with a beam splitter and sent to two distinct
interferometers, named Alice and Bob, where they will be detected. If their
interferometers are matched to the pump interferometer within the coherence
length of the lasers, Alice an Bob will find three time bins when looking at the
arrival times of the photons. The first time bin |0〉 will be that with pump and
generated photons that both took the short path of the interferometer, while
the third and last one |1〉 will contain pump and generated photons that both
took the long arm. The central time bin contains both the case in which a
pump photon took the short path and the generated photons the long path,
and vice versa, and can be expressed as

1√
2

(|0〉+ eiθ|1〉) (1.18)

where θ = φp, φi. Let’s introduce the notation |n1, n2, n3〉i, where nj is the
number of photons in the j-th time bin, measured in the detector i that can
be Alice’s (A) or Bob’s (B) [96]. Then, considering the difference of arrival
times at the two detectors, there will be a central peak given by the sum of
three different coincident events. Two of them, that are |1, 0, 0〉A|1, 0, 0〉B and
|0, 0, 1〉A|0, 0, 1〉B, can be distinguished knowing the emission time of the laser.
The coincident event |0, 1, 0〉A|0, 1, 0〉B can be due to two cases: pump photons
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1. Sources of non-classical states of light

Figure 1.3: Scheme of the set-up for Franson’s original experiment. The source
can consist of a nonlinear crystal pumped with a cw laser, emitting photon
pairs from SPDC. [1].

taking the short path and downconverted photons, generated in the first time
bin, both taking the long arms, acquiring phase φA and φB, or pump photon
taking the long path, and downconverted photons, generated in the second
time bin, both take the short path, coming out with phase φp deriving from
the first interferometer. The impossibility to distinguish which of the two paths
was actually taken by photons will result in an interference pattern, that in
the end is a consequence of the entanglement between the generated photons.

Energy-time entanglement

Energy-time entanglement can be seen as a generalization of time bin en-
tanglement from discrete to continuum time intervals. As in the case of time
bin, also in this case photon pairs with strong time correlations are generated.
In this case, generated photons are also characterized by strong energy corre-
lation due to the conservation of energy of the process in which the photons
are generated. This can be achieved using, instead of a pulsed laser, a contin-
uous wave laser, with a long coherence time, as proposed in the original work
by Franson [95], schematically represented in Fig. 1.3. Here, the considered
source is a three-level atomic-like system, with levels 1, 2 and 3, where emis-
sion results from transitions 1 → 2 and 2 → 3, with the lifetime of level 2
negligible with respect to level 1, while the lowest level 3 is a state with long
lifetime, or the ground state of the system. In such system, photons are emitted
quasi-simultaneously, and energy correlation is provided by the conservation of
energy. First practical realizations exploited SPDC in χ(2) nonlinear crystals
[95, 84], where the signal and idler photons are created in coincidence, and
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with energy correlation provided by the long coherence time of the pump. The
photon pairs generated in the nonlinear crystal are then separated and sent to
two identical unbalanced interferometers, namely Alice and Bob, as shown in
Fig. 1.3. The time difference ∆t between the two arms of each interferometer
must be much higher than the coherence time of the generated photons, in
order to avoid single photon interference. In the experiment, the outputs of
the two interferometers are detected in coincidence, i.e. the difference in time
arrivals between Alice’s (A) and Bob’s (B) interferometers are measured. As
in the case of time bin, there are four possible cases: both photons taking the
short path |sAsB〉, both photons taking the long path |lAlB〉 and two cases
in which one of them takes the short path and the other one the long path
|lAsB〉,|sAlB〉. This results in three coincidence peaks as shown in the graph of
the detected coincidences in Fig. 1.3. Here, the central peak results from the
cases in which both photons take the long or the short path, represented by
the state

Ψ =
1√
2

(|sAsB〉+ eiψ|lAlB〉), (1.19)

where ψ = φA+φB is the phase difference resulting from the sum of the optical
phase difference between the two paths in each interferometer. Since the two
cases |sAsB〉 and |lAlB〉 are indistinguishable, the rules of quantum mechanics
state that the probability of detecting this state is given by the squared modu-
lus of the sum of the individual amplitudes. Varying the unbalancements, thus
varying ψA and psiB, there will be an interference in the detected coincidences
described as

Rc =
1

4
V cos2ψ, (1.20)

where V is the visibility of the two photon interference. A value of V greater
than 1/

√
2 implies a violation of Bell inequalities and confirms that the mea-

sured state is entangled [97].

1.3.4 Path encoding

Another kind of qubit encoding consists of path encoding, where a photon
has the possibility to take one path or another one, and the value of the qubit
is directly determined by which path was taken. A polarization-encoded qubit
can be converted to a path-encoded qubit through a polarizing beam splitter
[55], as schematically represented in Fig. 1.4. While polarization encoding is
more used in free-space experiments, the development of integrated waveguides
allowed to implement path encoding in integrated structures. The system can
consists of two input channel waveguides A and B, where the value assumed
by the qubit is |0〉, if the photon goes through waveguide A, or |1〉 if it goes
through waveguide B.

The qubit state α|0〉 + β|1〉, that is an arbitrary superposition of the two
optical paths, can be implemented in integrated circuits by means of directional
couplers, that can be considered the integrated analogous to beam splitter.
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Figure 1.4: A polarization encoded qubit can be converted into a spatially
encoded qubit using polarizing beam splitters (blue squares) and half-wave
plates (yellow bars) [55].

Another necessary element is a phase shifter, that allows to control the relative
phase between the two optical paths[56, 98]. This way of encoding qubits
allows to avoid the problems bound to polarization control [99] and to produce
reconfigurable systems, as reported also in [100].

1.3.5 Integrated sources of entangled photons

The first polarization-entangled photon pair sources were based on atomic
radiative cascade [92, 83]. A further option was provided by quantum dots,
that could be used to generate entangled photon pairs exploiting the biexciton
cascade [26]. Very recently, InAs/GaAs quantum dots embedded in silicon were
used as sources of wavelength-tunable polarization-entangled photons [27]. An-
other remarkable result is represented by the realization of integrated C-NOT
gate based on polarization-encoded qubits [101].

While we refer to section 1.2.2 for parametric bulk sources, we will fo-
cus here in the generation of entangled photon pairs from integrated devices
operating at room temperature.

In 2006, Sharping et al. performed the first demonstration of generation
of quantum-correlated photons in a silicon integrated device, in particular ex-
ploiting SFWM in silicon waveguides [28]. Although they were able to achieve
a good CAR and generation rate (CAR=25 for a photon production rate of
about 0.05 per pulse) the footprint was not optimal, since the involved waveg-
uides were up to 1 cm-long. Several other groups studied the generation of
correlated photon pairs in silicon waveguides, as reported in [29]. Few years
later, time bin entangled photons generated with silicon waveguides reached a
CAR=200 with an average number of photon pair per pulse equal to 0.04 and
an interference visibility higher than 95% [30]. Silicon wire waveguides were
also used to produce polarization-entangled photon pairs [31].

Path-entangled photons were generated with integrated spiral-shaped sili-
con waveguides, exploiting SFWM effect, where a quantum interference visi-
bility of 100± 0.4% is reported [32].
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Structure Material Size Spectral brightness SNR Ref.
(µm2) (s−1nm−1)

waveguide Silicon 5000 4 · 105 30 [30]
CROW Silicon 8000 3 · 106 8 [103]

microrings Silicon 300 6 · 107 64 [49]
waveguides PPLN 180000 7.5 · 107 6 [104]
waveguides AlGaAs 10000 6 · 105 7 [105]

Table 1.1: Comparison between room temperature integrated sources of en-
tangled photons. The spectral brightness refer to a coupled pump power of 1
mW and to the internal generation rate. [49]

A slightly different approach exploits the enhancement of SFWM with
slow light effect in photonic crystal coupled-resonator optical waveguides (PhC
CROW) for the generation of correlated photons [102]. The time bin entangle-
ment with this kind of source was soon demonstrated in reference [103], where
a visibility of the interference peak above 70% is reported in a device with a
very small footprint, around 400µm. However, to reach a rate of 2 · 10−3 pairs
per pulse, a sample 1 mm-long had to be used, and with a CAR= 8.7± 1.0.

In this thesis, we will deal with generation of correlated photons from in-
tegrated silicon microring resonators. This kind of device in fact has been
recently demonstrated as a bright source of time-energy entangled photons
[49]. Table 1.1 compares integrated C-MOS compatible sources of entangled
photon-pairs working at room-temperature. As can be inferred from the table,
silicon microrings combine a high spectral brightness, comparable to that of
the best available sources (PPLN waveguides), with a smaller footprint and
best signal-to-noise ratio.

We refer to chapter 2 for a more detailed introduction on silicon photonics
and to integrated resonant structures, such as microrings, that allow to enhance
the nonlinear process of FWM that can be exploited to generate correlated
photon pairs. The following chapters will then describe the experimental works
and results that we achieved in this field. Chapter 3 will report the first case of
enhancement of FWM in microrings made of porous silicon, showing that this
kind of structure can be successfully employed to enhance nonlinear effects even
in a medium with a high porosity. In chapter 4 we will face some practical issues
bound to the filtering of generated photons: in fact, one of the obstacles to
the development of integrated sources of photon pairs is the lack of integrated
components to filter the intense pump laser used to excite the system, and
to separate the generated photons. Here, we will demonstrate how a device
constituted by integrated microrings and distributed Bragg reflectors allows to
fully filter the generated photons, that can furthermore be separated and sent
to different outputs of the device, where they are ready-to-use without the need
of external filters. Finally, in chapter 5 we will show an innovative technique
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to measure the joint spectral density (JSD) of photon pairs generated with
microring resonators, in order to characterize their energy correlation with
fast measurements and unprecedented resolution.
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Chapter 2
Silicon Photonics

As thoroughly explained in the first chapter, there is an urgent need to
develop electronic devices with integrated optic components. Indeed, it would
represent one fundamental road to the implementation of QIP, but it is just one
of the applications that may be enabled by an advanced photonic platform, and
it is necessary even without invoking quantum technologies. In fact, the inter-
vention of photonic-based technologies is requested by the growing demand of
high-speed communication and computational capability. In particular, a bot-
tleneck that is urgent to be faced consists in the slow interconnection among
internal components of a computing machine. The development of fast optical
interconnections between memory and processor in fact would bring to a huge
increase in the computation capability. Moreover, optical connections would
help to solve another major issue, consisting in the huge power consumption
in electrical connections at high frequencies.

Silicon is a material of enormous interest to solve the above mentioned chal-
lenges, because it is already the dominant material in microelectronic indus-
try, and is characterized by very good linear and nonlinear optical properties
at telecommunication wavelengths. One remarkable advantage can be found
in its compatibility with complementary metal-oxide semiconductor (CMOS)
technology, allowing to realize silicon-based optical devices in traditional semi-
conductor industries, with standard fabrication processes and circuit designs,
allowing a substantial elimination of the risks bound to a process development.
However, at a small scale, there is a drawback bound to CMOS technology
which consist in the high cost of the development of a silicon photonics pro-
cess. To overcome this issues, institutes like Imec, CEA-Leti, or A*STAR
Institute of Microelectronics (IME) played a crucial role, allowing to a wide
community to obtain devices realized by an industrial process without the need
to run a dedicated process, which would cost hundreds of thousands of dollars.
The recent advent of fabs, like Optoelectronic Systems Integration in Silicon
(OpSIS) or ePIXfab, gave the possibility to external customers to buy multi-
project photonics wafers with high complexity and high integration density,
with a significant reduction of the total cost.
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We will start this chapter giving an introduction to the basic building blocks
of photonic integrated circuits, giving particular attention to wire waveguides
and microrings resonators, since they constitute a common subject through all
this thesis. In the last section of this chapter nonlinear optical properties of
silicon will be discussed. Four-wave mixing in silicon waveguides and micror-
ings will be analysed, making an important distinction between the classical
and spontaneous effect. We refer finally to next chapters for more details on
the fabrication techniques of silicon photonic devices that have been studied
in this thesis.

2.1 Silicon integrated waveguides and devices

The possibility of integrating silicon optical components on a chip became
available with the development of silicon-on-insulator (SOI) platform. It con-
sists of a silicon crystalline wafer, with a silicon oxide layer about 2 µm thick
and a 220-nm thick silicon guiding layer on top of it. All the elements con-
stituting the photonic integrated circuits can be realized on the top guiding
layer by means of litography and etching techniques. SOI is a CMOS com-
patible material, and allows to obtain photonic circuits with high integration
density thanks to the high refractive-index contrast between silicon, which is
the guiding material, and air or oxides, which usually constitute the cladding.
In fact, a refractive index contrast of 40%, as in the case of silicon and oxide,
allows a total internal reflection with a very large incident angle, estimated to
be around 60◦ [106].

Silicon wire waveguides

The simplest structure that can be realized in SOI consists of a channel
waveguide, or wire waveguide, where light can be strongly confined thanks to
the high refractive index contrast between Si core (n=3.48) and SiO2 cladding
(n=1.46). The current SOI technology allows to fabricate channel waveguides
where light is confined into a region of below 1 µm2. Sub-micrometric con-
finement is necessary to work in single-mode condition for one polarization,
at 1.55 µm wavelength, where silicon has good transmission properties, while
absorption is the dominant process at visible wavelengths. In the most com-
mon geometry, the width of the channel is about twice the height, leading to
a ground mode with TE polarization, which is characterized by strong discon-
tinuity of the field on the sidewall surfaces [39].

The confinement of light in two directions, if one looks for analytical solu-
tions of the wave equations, is a very challenging problem. One of the reasons
is due to the evanescent tails of the mode profile out of the waveguide, for
which the field experiences an actual refractive index that is lower than the
index of silicon. Accurate solutions to this problem can be found with numer-
ical methods, among which effective index method (EIM) is one of the more
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Figure 2.1: Dependence of the effective indices of silicon photonic wire waveg-
uides from their width, for a fixed thickess of 200 nm (a) and 300 nm (b). In
both graphs, Ex and Ey represent the TE-like and TM-like modes. [106]

efficient. The method consists of decomposing the rib (or ridge) waveguide into
three vertical slices: the central one including the channel waveguide, and the
two side regions out of the channel. Each part is treated as an individual slab
waveguide, and the TE eigenvalues obtained from their individual solution are
used to calculate the effective index of each region. The resulting refracting
indices are used to construct an equivalent three-layer vertical slab waveguide,
that is finally solved in order to obtained the mode effective index neff . It
is to be noticed that the cross section of the waveguide must be chosen in
order to satisfy single-mode condition. The layer thickness is typically fixed at
220nm, which coincides with the thickness of the silicon guiding layer in the
SOI platform. The waveguide width can vary between 400 nm and 500 nm:
the reasons for these values can be easily understood from Fig. 2.1 (a) [106],
where it is shown that for waveguides of 200-nm thickness, the condition of
single-mode is achieved when the core width is less than 460nm for TE-like
guided modes.

An illustration of a typical cross-section for a silicon wire waveguide with
220 nm thickness, and with 450 nm width, is represented in Fig. 2.2 (c),
together with the mode profile obtained from simulation, which allowed also
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Figure 2.2: Schematic picture of a (a) rib and a (b) ridge waveguide on SOI
platform. The dark-grey regions are made of crystalline silicon while the light-
grey layer is the silicon oxide cladding, with refractive indices n=3.48 and
n=1.46 respectively. In some cases, the top layer can be further covered with
silicon oxide in order to reduce losses. (c) Representation of the cross section
of an SOI ridge waveguide of thickness 220 nm and width 450 nm, designed to
work in TE polarization at telecom wavelengths. Simulations allowed to deter-
mine an effective index of neff = 2.43 and the mode profile, here superimposed
to the cross section of the waveguide [39].

to determine a mode effective index of neff = 2.43.

Due to the high refractive index contrast, silicon waveguides are character-
ized by a strong dispersion leading to a wavelength-dependence of the effective
index of the propagating mode. In practice, light at different wavelengths will
travel through the waveguide with different velocities. One speaks about nor-
mal dispersion when the effective index decreases for increasing wavelengths,
i.e. ∂neff/∂λ < 0.

The intrinsic absorption in silicon is very low below the band gap (pho-
tons with energy below 1.1 eV), therefore the propagation loss of photonic
wire waveguides are mainly due to scattering form surface roughness. Typical
values for propagation losses in silicon ridge wires are around 2− 3 dB/cm in
the case of upper air cladding, while they can go be below 2 dB/cm when the
upper cladding is made of oxide [39]. Propagation losses depend also on the
morphology of the waveguide. For instance, one can have rib or ridge waveg-
uides, as shown in Fig. 2.2 (a) and Fig. 2.2 (b), respectively. As a consequence
of the small size of ridge waveguides, imperfections due to the fabrication pro-
cess are more significant in size, if compared to larger devices, resulting in a
substantial contribution to losses. In rib waveguides, the lower refractive ef-
fective index contrast between the guiding region and the side regions allows
to achieve single-mode guiding even with a larger width. It has been demon-
strated that in rib waveguides propagation losses can be strongly reduced, as
they can be lower than 0.1 dB/cm [107, 108]. However a lower refractive index
contrast leads to a lower total internal refraction, resulting in higher bending
losses. In fact, while the bending radius in ridge waveguides can go below 10
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µm, the typical value for rib waveguides is one order of magnitude higher [38].
Starting from silicon wire waveguides, various kinds of optical circuit ele-

ments can be realized, including directional couplers that can be used as beam
splitters, Y branches, distributed-Bragg reflectors, and devices to couple light
from an external fiber, as will be reported below. We don’t intend to give an
exhaustive description to components of silicon circuits, we will instead give
a rapid overview, focusing on the components that will be mentioned in the
experimental works reported in the following chapters.

Directional couplers

Directional couplers constitute a versatile integrated component, consist-
ing of two parallel optical channels that, within a certain length interval, are
brought close to each other. The effect of coupling is possible thanks to the
small distance, that allows to the evanescent tails of the modes out of the
waveguides to overlap, leading to energy transfer from one waveguide to an-
other [109, 37]. For this reason it can be also referred to as evanescent coupler.
The amount of power coupled from a waveguide to the other one depends on
the spatial overlap of the mode of one waveguide to the other one, which is
determined by the relative distance between the waveguides, from the penetra-
tion of the mode into the substrate, and from the interaction length. Thus, a
directional coupler can be used as an integrated beam splitter, whose coupling
ratio depends on the geometrical parameters of the splitter.

Fiber-to-waveguide couplers

The capability to efficiently couple light into and out of the chip is extremely
important for all practical applications, for instance in nonlinear optics, when
one deals with weak signals and needs low insertion losses to perform mea-
surements. Providing an efficient coupling between silica fibers off-chip and
silicon waveguides on-chip is definitely a demanding issue. In fact, it requires
to match the mode profile of a very narrow waveguide, with a cross section
below 1 µm2, and high refractive index contrast, with the mode profile of a
silica fiber, whose core has a typical width of ≈ 10µm and a much lower effec-
tive index contrast [110]. Coupling structures have to be designed in order to
minimize the coupling losses due to this mismatch. Edge couplers and grat-
ing couplers can be considered the two main strategies for fiber-to-waveguide
coupling, as will be described below.

Edge couplers can be employed to gradually transform a highly confined
mode into a wider mode, so that it could be supported by an optical
fiber with lower index contrast. Typically, the mode diameter in the
waveguide is less than 1 µm, while it is about 10 µm into a standard
single-mode optical fiber. In order to match the mode profile, lensed
optical fibers can be used on one side, reducing the size of the spot down
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to 3µm [110], while on the other side an adiabatic inverse taper can be
used. This kind of taper is realized by an adiabatic reduction of the
cross-section of the waveguide, in order to reduce its effective index and
match it with that of the mode of the lensed fiber. With such coupling
system, the fiber-to-waveguide insertion loss can go below 1 dB over a
broad range at telecom wavelength [110]. The main drawback is that the
fiber must be aligned at the edge of the sample: such coupling between
a narrow waveguide and a lensed fiber requires a careful polishing of the
edge of the chip to reduce losses, and the alignment would suffer from
mechanical solicitations, thus requiring a robust packaging.

Grating couplers can be used for vertical (or quasi-vertical) optical coupling
between a fiber and an silicon wire waveguide. With respect to edge
coupling, gratings can be located anywhere on the chip, not only at the
edge, they would not need polishing of the edges of the samples and they
could be enclosed in a packaging easier to manage. Grating couplers
are diffractive structures, that are usually placed at the end of a lateral
adiabatic taper, that can couple light out-of-plane into the waveguide.
They produce an exiting mode which can be designed to match that of a
single mode optical fiber (around 10 µm), allowing for a direct coupling
between the fiber and the chip, with insertion losses that can be as low
as 2.5 dB [111, 112].

Distributed-Bragg-Reflectors

Another integrated device that can be obtained out of a channel waveguide
is a distributed Bragg reflector (DBR), which can be obtained from a periodi-
cal sequence of layers with different effective refractive index. If we look at the
graph in Fig. 2.1, it is clear that a periodic modulation of the effective index
could be easily obtained by periodically shrinking the width of the waveguides.
Mirror reflectivity increases linearly with the number of periods N, while the
refractive index contrast affects both the reflectivity and the bandwidth. Re-
cently, a narrow-band integrated DBR on SOI platform has been demonstrated
[113].

2.2 Microring resonators

A ring resonator can be defined generally as a cavity in which light trav-
els always in the same direction. A silicon microring in particular consists of
a channel waveguide looped back onto itself, forming a circular shape. The
typical values for radii are around 10 - 15 µm, but the high refractive in-
dex of silicon allows the waveguide to support guided modes even with very
small radii, down to 5 µm, allowing to obtain devices with an extremely small
footprint. The resonant modes of a microring are at wavelengths λ0 that are
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Figure 2.3: Schematic picture of a microring resonator coupled to a waveguide.
The gap distance d, which is here exaggerated, can be optimized to get critical
coupling. The Ain and Aout arrows represent the input and output amplitudes,
τ and τ ′ are the transmission coefficients and σ and σ′ are the cross-coupling
coefficients.

exact multiples of the optical path length of the resonator, i.e. satisfying the
following condition for constructive interference:

mλ0 = 2πRneff (2.1)

where m is an integer number indicating the order of the resonance, R is the
radius of the microring and neff is the mode effective index [37]. The great
importance of microrings can be attributed to several reasons. For instance,
they allow easy coupling between different modes, and they support equally
spaced multiple resonances, separated by an amount that is defined as free
spectral range (FSR) of the resonator. In a first approximation, this quantity
can be obtained as (2.1):

FSR =
λ2

0

ngL
(2.2)

where L = 2πR is the circumference of the ring and ng is the group velocity,
defined as

ng = neff − λ0
∂neff
∂λ

(2.3)

which takes into account for the dispersion of the waveguide and is bound to
the group velocity by relation vg = c/ng.

From the experimental measurement of the FSR of the resonator, one could
easily obtain the group index ng from equation (2.2), in fact it can be derived
from a fit as the one shown in Fig. 2.4. In the reported graph, the dependence
of FSR from round trip length for an all-pass microring resonator is shown,
from which is evident the trend FSR ∝ 1/L.
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Figure 2.4: Dependence of the Free spectral range (FSR) from the round trip
length for an all pass microring resonator [39].

Coupling to the ring

To all practical purposes, a mechanism to couple light into and out of the
ring must be provided. The most common coupling mechanism consists of
side-coupling with a straight channel waveguide nearby the ring, as in the case
of directional couplers. In this way, the coupling is obtained by the overlap
between the evanescent tails of the waveguide and guided modes of the ring. In
principle, this allows for the complete extraction of the resonant wavelengths,
beating the performances of standing-wave resonators, such as photonic crystal
cavities, that when coupled to a waveguide can pick up just half of the signal
power at resonance [114].

The simplest form to provide in-coupling and out-coupling to a ring res-
onator consists is the collection of the output in the same input waveguide, as
in the all-pass filter (APF) configuration, as illustrated in Fig. 2.3 [39]. If we
consider a ring resonator side-coupled to a waveguide, as the one shown in Fig.
2.3, the amplitude of the outgoing field Aout can be expressed as a function of
the amplitude of the incoming field Ain by the following equation [115]

Aout = τAin + σσ′e−iδ
[
1 + τ ′e−iδ + (τ ′e−iδ)2 + ...

]
Ain (2.4)

where

δ = 2πneffL/λ0 = kL (2.5)

is the phase-shift induced by a round trip, τ and τ ′ are the transmission coef-
ficients along the waveguide and the ring respectively, while σ and σ′ are the
cross-coupling coefficient from the waveguide to the ring and viceversa. It can
be noticed that in equation (2.4) the first term on the right side is given by
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the simple transmission through the waveguide, while the second term is due
to components of light coupling into and out of the ring. If the ring and the
waveguide have the same refractive index and cross-section, we can assume
that σ′ = σ∗ and τ ′ = −τ ∗, and that |σ|2 + |τ |2 = 1, meaning that there are
no losses in the coupling section. It can be shown that by summing up all the
terms of the series in equation (2.4) one gets

Aout =
τ + a−iδ

1− aτ ∗e−iδ
Ain (2.6)

being a the round-trip loss coefficient in the microring, bound to the power
attenuation coefficient of the waveguide α [cm−1] by relation a2 = e−αL. The
attenuation takes into account for scattering due to roughness, bending losses,
linear and nonlinear absorption.

The transmission of the ring, defined as the ratio between output and input
intensity, can be written as [115]

T =

∣∣∣∣AoutAin

∣∣∣∣2 =
a2 + τ 2 − 2aτcosδ

1 + a2τ 2 − 2aτcosδ
. (2.7)

that when resonance condition is satisfied, i.e. when δ = m2π, becomes:

T =
(a− τ)2

(1− aτ)2
. (2.8)

It can be noticed from equation (2.8) that the transmission at resonance drops
to zero when a = τ , i.e. when the cross-coupling transmission is equal to
the propagation losses inside the microring. This is the condition for critical
coupling, at which the maximum power is dissipated inside the ring, and the
radiation-matter interaction is optimized [115]. The coupling can be controlled
by adjusting the gap distance between the waveguide and the ring: if the gap
is shorter with respect to critical coupling condition, the ring is said to be
overcoupled (τ < a), while if is larger the ring is in undercoupling (τ > a).
When using the microring as a source, one usually need to work in critical
coupling condition, in order to optimize the extraction efficiency of signal and
idler photons generated inside the microring.

2.2.1 Figures of merit

The typical transmission spectrum of a ring resonator coupled to a waveg-
uide is shown in Fig. 2.5, consisting of a set of equally spaced dip resonances,
from which the information about the resonator can be extracted. The full
width at half-maximum (FWHM) of the resonances, for instance, is bound to
the geometrical parameters of an all-pass ring by the following relation [39]:

FWHM =
(1− τa)λ2

0

πLng
√
τa

. (2.9)
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Figure 2.5: Typical transmission spectrum from a straight waveguide coupled
to a ring resonator, where the equally spaced dips are the resonances of the
microring.

From now on, we will refer to FWHM only when considering the frequency
domain, in order to distinguish it from the linewidth in the wavelength domain,
that will be referred to as ∆λ.

An important figure of merit for a resonator is the finesse F , which is a mea-
sure of the width of the resonances (FWHM) with respect to their separation,
as results by its definition

F =
FSR

FWHM
. (2.10)

The physical meaning of finesse is represent by the number of round-trips
covered by light in the resonator before its energy is reduced to 1/e of its initial
value, within a factor of 2π.

Quality factor Q is another useful figure of merit, depending on the decay
time of the energy stored in the microring, closely related to finesse through
the FSR. In fact, the Q factor of a the resonator is given by the finesse times
the optical frequency divided by the free spectral range. Q factor represents
the number of oscillations of the field in the resonator before the circulating
energy is depleted to 1/e of the initial energy. An alternative definition for Q
is the ratio between time-averaged energy stored and power loss per optical
cycle, that for a resonance at frequency ω0 is:

Q = ω0〈
energy stored

power loss
〉. (2.11)

In the end, finesse and Q factor are interchangeable, and both allow to
estimate the lifetime of light trapped in the resonator and to measure the
resulting field enhancement.
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The intrinsic value of Q is limited by losses, that can be due to absorption,
photon scattering from impurities and bending losses of the material [37] or
to scattering due to its roughness. By definition, the intrinsic Q factor for an
isolated ring is

Qint =
2πneff
λ0α

(2.12)

where, as previously defined, neff is the mode effective index of the waveguide
and α is the loss coefficient. Since the quality factor is affected by the coupling
condition, when the ring is not isolated one refers to its loaded Q factor, which
will always be smaller than the intrinsic one.When the gap distance is dc, such
to obtain the condition for critical coupling, the loaded Q will be Qload =
Qint/2. If the ring is overcoupled (d < dc ) there is a degradation of the loaded
Q, while in the case of undercoupling (d > dc) the loaded Q factor will be
higher than Qint/2, but still lower than Qint.

From a more operative point of view, Q factor can be extracted from the
transmission spectrum of the ring, in fact the linewidth of the Lorentzian dips
depends on the energy loss coefficient Γ, as described by:

T (ω) ∝ Γ

(ω − ω0)2 + Γ2
, (2.13)

where Γ is bound to the propagation losses α by relation Γ = αc/neff . If we
consider the system with an initial energy U0, the stored energy at a generic
time t will be US = U0e

−Γt while the lost energy will be UL = U0(1 − e−Γt).
Thus, if we recall equation (2.11), Q factor can be expressed in the form

Q =
ω0

Γ
(2.14)

which, converted into wavelength, becomes

Q =
λ0

∆λ
. (2.15)

This means that, performing a fit of an experimental transmission dip with a
Lorentzian function, one can extract its central wavelength λ0 and full width
half dip ∆λ, and use them to calculate the Q factor of the resonance exploiting
equation (2.15).

Quality factor can be increased by minimizing the losses inside the cavity.
For instance, propagation losses can be reduced using materials with high
quality, and bending losses can be limited by properly setting the radius of the
microring. One must consider, though, that a change in the radius might also
affect the coupling losses: in fact, the larger the radius, the longer the path
where the fields of the ring and the waveguide are overlapping. The highest
Q-factor that can be obtained from silicon microrings with a round-trip length
of about 10 mm is calculated to be 1.42× 105, considering propagation losses
around 2.7 dB/cm, that is the typical value obtained from waveguides realized
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Figure 2.6: Dependence of measured Q factors from cavity length for different
propagation losses, relative to microrings in all-pass (solid lines) and add-drop
(dashed lines) configurations, both operating at critical coupling [39].

in a standard imec fabrication process [39]. This case is represented by the solid
red line in Fig. 2.6. Although such value has been experimentally confirmed
[116], it is to be considered a record, while a more realistic typical value is
below 5×104 [46].

2.2.2 Add-drop configuration

A useful configuration for microring resonators is the so called add-drop,
first reported in [114]. In such configuration, the ring is side-coupled to a
couple of parallel waveguides on the opposite sides of the ring, as depicted
in Fig. 2.7. When the ring is in this configuration, part of the input field
that is in resonance with the ring is delivered to the drop port, propagating in
the opposite direction, while the remaining out-of resonance light is regularly
transmitted to the through port. It can be interpreted as if the power is
transferred between the input and the drop ports via the resonances of the
ring. In the case of negligible attenuation, (a ≈ 1) critical coupling occurs
with a symmetric cross-coupling (σ1 = σ2), while if one considers a lossy
resonator, the gap distances d1 and d2 have to be adjusted in order to satisfy the
requirement τ2a = τ1, so that the losses match the coupling. For this reason,
critical coupling for add-drops is easier to achieve than for all-pass microrings,
since there is no need to compensate for the losses from the waveguides, and
one just has to balance the cross coupling of the two directional couplers, as
shown in Fig. 2.7.

The Q factor of an add-drop is intrinsically lower than that of an all-pass
microring. The reason is intuitive if we think at the Q factor as a measure
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Figure 2.7: Microring in the add-drop configuration. The light injected in the
input port can exit from the drop port (resonant with the ring) or from the
through port (out-of-resonance). In the case of low attenuation, the critical
coupling condition is that of balanced cross-coupling: σ1 = σ2.

of the decay rate of energy stored inside the resonator. In fact, contribution
to losses are given by propagation losses along the round-trip and by coupling
losses from the directional couplers. Thus, the reason for add-drops having an
intrinsically lower Q factor is due to the fact that there are two side couplers per
round-trip instead of just one. Indeed, the Q factor for add-drops resonators
depends on the round-trip length, as represented by the dashed lines in Fig.
2.6 from [39]. The highest Q factor achievable from a ring in the add-drop
configuration, assuming propagation losses of 2.7 dB/cm, is on the order of
1.36 ×104 that, as in the case of the all-pass rings, represents an upper limit,
while values obtained experimentally are lower, typically below 104 [117, 118].

2.2.3 Applications of microring resonators

Thanks to their simple geometry and behaviour, microring resonators are
suitable for a variety of applications, ranging from spectral filtering, to energy
storage, passing through optical sensing and multiplexing. An overview of
some of the most important applications will be given just below. In the next
section we will focus instead on the possibility to use them, thanks to the
enhancement of nonlinear processes, as sources of correlated photon pairs.
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Sensing and biosensing

The transmission spectrum of microrings is very sensitive to changes in the
environment, which can reflect in changes of the refractive index of the core,
where the field is confined, or of the cladding, where it extends. Applications
of thermal tuning, based on thermo-optic effect, or of mechanical solicitations,
have been reported [39]. However, perhaps the most appealing applications are
based on the microrings capability of selectively detect compounds. This can
be achieved by amplifying the response of the ring to a specific element thanks
to a chemical modification and functionalization of its surface. They are very
appealing in particular in the field of biosensing, where there is a strong demand
of devices capable to specifically detect biological analytes in a solution. The
development of biosensors is challenging for different reasons: particles to be
detected are usually sized few nanometers, have very small concentration, and
the solution typically contains many other substances at higher concentration.
Microrings can easily have a large quality factor, large extinction and low
insertion loss, that could enhance the sensitivity of a sensing device. On the
other hand, their compactness gives the possibility of incorporating many of
them on a single chip in order to perform simultaneous measurements [119,
120, 121]. The recent realization of microring resonators made of porous silicon
with a record Q-factor [122] allowed to combine the good sensing properties of
a material like porous silicon, with the enhancement of resonating structures.
For more details on this, we refer on the work reported in chapter 3.

Filters and demultiplexers

Also spectral filtering, strongly requested for applications in the telecom-
munication field, can be implemented with microring resonators. In fact, mi-
crorings in the add-drop configuration have already been proven as optical
filters and as multiplexers (MUX) [117]. They are suitable for wavelength
division multiplexing (WDM), a technique that promises to increase the in-
formation capacity in an optical transmission system by exploiting distinct
signals, at different wavelengths, travelling in the same channel. MUX are
used to splice the different signals together, while DEMUX split apart the dif-
ferent signal wavelengths at the output of the system. Add-drop filters can be
cascaded, for instance using rings with slightly different sizes, in order to realize
multi-channel MUX and DEMUX [117, 123]. Ring resonators in the add-drop
configuration could also be used as channel filters, however, their sensitivity
to environmental changes requires an accurate tuning process in order to set
the ring wavelength to the needed value. For more details about the use of
add-drops as filters, we refer to our work reported in chapter 4.

Delay lines

Microrings are also suitable for the realization of optical delay lines or
buffers in photonic integrated circuits [124, 125]. Close to resonance, they are
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characterized by strong dispersion and consequent large group delay: it can
be seen as if the optical signal is stored in the resonator before being released.
This property, together with the possibility to choose a large bandwidth, makes
them suitable for the realization of optical buffers. The delay generated by a
single microring resonators is too short for practical applications, but this can
be overcome by using cascaded microrings in order to increase group delay
[126], reaching time delays on the order of hundreds of picoseconds. For more
details on coupled resonators like CROWS we refer to [127].

Modulators

A famous application of microring resonators is that of electro-optic mod-
ulators. Generally, when a resonator is used as a modulator, the operating
wavelength falls on the slope of the resonance peak and then a modulation
of the length (or of the refractive index) leads to a shift of the resonance. In
particular, when dealing with ring resonators, one usually uses all-pass filters
close to critical coupling condition [40], so that a large modulation depth can
be achieved even with a relatively small shift of the resonance frequency. The
modulation turns out to be more efficient when the ring has a high Q, because
of the steeper slope of the resonance peaks. The modulation of the effective in-
dex in the ring could be actuated by temperature changes, but it is not suitable
because of relatively large time constants for thermo-optic response, that are
on the order of µs. One could instead exploit the dependence of the refractive
index of silicon from the concentration of carriers [33, 128].Ring resonators are
very appealing for modulation thanks to their compactness and to the possibil-
ity to reach high modulation speeds (10-25 GHz) with low power consumption,
as also reported by many works in literature [40, 38, 129, 128, 130].

2.3 Nonlinear effects in silicon devices

In this section we will discuss nonlinear optical susceptibility, devoting par-
ticular attention to the case of silicon, starting from the generic phenomenon
and then analyzing the case of waveguides and microrings. For a more detailed
treatment of nonlinear properties of materials we refer to [131, 42, 37].

2.3.1 Third-order nonlinear susceptibility in silicon

The propagation of an electromagnetic field at frequency ω in a generic
medium is responsible for a polarization vector P (ω) that, in the linear regime,
is linearly dependent on the electric field, as described by

P (ω) = ε0χ(ω)E(ω) (2.16)

where ε0 is the electric permittivity of vacuum and χ is the electric suscepti-
bility. If one considers a high intensity field, a nonlinear response can arise,
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due to polarization of electric charges proportional to higher order powers of
the electric field. This behaviour can be interpreted as if photons propagating
in the material could interact with each other through the nonlinearity of the
medium. As a consequence of an exchange of energy, additional photons at
new frequencies can be obtained. Typically, a field on the order of 1kV/cm is
needed to observe nonlinearities in a bulky medium [131].

The simplest way to describe the polarization induced by an electric field
E in the nonlinear regime is:

Pi = ε0

(∑
j

χ
(1)
ij Ej +

∑
jk

χ
(2)
ijkEjEk +

∑
jkl

χ
(3)
ijklEjEkEl + ...

)
(2.17)

where ε0 is the vacuum dielectric constant and the tensors χ
(1)
ij , χ

(2)
ijk and χ

(3)
ijkl

contain the first-, second- and third-order susceptibilities of the medium. The
indices i, j, k, l, representing the components along a generic axis, can assume
the value 1, 2 or 3, indicating the component respectively along axis x, y and
z, and the first three terms of the susceptibility are:

χ(1) is the linear susceptibility, that gives the behaviour of an harmonic os-
cillator: the polarization of the medium does not depend from intensity
and is directly proportional to electric field.

χ(2) is the second-order term, which gives a response in the polarization pro-
portional to the square of the electric field. This term happens to be
equal to zero in centrosymmetric materials, as in the case of silicon.
It is responsible of effects such as parametric down-conversion (PDC),
second-harmonic generation (SHG), sum- and difference-frequency gen-
eration (SFG and DFG), optical parametric amplification (OPA).

χ(3) becomes the first relevant nonlinear term in centro-symmetric materi-
als. It is responsible of third-harmonic generation (THG), two-photon
absorption (TPA) Kerr effect and four-wave mixing (FWM).

Equation (2.17) is valid with the assumption that the response of the
medium is instantaneous. To have an idea of the ratio of magnitudes among a
polarization term of order n and one of order n + 1, a good estimate is given
by ∣∣∣∣∣P (n+1)

i

P
(n)
i

∣∣∣∣∣ ≈
∣∣∣∣ EEat

∣∣∣∣ (2.18)

where the atomic electric field is typically on the order of Eat = 1010 V/m.
Thus, if one considers a field of about E = 105 V/m, it is evident how the
intensity of higher order terms decreases drastically. From a rough estimate,
in the expansion of nonlinear polarization, each term is five orders of magnitude
weaker than the previous one [43].

48



2.3. Nonlinear effects in silicon devices

Being silicon a centro-symmetric material, it is characterized by a vanish-
ing second-order susceptibility. In fact, due to symmetry, a change in the
sign of the electric fields causes a change in the sign of the polarization, and
equality χ

(2)
ijkEjEk = −χ(2)

ijk(−Ej)(−Ek) can be satisfied only if χ
(2)
ijk=0. Let’s

then consider a material with a third-order nonlinear susceptibility χ(3), to
which a monochromatic field is applied, that can be expressed in the form
E(t) = Eωcos(ωt). The term of the polarization due to the nonlinearity can
be expressed as

P (3)(t) = ε0χ
(3)E3(t). (2.19)

Equation (2.19) can be easily translated into the form

P (3)(t) =
1

4
ε0χ

(3)E3
ωcos(3ωt) +

3

4
ε0χ

(3)E3
ωcos(ωt), (2.20)

where the right side of equation is composed by two terms. The first one is
bound to the process of third harmonic generation (THG), where three photons
from the incident beam at frequency ω are converted into a photon at frequency
3ω. The last term, describes a nonlinear contribution to the polarization that
oscillates at the same frequency as the input optical beam ω, and is responsible
for a nonlinear contribution to the refractive index experienced by a wave at
frequency ω. The refractive index in such a material, in the presence of a field
of intensity I, is given by

n = n0 + n2I (2.21)

where n0 is the linear refractive index (the one that is commonly considered
in linear optics) while n2, is the nonlinear refractive index, usually referred to
as the Kerr coefficient. Equation (2.21) describes Kerr effect, which consists
of the dependence of the refractive index from the intensity of the incoming
field. The relation between n2 and the third-order susceptibility is given by:

n2 =
3

2ε0n2
0c
χ(3), (2.22)

which sets an explicit dependence of n2 from the nonlinear susceptibility [45]. If
we consider the complex dielectric function ε(ω) = ε′+ iε′′, the n2 coefficient is
bound to the real dispersive part, while the imaginary part is due to nonlinear
losses, represented by two-photon absorption (TPA).

In fact, the third-order nonlinear susceptibility in silicon is mainly due to
bound electrons and optical phonons. TPA is typically an undesired effect,
that consists in the formation of free electron and hole consequently to the
absorption of a couple of photons at energy higher than Eg/2, that in silicon
corresponds to wavelengths below 1.1 µm [132]. Obviously, being silicon an
indirect bandgap semiconductor, TPA is a phonon-assisted process. A conse-
quence of TPA is that electrons which have been promoted to the conduction
band are responsible for free-carrier absorption, leading to further changes in
the refractive index and susceptibility.
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While the second-order nonlinear susceptibility of silicon is vanishing due
to symmetry, its third-order nonlinearity is considerably high with respect to
other materials. For instance, silicon shows a Kerr coefficient at telecom wave-
length more than two orders of magnitude higher than silica glass [132]. This
allows to observe interactions among photons with relatively low power, making
silicon waveguides intensively studied for phenomena based on third-order sus-
ceptibility, as self phase modulation, cross phase modulation, stimulated Ra-
man scattering and four-wave mixing. However, nonlinear refractive index for
third-order nonlinear materials is typically on the order of n2 = 10−14cm2/W
[133, 131], as in the case of silicon. This very low value is the reason for which
strategies of field confinement must be adopted to enhance the interaction
between the field and the material, in order to observe nonlinear effects.

Four-Wave Mixing

If we look back at equation (2.17), we can see that nonlinearity can couple
fields with different amplitudes and frequencies. If we focus on the third term,
that we report here for convenience

P
(3)
i = ε0

∑
jkl

χ
(3)
ijklEjEkEl, (2.23)

we can see that it involves four fields, which can be in principle at different
frequencies. Here, we will always refer to the particular case of degenerate four-
wave mixing (DFWM), where the frequencies of two of the incoming fields are
the same, and a component of the polarization oscillates at frequency 2ω2−ω3:

P (2ω2 − ω3) ∝ χ(3)E2
ω2Eω3. (2.24)

Two incoming fields at frequency ωp, usually called pump, are converted in
two fields, namely signal and idler, at frequencies ωs and ωi respectively. The
constraints of conservation of energy and momentum must always be satisfied,
as described by equations:

2ωp = ωs + ωi (2.25)

2kp = ks + ki. (2.26)

At this point we believe that a disambiguation is necessary, in fact in liter-
ature the definition of degenerate FWM can be not univocal. For instance,
Shen refers to degenerate FWM when all the four waves have the same fre-
quency [42]. Another possibility, as reported in [34], is the case in which the
generated photons are degenerate, that can be obtained from two input fields
with different energies. One recent example of this is reported in [134], where
microrings were used to generate frequency-degenerate photon pairs, useful for
quantum metrology and quantum state engineering. We thus intend to precise
here that from now on, with degenerate FWM we will always refer to the case
of the mixing between two incoming waves at the same frequency.
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Figure 2.8: a) Schematic picture of the stimulated FWM. Two pump pho-
tons at energy ~ωp are input in the nonlinear medium, together with a signal
photon at energy ~ωp, that is not directly involved in the transition and is
found again in the output. The pump photons are converted in the signal and
idler outgoing photons at energies ~ωs and ~ωi respectively. b) Level diagram
of stimulated FWM, where up-going arrows are incoming fields, down-going
arrows are outgoing fields and the dashed lines represent virtual levels.

It is also important to specify here that FWM is a parametric process,
meaning that the quantum state of the material does not change during the
interaction. In other words, there is not exchange of energy, momentum or
angular momentum between the electromagnetic field and the material. The
transition involves only virtual levels, and is considered as an instantaneous
process, with a typical time of few femtoseconds [43].

FWM can be either a classical or a quantum phenomenon, depending on
the properties of incoming fields. The classical case is that of stimulated FWM,
in which the transition is stimulated by a further incoming signal field, which
does not take part actively in the process, as represented in Fig. 2.8. On
the other hand, spontaneous four-wave mixing (SFWM) is the quantum effect,
where only a bright pump field at frequency ωp is injected in the medium, and
the transitions are initiated by the vacuum fluctuations [42]. Both spontaneous
and stimulated processes will be analysed more in detail in section 2.3.3 about
FWM in microring resonators.

2.3.2 FWM in integrated waveguides

Let’s consider now the process of stimulated FWM in integrated waveg-
uides. A pump wave of frequency ωp and a signal wave at a different frequency
ωs are injected in the silicon waveguide. Because of the χ(3) term of the ma-
terial, if the phase matching condition is fulfilled, a new wave called idler is
generated at frequency ωi = 2ωp − ωs, satisfying the conservation of energy
as reported in equation (2.25). Generally, frequency-conversion processes like
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FMW require the ratio between the fields to be

|EP | >> |ES| >> |EI | (2.27)

that allows us to neglect the depletion of the pump and other nonlinear effects
like self-phase modulation (SPM) or cross-phase modulation (XPM) that could
be induced. The fields propagating into the waveguide in the z-direction can
be described by equations [42, 135]:

∂AP (z)

∂z
=

(
iβP −

αP
2

)
AP (z) (2.28)

∂AS(z)

∂z
=

(
iβS −

αS
2

)
AS(z) + γA2

P (z)A∗I(z) (2.29)

∂AI(z)

∂z
=

(
iβI −

αI
2

)
AI(z) + γA2

P (z)A∗S(z) (2.30)

where AP , AS and AI are the field amplitudes for pump, signal and idler
respectively. The β coefficients are the longitudinal propagation constants
for the waveguide mode at each frequency, while α are the propagation loss
coefficients. The last component on the right side of equations (2.29) and
(2.30) is due to FWM and allows us to introduce the coefficient γ, that is
the waveguide nonlinear parameter: this quantity can give an estimate of the
strength of the interaction between pump and signal fields to generate idler
field AI .

From the equations of the field it is also possible to find the phase mismatch
between the interacting waves:

∆k = 2kp − ki − ks. (2.31)

We shall notice that the conservation of energy constraint implies that two
pump photons are absorbed while a signal and idler pair is created: this means
that the input signal field is exploited only to initiate the transition but is not
involved in the transition. Together with considering undepleted pump approx-
imation, we are also neglecting Raman scattering effects, thus excluding the
phonon contribution to third-order nonlinearity, and neglecting the effects of
generated free-carriers on the FWM process. This assumption can be consid-
ered valid as far as we are considering continuous-wave interactions in intrinsic
silicon [136].

2.3.3 Stimulated FWM in silicon microrings

Silicon nano-waveguides can achieve tight light confinement thanks to the
high refractive of silicon and a typical cross-sectional area of about 0.1 µm2.
Furthermore, as put in evidence from the nonlinear refractive indices reported
in table 2.1 [137], nonlinearity of silicon is much greater than that of silica, so
nonlinear optical effects happen more often than in optical fibers.
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Material n2 at 1550 nm [cm2/W] Ref.

Si 4.5 ×10−14 [138]
SiO2 1.54×10−16 [139]

Table 2.1: Nonlinear refractive indices for silicon and silica.

Thanks to their capability to trap light, microrings can provide a further
enhancement of radiation-matter interaction at resonance. The equally spaced
resonances of a microring make it an object perfectly suitable to exploit para-
metric effects, since their spatial geometry and equally spaced resonances allow
to automatically satisfy the conservation of momentum and energy at reso-
nance.

The first theoretical and experimental work about four-wave mixing in
a semiconductor microring resonators has been reported by Absil et al. in
2000, for a GaAs/AlGaAs waveguide [140], and was repeated in 2008 in silicon
microrings in SOI platform [46]. In this experiment, a CW laser is used to
inject an intense pump field at frequency ωp and power Pp, together with a
much weaker signal at frequency ωs and power Ps into the waveguide. Following
the procedure in [140], one can solve the coupled-wave equations (2.28), (2.29)
and (2.30) using the relations for the waveguide-ring coupler section, getting
the power of the generated idler:

Pi = (γL)2|F (k)|8PsP 2
p (2.32)

where γ is the waveguide nonlinear parameter and and F (k) is the field en-
hancement. Assuming that it is the same for pump, signal and idler, it can be
expressed as

F (k) =

∣∣∣∣ σ

1− τaeikL

∣∣∣∣ (2.33)

that is strictly dependent on the coupling conditions, and whose maximum
value is given by the on-resonance field enhancement F0, for k = k0, while
τ and σ are the transmission coefficient along the waveguide and the cross-
coupling coefficient from the waveguide to the microring respectively, as defined
in section 2.2. This means that, in practice, in order to achieve the maximum
enhancement, pump and signal frequencies must be tuned with the microring
resonances. In this case, thanks to the equally spaced resonances, the idler field
generated at frequency ωi = 2ωp − ωs, satisfying the conservation of energy,
will arise in correspondence of another resonance of the microring.

A useful relation allows to compare the performance of a ring and a straight
waveguide:

Pi,ring
Pi,wg

=

(
Lring
Lwg

)2

F 8
0 (2.34)

where the ratio between the idler power generated in a ring and a waveg-
uide goes with the eighth power of the field enhancement! This represents

53



2. Silicon photonics

indeed a dramatic increase in the generation efficiency that can be achieved
at resonance. It can also be demonstrated [140] that the field enhancement at
resonance, at critical coupling condition, can be written as:

F0 =

∣∣∣∣ σ

1− τ 2

∣∣∣∣ =
1

σ
=

√
2Q

k0L
(2.35)

which is valid in the very ideal case of σ � 1, i.e. neglecting every kind of
propagation loss from the waveguides. By substituting equation (2.35) into
(2.32) one finds a fundamental relation that allows to predict the generated
idler power as a function of signal and pump power, which is valid in the limit
of undepleted pump [141]:

P ST
i = (γ2πR)2

(
Qvg
ωpπR

)4

PsP
2
p . (2.36)

Equation (2.36) shows how the generation efficiency can be predicted from the
microring parameters: in fact, R is the radius of the ring, Q is the quality
factor of the resonances, vg is the group velocity, ωp is the pump frequency, γ
is the waveguide nonlinear parameter introduced in equations (2.29), (2.30).
The Q factor and the frequency of the involved resonances are assumed to be
similar, thus equation (2.36) is valid with the assumption that Qp ∼ Qs ∼ Qi

and ωp ∼ ωs ∼ ωi. Indeed, some useful trends can be extracted from (2.36):
Pi scales quadratically with Pp and linearly with Ps, and conversion efficiency
scales as Q4/R2.

We can express parameter γ in a form that will result more useful later:

γ =
ωpn2

cAeff
(2.37)

where n2 is the nonlinear refractive index, Aeff is the effective area of the
waveguide and c is the speed of light. With the assumption that group velocity
dispersion is negligible, the group velocity can be expressed as vg =FSR ·2πR.
Thus, equation (2.36) can be further manipulated to the form:

γ =

(
2πRc

λpvg

)2
π

2RQp

√
QiQs

1

Pp

√
Pi
Ps

(2.38)

where the non-linear parameter γ is expressed as a function of Pp, Ps and Pi
through the parameters of the resonances and of the microring.

2.3.4 Spontaneous FWM in microring resonators

In the classical stimulated FWM a pump and a signal laser are needed, even
if the signal photon is not required for the conservation of energy in the process,
since, as already noticed, it does not contribute to the energy exchange. When
the initial number of signal and idler photons is zero, the process of FWM
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Figure 2.9: a) Schematic picture of spontaneous FWM in a χ3 material, where
two pump photons at energy ωp are converted into a signal and idler photon
at energy ωs and ωi. b) Energetic diagram of spontaneous FWM process, from
which is evident the conservation of energy. As in the case of Fig. 2.8, dashed
lines are representing virtual levels.

can be initiated by vacuum fluctuations. This is the case for spontaneous four
wave mixing (SFWM), also called parametric fluorescence, which is particular
interesting for the generation of correlated photon pairs. Being a quantum
phenomenon, it can’t be approached classically, and a rigorous treatment goes
beyond the purposes of this thesis, while we refer to [42] for more details.
From a simpler point of view, this process can be seen as a four particle elastic
scattering in which two pump photons annihilate, producing a signal and a
idler photon, as shown in Fig. 2.9.

SFWM in silicon microrings was first reported by Clemmen [47]. Helt et
al. in 2010 carried out a theoretical analysis of SFWM in microrings, to which
we refer for a rigorous treatment [50]: in this work, starting from the third-
order hamiltonian describing the process, the spontaneous emission rate in the
undepleted pump approximation is predicted. Without entering in the details
of the calculations, we report the main results.

Since idler and signal in SFWM are symmetric with respect to the pump,
the on-resonance process will involve a pump resonance Np, and two resonances
N and N̄ satisfying N̄ = 2Np −N . A practical requirement is that the mode
profile and group velocities of the modes must have little variations in the
frequency range of interest, that is much easier to be fulfilled if one considers
modes N that are very close to the mode of the pump Np. If this is satisfied,
one can fairly assume that ωp ∼ ωi ∼ ωs holds. Given the stimulated effect,
with input pump at resonance Np and signal at resonance N the generated
pump idler can be expressed as

PN̄ = (γPNpL)2|FN |2|FN̄ |2|FNp |4PN (2.39)

which is in well agreement with (2.36), and is valid in the limit of no loss
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and weak coupling. Considering the same field enhancement F0 for all the
resonances, which can be considered consistent with the previous assumptions,
equation (2.39) can be rewritten as:

PN̄ = (γPNpL)2|F0|8PN . (2.40)

From theoretical calculations [50], the generated power for a resonance of order
N (or N̄) in the spontaneous process turns out to be:

PN = (γPNP
L)2|F0|6~ω0v/(2L) (2.41)

where F0 is the on-resonance field enhancement, as defined in equation (2.35).
Comparing equation (2.41) with (2.40) one can identify the factor

~ω0v

2L|F0|2
(2.42)

as the quantum analogous of the stimulating power in the spontaneous case,
i.e., the power associated to vacuum fluctuations that are initiating the pro-
cess. Spontaneous generation rate can be easily compared with the stimulated
generation rate if we rewrite it in the following form:

P SP
i = (γ2πR)2

(
2Q

kµ2πR

)3 ~ωsvg
4πR

P 2
p . (2.43)

In fact, from the ratio between (2.36) and (2.43) one finds:

P SP
i

P ST
i

=
1

4Q

~ω2
p

Ps
(2.44)

which turns out to be independent from the size of the ring, while depends
on the Q factors, the signal power and the power ~ω2

p that, in the range of
telecommunication wavelengths is about 160 µW [41].

In the cited experimental work on silicon microrings by Azzini et al., it
has been successfully demonstrated that the generation rate in microring res-
onators is proportional to Q3P 2

P/r
2, where Q is the quality factor of the res-

onances, PP the pump power and r the radius of the ring [41]. It was also
experimentally proved that the generated photons are correlated [142] and,
more recently, that they can be entangled in energy-time [49]. Time-energy
entanglement is extremely appealing for QIP, since it can be easily manip-
ulated in integrated devices and is more robust against loss of information
over long distance communication with respect to polarization entanglement.
In fact, one of the main drawbacks in polarization encoding consists in the
decoherence bound to the transmission of quantum information over long dis-
tances along optical fibers. A typical cause is accidental birefringence in optical
fibers, that can be due to slight asymmetries in the cross-section of the core
or to mechanical stress. As a consequence, states with different polarization
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can propagate with different phase velocities, leading to a change in the total
polarization state and to loss of information [143, 144]. Birefringence in opti-
cal fibers can also lead to polarization mode dispersion, causing photons with
different polarizations to propagate with different group velocities inside the
fiber [145]. It has to be noticed that, even if polarization is probably not the
best tool to encode qubits to be transmitted through optical fibers, this is not
necessarily true for every medium: in fact, polarization entanglement has been
demonstrated over a distance of 144 km of free-space links [146].
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Chapter 3
Four-Wave Mixing in Porous
Silicon Microrings

The main subject of this thesis is the generation of photon pairs exploiting
nonlinear processes in integrated silicon microring resonators. However, while
the enhancement of FWM in silicon microrings is quite a well established and
thoroughly studied process, it has never been observed in porous-silicon-based
integrated structures. In the last decades, porous silicon gained a lot of impor-
tance due to its applicability to disparate fields, ranging from the development
of photovoltaic devices [147, 148] to optical and electrical sensing [149], includ-
ing biosensing [150], label-free biosensing [151, 152, 122] and vapour sensing
[153, 154, 155]. However, one of the reasons for which porous silicon has drawn
so much attention is to be found in its emission properties [156]. In fact, porous
silicon based structures have been reported to have a strong photoluminescence
emission, covering a broad energy range from the near infrared, through the
visible region, and into the near UV [157, 158]. Light emission from porous sil-
icon has been studied theoretically and experimentally [159, 160, 161], in some
cases also induced by an external current [162]. Emission from porous silicon
can also be due to its pronounced Raman effect [163], whose correlation to
photoluminescence has been explored [164, 165]. However, photoluminescence
emission from porous silicon in the near infrared is still not completely under-
stood, and one of the most accredited explanations involves mid-gap dangling
bond states on the surface of the material [166, 167].

Another reason that makes porous silicon so appealing consists in its fab-
rication process: in fact, planar structures having areas of few cm2 and tens
of layers can be produced fairly inexpensively by electrochemical etching [166,
168]. This fabrication technique, as will be described in section 3.1, allows
to produce a multilayered material where the refractive index of each layer
depends on its porosity, that is the volume fraction of air, which can be con-
trolled by changing the parameters in the fabrication process. Consequently,
lateral patterning of PSi films can be performed with electron-beam lithogra-
phy or direct imprinting [169, 170], in order to obtain integrated structures,
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3. FWM in PSi microrings

analogously to the fabrication process of SOI based photonic devices.
PSi is characterized by a third-order nonlinear response which has been

investigated for years, mainly in multilayered structures [171, 172]. Recently,
from nonlinear studies on slab waveguides fabricated by selective oxidation of
PSi slabs, it was found that the third-order nonlinear coefficient of PSi is inter-
mediate between the values observed in semiconductors and those measured
in oxides, even when the air fraction of the material reaches 70% [173]. It
should be noticed that, despite such high nonlinearity, these experiments have
required very intense pump powers. Light confinement in micro-resonators
played a crucial role in the reduction of power needed to observe nonlinear op-
tical effects in silicon integrated devices, allowing for the observation of these
phenomena even under continuous-wave (cw) excitations. The recent demon-
stration of PSi integrated microring resonators with high quality factors, on
the order of 104 [122], suggested that the measurement of low-power nonlinear
effects could be achieved also in PSi mirostructures. Such a result could open
to new and unexplored capabilities, given the flexibility of the physical prop-
erties of PSi, even considering that its large internal surface area would allow
the incorporation and infiltration with other species.

In this chapter we will describe the measurement of nonlinear optical prop-
erties in porous silicon integrated structures, that have been realized with the
same fabrication method reported in [122]. First we will describe the fab-
rication process of porous silicon samples, and in particular focusing on the
etching process to obtain the porous slab waveguide. Then, we will report
the result of optical characterization of integrated PSi microrings, through the
measurement of transmission spectra that allowed us to evaluate the qual-
ity of the resonators and losses. We will report about the four-wave mixing
measurements that have been performed on microrings, whose results will be
discussed and used to determine the nonlinear optical properties of the mate-
rial under study. The results will be discussed, together with the derivation of
the waveguide nonlinear parameters that have been extracted from the FWM
measurements.

3.1 Fabrication of porous silicon

The fabrication of the sample consists of two steps. First, a PSi asymmetric
slab waveguide is realized by means of electrochemical etching in an hydroflu-
oric acid (HF) solution. This part of the process is relatively cheap and easy
to carry out even in a basic chemistry laboratory. Then, the ridge waveguides
and microrings can be patterned on the top layer by means of electron beam
lithography (EBL) and reactive ion etching (RIE). The fabrication of the PSi
slab waveguides used in this thesis was carried out at Electrical Engineering
and Computer Science at Vanderbilt University (Tennessee, USA), while EBL
and RIE were performed at the Center for Nanophase Material Sciences at
Oak Ridge National Laboratories (Tennesse, USA).
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3.1. Fabrication of porous silicon

3.1.1 Etching process

The fabrication process of PSi waveguides is particularly flexible, in fact
thickness and porosity of each layer can be tailored by properly choosing the
current density and etching time [168]. During the process, a p-type boron-
doped silicon wafer (0.01 Ω/cm) with a surface of few cm2, is submerged in an
electrochemical cell with an HF (hydrofluoric acid) solution. Given the high
danger associated with this kind of acid, most of the fabrication process has
to be performed inside a fumehood and with adequate protections. When a
constant voltage is applied to the electrodes of the etching cell, a dissolution
process takes place, described by the following reaction [168]:

Si + 4HF + 2F− + 2h+ → SiF2−
6 + H2 + 2H+ (3.1)

where the carriers responsible for the erosion of the silicon are the fluorine ions
F− and the positive charge carriers of silicon h+. When a hole h+, driven by
the electric field, reaches the surface, a F− ion can replace a hydrogen atom
bonded to Si. When all the four bonds of silicon have been broken, a silicon
atom is released from the crystal structure, leaving a small defect (tip) on the
surface [168]. The pore preferentially grows in correspondence of this small
tip, because of the local concentration of electric field. Then the dissolution
tends to follow the direction of the applied electric field (vertical), while it is
inhibited in the Silicon region between pores (horizontal) because it is depleted
of holes h+. The result of the process is a columnar porous structure, with
pores with diameter of few tens of nm, that are perpendicular to the surface
of the sample, as clearly visible in the SEM image of the cross-section of the
sample shown in Fig. 3.4 (a). The analysis of the fabrication of porous silicon
goes beyond the purposes of this thesis, however, for further studies on the
mechanism of pore formation we refer to [174, 175, 158].

3.1.2 Fabrication of the sample

Fabrication of porous silicon waveguide

The assembled etch cell during the realization on a PSi waveguide is shown
in Fig. 3.1. The lateral and bottom walls of the cell are made of Teflon,
that it is a material chemically resistant to HF. The anode is constituted by
the silicon wafer itself, placed on top of an aluminium plate to which the
negative potential is applied, while the cathode consists of a spiral-shaped
platinum wire, visible in Fig. 3.1, which is resistant to HF. The shape of the
cathode is important since it must provide an almost uniform electric field,
allowing at the same time that the hydrogen generated in the dissolution can
escape from the cell. An O-ring is used to seal the silicon sample between the
various components of the cell, which is finally locked with a stainless steel
cylinder and screws. The cell is then filled with a solution of hydrofluoric acid
(HF) in ethanol with a volume concentration of 15%, so that he sample and
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Figure 3.1: Photo of the assembled etch cell. The cell is made of Teflon and
is secured with stainless steel cylinder and screws. The silicon wafer is visible
from the hole in the bottom of the cell, fully covered by the HF solution. Just
above the wafer, sealed with an O-ring, the platinum spiral-shaped cathode is
also covered by acid solution, and is connected to the black wire that provides
negative voltage. The anode is the silicon wafer, that is placed above an
aluminum plate to which positive voltage is applied by the red wire. The
wafer and the cathode are then fully covered by the HF solution.
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the platinum spiral above it are fully covered by the solution. Finally, the
wires are connected to a current supplier (Keithley 2400S) and the voltage is
applied to the electrodes. The etching current and time are properly adjusted
to obtain porous silicon layers of the desired thickness and porosity. The
generator is driven by a computer, where a dedicated Labview software allows
to set the parameters (current and time) for each layer, and the growth is
controlled by the software. During the etching, the formation of the pores
leads to fluctuations in the resistance of the wafer, thus the generator must be
stabilized to supply a constant current to the system. In order to monitor the
current, the generator sends an output to the dedicated software, that allows to
check if there is any unwanted variation of current density during the etching.
After the etching, the wafer is removed by the cell and rinsed in ethanol, dried
with nitrogen, and then submerged in a 1.5 mM/l KOH solution in ethanol for
pore widening. Finally, the sample undergoes an annealing step at 500◦C for
5 minutes, in order to obtain smoother sidewalls of the subsequently realized
microstructures [122].

Choice of the etching parameters

The etching parameters used to obtain our sample and the properties of the
corresponding layers are reported in table 3.1. A proper choice of the etching
parameters was possible thanks to a preliminary analysis on porous silicon
monolayers, that allowed us to link thickness, porosity and refractive index of
a layer to the current density and etching time.

current density etching time thickness index

guiding layer 5 mA/cm2 122 s 0.6 µm 1.79
cladding 48 mA/cm2 6 s 1.4 µm 1.24

Table 3.1: Etching parameters used for the realization of our sample. Current
density and etching time are chosen to obtain a certain layer thickness and
effective refractive index.

In the first part of this analysis, the thickness of an etched PSi monolayer is
determined from a SEM image of the cross-section of the layer. Then, a mea-
surement of the reflectance spectrum of the layer, resulting in an interference
pattern, allows to obtain the refractive index of the layer, as reported in [176].

Bruggeman effective index approximation [177, 178] can be finally adopted
to associate porosity with effective refractive index. As shown in Fig. 3.2 (a),
an increase in the applied current density leads to higher porosity: values be-
tween 45% and 85% can be achieved for current densities between 5 mA/cm2

and 100 mA/cm2. The etching rate as a function of current density is reported
instead in Fig. 3.2 (b): as can be noticed, the etching time must be set accord-
ing to the current density. In particular, etching rate ranging from 5 nm/s up
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Figure 3.2: (a) Dependence of the porosity from the applied current density.
Higher porosity can be obtained increasing current density (b) Etch rate as
a function of current density, showing that the speed increases with higher
current density. The red lines are the result of a best fit with power laws,
whose result can be used to properly choose the etching parameters [176].
Both trends have been experimentally determined on a silicon wafer with p+
doping (0.01 Ω/cm) etched in a 15% solution of HF in ethanol [176].

to 45 nm/s can be achieved with current density varying between 5 mA/cm2

and 100 mA/cm2. The trends shown in Fig 3.2 (a) and (b) were originally
reported in [176], and allow to properly choose the etching parameters in order
to obtained the desired porous silicon layers.

Litography

Once the slab waveguide has been made, the ridge waveguides and rings can
be patterned with standard EBL and RIE. In this process, a 300nm-thick film
of resist (ZEP520 A) is deposited on the PSi surface. EBL (JEOL JBX-9300-
100kV) is used to pattern the design on the resist, followed by a 30 seconds
development in xylenes and rinsing. The etching is then performed by means
of an RIE tool (Oxford Plasmalab 100) where C4F8/SF6/Ar gases are used to
transfer the pattern on the guiding layer. The residual ZEP resist can then be
removed with 10 minutes of O2 plasma cleaning. Finally, a manual cleavage of
the sample is necessary in order to reduce the total size of the sample, so that
the waveguides are about 2-3 mm long.

3.1.3 Sample Layout

The sample consists of a wafer sized about 10 mm × 3 mm, constituted
by an array of straight waveguides which start in one edge of the sample and
finish in the opposite edge. A critical aspect is that the length of the waveg-
uide can not be precisely controlled because of the manual cleavage of the
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Figure 3.3: Representation of the cross-section of the sample: the channel
waveguide, having a width of 1.2 µm, is obtained from the full-depth etching
of the guiding layer, characterized by a thickness of 0.6 µm and refractive index
of nwg = 1.79, while the cladding layer below, with thickness 1.4 µm, has a
lower index nclad = 1.24.

Figure 3.4: (a) SEM image of the cross section of the sample, showing a detail
of the side-wall of the waveguide. The vertical porous structure is well visible
in the cladding, where the porosity is higher. (b) SEM image of the top view
of a detail of the sample, showing the microring with radius of 25 µm coupled
to the straight waveguide, with a coupling distance of about 200 nm.
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sample, during which it could be also accidentally damaged. However, the
sample that we used has an almost uniform width of 3 mm, which coincides
with the total length of the waveguide. Ridge waveguide has a width of 1.2 µm
and a thickness of 0.6 µm, as shown in Fig. 3.3 (a), where the cross-section
is represented: these values were designed to have a waveguide supporting a
single mode at the operating wavelength, around 1.5 µm, with TE polariza-
tion. The values of the cross-section of the waveguide, as well as the radius
of the microring, are larger than the usual values for crystalline silicon, due
to the lower refractive index contrast of the considered case. Porous silicon
is in general a birefringent material, with the optical axis oriented along the
(vertical) growth direction. Working in TE polarization, with the electric field
mainly in the plane of the structure, allow us to neglect such anisotropy, for
the field effectively experiences an isotropic system.

Calculations performed with effective index method (EIM) showed that
the effective index of the mode in the waveguide is neff = 1.51, with the
assumption that dispersion in this wavelength range is negligible. During a
preliminary characterization on waveguides with different lengths, propagation
losses from the channel waveguides were measured to be on the order of 27.5
dB/cm [122].

Each waveguide is coupled to a microring, placed approximately in the mid-
dle of the waveguide, with a gap distance of about 200 nm, optimized in order
to have critical coupling. This condition can be strongly affected by slight
changes in the effective index and by losses from the waveguide and the mi-
croring, that can slightly vary from one point to another of the sample. Thus,
different replicas of each microring, with gap distances slightly varying around
200 nm were fabricated, in order to ensure that at least one is at critical cou-
pling, even taking into account for this variability. Tha whole sample includes
microrings of different sizes, with radii varying between 10 µm and 30 µm.

At both ends, the waveguide is provided with two coupling tapers that are
about 500 µm long, along which the maximum width of 20 µm shrinks down
to the width of the bus waveguide of 1.2 µm.

3.2 Linear characterization of the sample

To characterize the linear response of the sample, the transmission spectra
of microrings with different radii and coupling distances have been measured.
We don’t report here all the results, however such characterization allowed us
to choose for the FWM experiment the microrings with 25 µm radius. In fact,
in average they showed the best quality factors, combined with good coupling
conditions.
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3.2.1 Transmission measurements

To perform transmission measurements, the sample is placed on a support
on top of a translating and rotating stage to adjust its position. The in-coupling
and out-coupling are provided by means of two polarization maintaining (PM)
tapered fibers, that are used to match the mode profile in the waveguide,
mounted on 3-axis translators. Tapered fibers are directly aligned to the tapers
at opposite ends of the waveguide coupled to the ring to be measured: the
rotating and translating stages are thus necessary to align the tapered fibers
so that they are centered and parallel to the waveguide.

External polarizers are used to control the polarization: all the measure-
ment are done in TE polarization, since the waveguides and microring are
designed to work in this configuration. As a help in the alignmen operation
a magnified image of the sample is focused on both a visible and an IR cam-
era, by means of a custom-made microscope mounted above the sample, in a
configuration similar to the one described in section 4.2.1.

For a rougher first alignment, the sample is excited with a broadband su-
perluminescent diode laser (Thorlabs SLD 5260) and the transmitted light is
analysed by a spectrometer and detected by a liquid-nitrogen-cooled CCD cam-
era with a spectral resolution of 70 pm. To reach higher resolution, up to 1 pm,
we used as source a tunable laser (Santec TSL-510) in scanning mode, while
the transmitted light was collected by a InGaAs detector (Newport 918D-IG-
OD3) and measured with a high sensitivity Power Meter. The spectrum is
finally reconstructed with a Labview software.

The result of a transmission spectrum of a microring with radius 25 µm is
shown in Fig. 3.5, from which it is possible to determine a free spectral range
FSR = 7 nm. In Fig. 3.6 we report a detail of the transmission spectrum of the
same microring, with a resolution of 5 pm, where the resonances used as idler,
pump and signal in the FWM experiment are highlighted. The solid black
line in Fig. 3.6 is the measured transmission, while the dashed red line is the
best fit with a lorentzian function. The obtained central wavelengths for idler,
pump and signal are λi = 1571.60 nm, λp = 1578.58 nm and λs = 1585.57 nm,
with Q factors Qi = 5800, Qp = 5900 and Qs = 4200.

3.2.2 Insertion and propagation losses

From the ratio between input and output power, measured with an InGaAs
detector placed right before or after the sample, respectively, we were able to
estimate the insertion losses of our sample to be on the order of 30 dB around
the interested wavelength range. Propagation losses, that can be attributed
to the scattering associated with the material roughness, were measured to
be 27.5 dB/cm, as reported in [122]. Considering that the total length of the
waveguide is around 3 mm, the propagation losses account at most for 10 dB
of attenuation in the worst case, thus the main contribution to losses can be
attributed to the poor coupling efficiency between the tapered fiber and the

67



3. FWM in PSi microrings

Figure 3.5: Transmission spectrum of the microring with 25 µm radius, mea-
sured with the tunable laser in scanning mode. The average free spectral range
of 7 nm is put in evidence by the arrow.

Figure 3.6: Transmission spectrum of the sample showing the resonances used
as idler, pump and signal in the FWM experiment. The solid black line is the
measured transmission, the dashed red line is the result of a lorentzian fit of the
resonances, from which we estimated an average quality factor of Q ≈ 5000.

68



3.3. Four-wave mixing experiment

Figure 3.7: Schematic representation of the experimental set-up. The pump
laser, tuned at the central wavelength of the dip individuated as pump reso-
nance, is spectrally filtered and amplified with a BOA. The signal laser, tuned
at signal resonance, is also spectrally filtered and combined to the pump laser
by means of a fiber beam splitter (not shown in the image). One of the out-
puts of the beam splitter, as better specified in the main text, is connected
to the tapered fiber aligned to the input taper of the waveguide. The output,
exiting from the taper at the opposite side of the waveguide, is then filtered
using a BP filter centered around the idler wavelength, that rejects the intense
transmitted signal and pump lasers. The resulting filtered light is then sent to
a spectrometer coupled to a CCD camera for detection. The whole set-up is
working in TE polarization, with PM fibers.

coupling taper. Such high losses can be due to cross-section mismatch, as well
as to reflection and scattering from the rough edge of the sample.

Indeed, propagation losses constitute a limit to the Q factor of the res-
onator. In fact, knowing the propagation losses α, the intrinsic upper limit
for Q at wavelength λ0 is given by equation (2.12), that we report here for
convenience:

Qint =
2πn

λ0α
(3.2)

where in our case α = 6.33 cm−1, and mode effective index is n = 1.51, as
obtained from EIM based calculations. When the ring is at critical coupling,
the loaded Q is given by Q = Qint/2, resulting in a theoretical value of Q ≈
4800. The higher values that have been obtained from the transmission spectra
of the resonances (up to Q ≈6000) can be attributed to a condition of slight
undercoupling.

3.3 Four-wave mixing experiment

In the FWM measurement, the sample is excited with a pump and a signal
laser tuned at the central wavelengths of the corresponding resonances. To
do so, we used an experimental set-up as the one depicted in Fig. 3.7. We
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used as sources two tunable cw lasers (Santec TSL-210 and Santec TSL-510)
working in the wavelength range of interest, between 1500 nm and 1630 nm.
The pump laser is amplified with a polarization maintaining booster optical
amplifier (BOA) to increase the available power, necessary because of the high
insertion losses of the sample. The lasers are spectrally filtered with two band-
pass (BP) filters with bandwidth 8 nm and a side-band attenuation higher
than 30 dB, in order to clean out the amplified spontaneous emission. The
two lasers are then sent to the input ports of a 90:10 fused silica beam splitter.
In particular, in order to optimize the available pump power, the output port
transmitting the 90% of the pump and 10% of the signal was sent to the sam-
ple, while the other port was sent to a power meter, used to monitor the total
power during the measurements. The light that comes out from the sample
is filtered with a BP filter with a rejection on the order of 120 dB, to remove
the residual pump and signal lasers. The filtered idler is then sent to a spec-
trometer (Acton Spectra Pro 2500i) and collected by a liquid-nitrogen-cooled
CCD camera (Acton InGaAs OMA V). The spectrum is measured in units of
counts per second, that can be converted in power thanks to a calibration of
the CCD camera with a high sensitivity power meter.

Results

The spectrum resulting from a FWM measurement is shown in Fig. 3.8.
The main peak on the left is generated by the stimulated FWM process, and
is located at idler wavelength (1571.6 nm), as expected from the constraints of
conservation of energy. The weaker peaks on the right are the residual pump
and signal, that are almost completely rejected by the filters after the sample.

The integration time of the CCD camera, which is the exposure time to
get a spectrum like the one in Fig. 3.8, is 30 seconds. Such a long time
was needed because of the weak output power due to the high insertion losses
of the sample, and indeed constituted an obstacle to a live optimization of
the generated FWM, that made necessary the use of the IR camera, where
a magnified image of the microring was projected. In fact, because of the
roughness typical of the porous material, a huge amount of light is scattered
out of the waveguide and the microring. When the laser is in resonance with
the microring, there is ”more” light inside the resonator than in the waveguide,
resulting in higher scattering losses, as visible in the inset of Fig. 3.8. This
allowed us to finely tune wavelength of pump and signal lasers, maximizing
the power coupled to the ring, by optimizing the light scattered out of it just
by looking at the image of the sample on the infrared camera.

The result shown in Fig. 3.8 was obtained with a pump power of 650 µW
and signal power of 60 µW, that allowed to obtain a generated idler of 0.6 pW.
All the reported input (output) powers have been estimated in the portion of
the bus waveguide right before (after) the ring. To do so, we derived from
the square root of the insertion losses, assuming that the input and output
efficiencies are the same. In this way, from the measured insertion losses of
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Figure 3.8: Result of FWM measurement with coupled pump power of 650 µW
and signal power of 60 µW. The residual pump and signal peaks are visible
respectively at 1578.58 nm at 1585.57 nm, while the idler peak arises at 1571.6
nm. Acquisition time is 30 seconds. The photo in the inset, taken with the IR
camera, shows a portion of the waveguide coupled to the microring, which is
resonantly excited by the pump laser. Bright regions are due to infrared light
scattered out from the waveguide, from which is visible that the ring, when
resonantly excited, scatters out more light with respect to the waveguide. The
dimmer replicas of the ring that might be noticed are ghost images due to
multiple reflections from the optical components of the microscope.
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30 dB, with a corresponding transmission of 0.1%, we estimated a maximum
coupling efficiency of 3.1%. Every reported value of coupled power has an
uncertainty that was evaluated to be around 5%.

The output power, even if can seem low with respect to generation of
pairs in silicon microring, is remarkable if we consider the high losses and the
fact that the ridge waveguide has a fraction of air around 60%. This result
was possible thanks to two crucial features of the field inside the microring:
the increased effective nonlinearity, due to the light confinement in the ridge
waveguide, and the pump field enhancement given by the resonant structure.
In fact, even if PSi is characterized by huge surface roughness, the sample
studied here is composed by microrings with Q factors sufficiently high to
observe FWM at low power.

Dependence from input power

It is well known from literature that the power generated at idler frequency
is described by:

PI = (γ2πR)2

(
Qvg
ωPπR

)4

PSP
2
P (3.3)

from which a quadratic dependence from pump power PP and a linear
dependence from signal power PS are expected. In equation (3.3) R is the
radius of the microring, Q is the quality factor of the resonances, ωP is the
pump frequency and vg is the group velocity. The group velocity is obtained
from the relation

vg = FSR · 2πR, (3.4)

where we consider as free spectral range (FSR) the mean value of frequency
difference between adjacent resonances in the range of interest, determined
from the transmission spectrum. Finally, the waveguide nonlinear parameter
γ at frequency ωP for a waveguide with nonlinear refractive index n2 is given
by:

γ =
ωPn2

cAeff
(3.5)

where c is the speed of light and Aeff is the effective area of the waveguide.
However, there are many important emission processes in porous silicon, like
stimulated Raman scattering or photoluminescence, that might compete with
SFWM. To make sure that the emission peak arisig around the wavelength of
the resonance at 1571.6 nm, visible in Fig. 3.8, is actually an effect of FWM,
one can verify that it follows the trend described by equation (3.3). To do so,
we measured the generated idler power as a function of pump power and signal
power, with results that are shown in Fig. 3.9.

In particular, in Fig. 3.9(a) signal power is fixed at 60 µW and the de-
pendence of PI from PP is shown: each black triangle comes from a single
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Figure 3.9: (a) Dependence of generated FWM at idler resonance from coupled
pump power, with signal power PS =60 µW, showing a quadratic trend. Black
triangles are experimental data, solid red line is the quadratic trend that best
fits the data. (b) Generated FWM as a function of signal power, with fixed
pump power of PP =500 µW. In this case, blue squares are experimental data,
while solid red line represents the linear trend that best fits the data. These
trends can be considered as a clear signature of stimulated FWM.
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γ [W−1m−1]

Silicon 200
Chalcogenide glass 93.4

Hydex 0.233

Table 3.2: Values of γ measured in different materials. The value found in
Silicon was experimentally determined from FWM in Si [41], as well as for
Hydex [179]. The value for arsenic selenide chalcogenide glass was obtained
from supercontinuum generation in ChG nanowires [180].

measurement of the total idler power, integrated over the linewidth of the
idler resonance, while the solid red line represents a quadratic trend. On the
other hand, in Fig. 3.9(b) the dependence of PI from PS is shown, where
blue squares are experimental data and solid red line represents, in this case,
a linear trend.

Indeed, the behaviour that was determined in both cases is in good agree-
ment with the prediction of equation (3.3), where generated idler power scales
quadratically with pump power and linearly with signal power. These trends,
typical of FWM, have been verified within the error bars: it allowed us to
identify the phenomenon that we observe as stimulated FWM, enhanced by
the resonant structure of the microring.

3.3.1 Nonlinear parameter γ of PSi waveguides

Each single FWM measurement can be used to calculate the value of the
waveguide nonlinear parameter γ, exploiting the following relation:

γ =

(
2πRc

λPvg

)2
π

2RQPPP
√
QIQS

√
PI
PS
, (3.6)

with group velocity vg defined in equation 3.4. Applying equation (3.6) to
every FWM measurement we calculated the values of γ reported in the graph
in Fig. 3.10. Here, black triangles are from the data in Fig. 3.9(a) while blue
squares are from Fig. 3.9(b). The dashed red line represents the mean value,
that was found to be:

γ̄ = (20± 2)W−1m−1. (3.7)

The error bars are obtained from standard propagation of errors and are
mainly due to uncertainties in the coupled powers.

With the measured value of γ, the nonlinear refractive index n2 can be
obtained by reversing equation 3.5. To do this, the value of the effective area
of the waveguide was calculated as follows [181]
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Figure 3.10: The values of γ calculated from equation (3.6) for different values
idler power. Black triangles are from measurements reported in Fig. 3.9 (a)
while blue dots are from Fig. 3.9 (b). The calculated mean value is γ =
(20± 2)W−1m−1, represented by the dashed red line. It was found to have no
dependence from signal and idler power within the error bars.

Aeff =

( ∫
|E|2dxdy

)2∫
ridge
|E|4dxdy

, (3.8)

where E is the electric field and x and y are the directions of the axis
orthogonal to the propagation direction of the waveguide. The integral in the
numerator is carried over the whole space, while the one in the denominator
is carried on the ridge cross-section. The value that was found from numerical
calculations is Aeff ≈ 0.94µm2, which turned out to be strongly dependent
on the size of the ridge waveguide. Exploiting relation (3.5) we could use
this value to calculate the value of the nonlinear refractive index n2 at pump
frequency:

n2 = (4.26± 0.4)10−18m2W−1, (3.9)

where we consider as predominant source of error the uncertainty in the
coupled power.

This result is consistent with previous works, where pump and probe tech-
niques involving a Ti:Sapphire-pumped OPA were needed. It was possible to
determine a nonlinear refractive index of n2 = (4.2±0.8) ·10−18 m2/W for PSi
waveguides with porosity around 70-80% [173]. Indeed, the breakthrough in
our measurement consists in the drastically reduced coupled power: while in
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the above mentioned work the power coupled to the waveguide is greater than
10 mW, in our measurement it was less than 1 mW. This was possible thanks
to the enhancement of the field due the high quality of the resonator.

Conclusions and perspectives

In this chapter, we reported on the measurement of low-power FWM in
porous silicon microring resonators. This experiment allowed us to estimate
the nonlinear parameter of the considered waveguides to be γ = 20±2 W−1m−1,
that turned out to be in good agreement with other results previously reported
in literature, and to be intermediate between values found in crystalline semi-
conductors and in oxides. The observation of this effect was non-trivial, since
other important emission processes in porous silicon, like stimulated Raman
scattering or photoluminescence, could compete with the effect that we in-
tended to study.

We underline that this represents the first case in literature of a measure-
ment of the enhancement of a nonlinear effect with porous silicon integrated
resonant structures. To do this, we took advantage on the possibility to realize
porous silicon microrings with high Q factors [122], particularly remarkable
if we consider the huge intrinsic losses due to the roughness of the material.
Furthermore, the fabrication process of porous silicon is low-cost, for porous
silicon is cheaper than SOI, and is flexible, allowing to produce layered wafers
with well controllable thickness and refractive index. There is a price to pay for
the flexibility of the fabrication process of the material, represented by a low
reproducibility, that reflects in a practical difficulty to mass-produce photonic
circuits based on porous silicon devices. However, the development of novel
techniques involving direct imprinting of porous silicon [170, 169] could be a
promising strategy towards the possibility to realize a large number of devices
with short time, low cost and good reproducibility. Another well known weak-
ness of porous silicon consists of its instability due to oxidation and interaction
with the environment, that is a huge obstacle in the use of this material for
the realization of complex photonic circuits. However, it could be of crucial
importance in the development of disposable devices for sensing application, in
particular if one considers that they can be associated with reference objects
that can help to overcome the above-mentioned instability.

From another point of view, the porosity of the material is a strategic prop-
erty if we consider its relevance for sensing applications. In fact, porous silicon
has been recently used for selective sensing of differently-sized molecules, and
can be functionalised to detect specific substances. In this perspective, the re-
sults reported in this chapter could lead to new and unexplored applications, in
particular to the measurement of nonlinear properties of liquid materials that
could be infiltrated in the porous structure, giving the possibility to enhance
and study the nonlinear properties of different materials. Of course, this would
require a retroactive optimization of the waveguide parameters, since the effec-
tive index of the medium would change with the infiltration. However, given
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the novelty of the achieved results, we believe that our work could trigger fur-
ther exploration of nonlinear effects in porous materials, and that it can be
a good starting point for applications of porous silicon integrated devices in
nonlinear optics.
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Chapter 4
On-chip filtering and routing of
correlated photos

As discussed in the previous chapters, silicon microrings are a promising
tool for the generation of correlated photons pairs. In this chapter, we illus-
trate the strategy that we adopted to try to solve some practical issues that
are still associated to this kind of source. A major practical problem is the
rejection of the laser that is used as pump in the FWM experiments: the bright
pump that is injected in the waveguide to excite the system is in fact mostly
transmitted. In the case of spontaneous processes the pump can be many or-
ders of magnitude more intense than the generated photons, and the rejection
necessary to completely suppress it has been determined to be above 100 dB
[41, 34]. Up to now, off-chip filtering requires bulk dichroic filters, preventing
an actual integrability of the source. Another practical issue costists of the
need to separate the generated signal and idler photons, and route them to
different outputs of a device, in order to be available and ready to use. The
purpose is to realize the so called lab-on-a-chip, where bulky components of
the experiment are substituted by integrated devices.

The strategy that we developed to solve this issue is based on SOI-based hy-
brid photonic-electrical circuits with components that can be thermally tuned.
This chapter will start with a description of the sample and its fabrication
process. After reporting the characterization of the sample, we will describe
the experiment which can be divided in two parts. The first part consists of
the spontaneous FWM from microring resonators, with full rejection of the
pump achieved on a single chip. The second part is the chip-to-chip exper-
iment, where correlated photons generated in one chip are spectrally filtered
and transferred to a second receiver chip, where they are separated and output.
We will finally report on the time-correlation measurements performed on the
photons coming out of the second chip.
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4.1 Fabrication process

This first section will describe the fabrication technique for the samples
that have been used in the work reported in this chapter, as well as the one
of chapter 5. The sample is based on silicon-on-insulator (SOI) architecture,
where optical circuits are realized out of a thin silicon layer, by means of
litography and etching. After a short part about the fabrication technique, we
will describe the experimental configuration necessary to work with this kind
of samples, and the results of the characterization of the devices.

4.1.1 Fabrication of OpSIS samples

The SOI-based samples under study were fabricated at A*STAR Institute
of Microelectronics (IME), as part of the OpSIS project (see introduction of
chapter 2) for the development of high quality CMOS-compatible multi-project
wafers with photonic devices.

The fabrication consists of an industrial process applied to a silicon-on-
insulator (SOI) wafer from SOITEC. SOI is a multi-layered structure consti-
tuted by a 220 nm-thick boron-doped silicon layer on top of a 2 µm-thick
buried oxide layer, over a bulk silicon substrate, having a total thickness of
less than 1 mm. The high refractive index contrast between silicon (n = 3.49)
and silicon oxide (n = 1.46) allows to strongly confine light in the thin silicon
layer thanks to total internal reflection (TIR). As will be described later, this
architecture can be used as basis to realize different kinds of photonic devices,
such as channel waveguides, grating couplers, microring resonators, etc. To
do this, the first step consists of generating a mask of the layout over the top
silicon surface. This can be obtained by means of UV photolitography: a pho-
toresist is first deposed on the surface, focused UV radiation at 248 nm is used
to draw the circuit and then the development removes the regions that have
been illuminated. Anisotropic dry etching at different depths is performed to
define the structures in the 220 nm-thick silicon layer. The first etching step
to a depth of 60 nm is used for grating couplers, a second step at 130 nm is
used for rib waveguides. A final full-depth etch, down to the oxide substrate,
is used to pattern the ridge waveguides with height 220 nm and width 500 nm,
designed to be single mode in the 1500− 1600 nm wavelength range.

A diagram of some of the devices that can be realized, associated to their
cross-sections, is shown in Fig.4.1: here the three possible etching depths are
visible, together with the aluminum routes that can provide connection to elec-
trical contacts. Phosphorus implantation is performed on the exposed silicon
layer, in order to obtain n-doped regions for the thermal tuning of individual
components. The top of the sample is then filled with an oxide cladding, with
an average thickness of about 2 µm. A following thermal annealing at 1030 ◦C
for 5 seconds is performed to activate dopants. The final step is the realization
of contact vias and two levels of aluminum interconnects.

From preliminary studies of the transmission properties of the sample, the
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Figure 4.1: Diagram of the components that can be found in the OpSIS chip
with the respective cross sections. The platform features a 220 nm top silicon
layer that has three possible etch depths: 60 nm is used for grating couplers,
130 nm for rib waveguides, while full etch is used for ridge (channel) waveguides
[182].

81



4. On-chip filtering and routing of correlated photons

measured losses were 2.7 ± 0.06 dB/cm for the ridge waveguide and 1.5 ± 0.6
dB/cm for the rib waveguide [183].

Grating couplers

In order to build large-scale photonic system on-chip, achieving low inser-
tion losses is a priority that in our device was obtained using grating couplers,
exploiting the advantages that they offer with respect to edge-coupling (see sec-
tion 2.1). In fact, they enable efficient wafer-scale testing, they can be placed
everywhere across the wafer and are more alignment-tolerant. The working
principle of the grating couplers is based on the diffraction of light out-of-
plane into a fiber placed approximately normal to the surface. It can be done
with a diffraction grating as the one shown in Fig. 4.1, that in our device is
realized by means of a shallow silicon etch of 60 nm.

The major issue with this component is bound to losses: substrate loss,
for instance, is due to the gratings being nearly symmetric in vertical direc-
tion, bringing to a leakage of the optical power into the substrate, estimated
to be around 35-45%. Another problem is the different shape between the
exponential mode of the grating and the gaussian mode of the fiber, leading
to mode-mismatch losses. Such losses can be reduced, as in our case, by using
non-uniform focusing gratings to better match the diffracted profile with single
mode optical fibers [184]. The gratings that we utilize are also characterized
by a large diameter of the mode, on the order of 10 µm, that enables a stable
optical coupling. The reported average insertion losses for gratings with such
designs are 3.1 dB at 1550 nm, with a 1.5 dB bandwidth of 50 nm [185].

We want to notice that the grating couplers in our sample are aligned and
separated by a fixed distance of 127 µm: this gives the possibility to utilize a
single array of optical fibers, whose cores are separated by the same distance
of 127 µm from each other, to couple light into and out of the sample. This is
a useful trick to achieve simpler and faster alignment operation.

The result of the characterization of our grating couplers, consisting of the
transmission spectrum of two cascaded gratings, will be reported in section
4.2.2.

Generating microring

The generating microring, intended to be the source of photon pairs, is de-
signed to have a high Q factor and power density, while allowing for resonance
tuning. To achieve a high Q factor, a low-loss ridge waveguide geometry, with
a cross-section of 500 × 220 nm2, is adopted. The radius of the ring is 15
µm, in order to increase the relative power density, resulting in a wavelength
separation between resonances of about 6 nm. The ring is designed to be at
critical coupling, in order to optimize the extraction efficiency of the generated
photons.
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One peculiar aspect of OpSIS samples is the possibility to tune the reso-
nances of the ring driving them with an external current. However, the pres-
ence of dopants, necessary to achieve tunability, could lead to a degradation of
the quality factors, thus reducing the efficiency of the spontaneous four-wave
mixing process. This can be avoided using a heater system that consists of
a 220 nm-thick inner semi-ring, doped with high concentration phosphorus,
separated from the generating ring by a 1 µm wide silica cladding to avoid
mode coupling between the two structures. The nominal resistance of the de-
vice is about 360 Ω: with this value we expect that we can tune the resonance
along one FSR with currents of few mA. We refer to section 4.2.2 for a detailed
characterization of the generating ring, where a fitted resonance and a result
of the thermal tuning will be reported.

DBR filter

A generic distributed Bragg reflector (DBR) is a mirror structure that can
be obtained from a periodical sequence of layers of two materials with different
refractive index. In our integrated DBR, the modulation of the refractive
index is achieved by periodically shrinking the waveguide width from 500 nm
to 440 nm, exploiting the dependence of effective index from waveguide width
(see section 2.1). The geometric features used in its design go beyond the
diffraction limit of the UV beam used in the photolitography process, resulting
in an effective ”shallow” modulation of the width. Our DBR, in particular, was
designed to have strong reflectivity in a stop band of about 1− 2 nm, centered
around λ0 = 2neff ·Γ ≈ 1536 nm, as defined by Γ = 320 nm and neff = 2.4, and
with a high transmission in the side bands. The effective central wavelength of
the stop-band can vary due to slight variations of the silicon layer thickness.

Since preliminary attempts showed that a DBR with N = 2000 periods has
an extinction ratio of about 20− 25 dB, a total number of periods equal to N
= 8000 was chosen in order to reach a pump rejection above 80 dB, necessary
to filter out the bright residual pump after the spontaneous FWM process.
However, in order to limit the total footprint of the sample, the DBR is folded
in the middle with a 180◦ bend, as can be seen in Fig. 4.2. This could result
in interference fringes that in principle could be removed by tuning a phase
shifter, specifically designed to this purpose.

The experimental characterization of the DBR spectrum, along with a de-
tailed transmission spectrum of the stop band, will be reported in section 4.2.2.

Tunable add-drop filters

The two add-drop ring resonators, intended to separate and route signal
and idler, have been designed to have a FSR larger than the one of the pair-
generation ring, thus they have a smaller radius of 6.5 µm. This results in a
FSR of about 15 nm, allowing to avoid simultaneous spectral overlap between
multiple resonances of the generation ring.
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The tunability in this case exploits thermo-optic effect, enabled by a re-
sistive heater embedded in the structure, in the form of doped silicon regions
contacted by aluminum vias to the electrical interconnect layer. To minimize
losses due to free carrier absorption the phosphorus dopant concentration must
be kept low. For this reason, while for good electrical connection a phosphorus
concentration of 5×1020cm−3 is used, its value is kept low, around 5×1017cm−3,
in the waveguide region overlapping with the optical mode. The resistance of
the device is approximately 130 Ω. To maximize the collection efficiency the
add-drops are in overcoupling configuration, leading to a loaded Q much lower
than its intrinsic value.

The characterization of the add-drops is reported in section 4.2.2, where
the transmission spectrum of a resonance and the result of thermal tuning will
be shown.

4.1.2 Chip layout

All the above-mentioned components are constituting parts of the sample
that was used in this experiment. A micrograph picture of the whole sample
is shown in Fig. 4.2, that has been slightly modified for more clarity. The in-
and out- coupling are provided by an array of six non-uniform focusing grating
couplers (two of which are not visible) aligned along the same direction and
separated by a constant distance of 127 µm. The two upper gratings should
be used for the alignment of the sample, while the input grating (1) injects
the light in a rib waveguide to which the tunable generating microring (2) is
coupled. If we follow the optical path, right after the ring we can find the
Bragg reflector, divided in two segments, each with 4000 periods, to reduce
the total footprint. As can be seen from the image, an optical phase shifter is
located close to the 180◦ bend between the two segments of the DBR, that was
designed to correct eventual Fabry-Pérot interference fringes. The total length
of the DBR, which is not visible from the picture, is of about 1 mm. After
that, a directional coupler splits the waveguide in two directions: one is used
for monitoring the output of the ring-DBR subsystem, the other one is sent to
the add-drops resonators (4) and (5), that have been designed to further filter
the pump and demultiplex signal and idler photons. The output grating (8),
not shown to reduce the size of the image, collects the common through port
of the add-drops, while their drop ports are delivered to outputs (6) and (7).
In correspondence to the add ports two Germanium photodiodes are visible,
that were intended to help align the signal and idler resonance frequencies, but
they were not used in our experiments.

A more schematic representation is shown in Fig. 4.3, where a sketch of
the sample is associated to the task of each device, as described in the caption
of the image.
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Figure 4.2: Micrograph image of the sample. On the right side of the image,
the grating couplers used to couple light into/out of the device are visible. In
particular, grating (1) is used as input for pump light, that is then delivered
via a 500 × 220 nm2 ridge waveguide to the microring (2), which is used as
photon pair source. The DBR (3) composed by two parallel segments, is used
for spectral filtering of the residual pump. The multiplexed signal and idler
photons are then sent to tunable add-drops (4) and (5), for demultiplexing
and/or further spectral filtering. The drop ports of (4) and (5) are sent to the
grating couplers (6) and (7) respectively, while all the light that is not coupled
to the add drops will exit from the through port and collected by grating (8).
The picture has been modified for better clarity: the channel waveguides are
put into evidence by the light blue colouring, and portion of the DBR (3) and
grating couplers at the outputs (6) and (8) have been cut out to reduce the
size of the image. To give an idea of the total footprint, a chip with a surface
of 2.4× 1.36 mm2 can be fitted with four of the reported devices.
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Figure 4.3: (a) Representation of the sample, with a schematic description of
the task of each component. In- and out- coupling are provided by an array
of equally spaced grating couplers. The generating ring, pumped at resonance
frequency ωp, generates photons in adjacent resonances at frequencies ωi and
ωs, exploiting SFWM (b). The generating microring can be thermally tuned
until the pump resonance falls inside the stop band of the DBR filter, which has
a bandwidth of about 1 nm (c). In this way, the pump light will be reflected by
the DBR, while the generated photons will be able to pass almost undisturbed
through it, since they will be at a distance of a FSR of the generating ring
(about 6 nm). The two add-drops can be thermally tuned so that one of them
is in resonance with the idler frequency (d), while the other one is in resonance
with signal frequency, and they will be delivered to distinct drop ports. In
this configuration, generated signal and idler photons can be demultiplexed to
different channels and sent to two different outputs of the sample. The ratio
between the add-drop and generating ring radii are chosen so that their FSR
are not multiple, and a single add-drop cannot collect idler and signal photons
generated from resonances of the same order simultaneously.
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4.2 Characterization of the samples

The preliminary part of the measurements was the realization of the exper-
imental set-up, which required a meticulous and accurate preparation. This
preliminary work of set-up arrangement and optimization, as well as a proper
choice of the sample, are extremely important in order to perform the experi-
ment. The experimental set-up that we are going to describe is schematically
represented in Fig. 4.4. Next, in this same section, we will report on the results
of the characterization measurements of the different devices on chip.

4.2.1 Experimental set-up

The sample is mounted on an aluminum support placed over a Peltier
element, which is used to set the temperature of the sample between 10◦C
and 50◦C, with a sensitivity of about 0.1◦C. The temperature of the Peltier
is controlled by a thermocouple placed on the aluminum support solidal to
the sample, exploiting a PID controller with a stabilization feedback. All
the elements were pasted to the support with a silver lacquer, providing a
good thermal conductivity, for a better homogeneity and faster response of
the temperature stabilization. The Peltier is basically used to control the
temperature of the whole chip.

A custom-made microscope, mounted on a translating stage, is used to
image the sample from the top. A magnified image of the sample is focused to
both a visible and an infrared (Xenics) CCD camera, which redirect the image
to two screens where the top view of the sample can be visualized, with an
effective magnification of the setup on screen of about 200×. The microscope
was designed to achieve such magnification even if the working distance from
the surface of the sample must be of several centimeters, in order to leave
enough space to align the fiber array above it. The microscope is necessary
to accurately align the transmission line, as well as the metallic tips on the
electrical pads to control heating elements. Another CCD camera, not shown
in the setup in Fig. 4.4 provides a lateral view on the sample, useful to monitor
the distance of the fibers, and of the metallic tips, from the upper surface of
the chip.

The fiber array, schematically represented on the right side of Fig. 4.4, is
aligned on top of the sample and used to couple incoming and outgoing light,
mounted on a holder with a total of 6 degrees of freedom, composed by a triple-
axis piezoelectric translator and triple-axis rotating stage, to finely adjust the
position and orientation of the fibers. The spacing between the cores of the
optical fibers in the array is 127 µm, which is equal to the spacing between the
grating couplers on the chip, allowing for the simultaneous alignment of up to
8 channels.

From the design of the grating couplers, the field comes out with a mode
angle of 17◦ with respect to the normal [184]. In order to optimize the coupling,
the fiber array must be brought very close to the sample, ideally at a distance
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Figure 4.4: The sample is put on top of a Peltier element, mounted on a
2-axis translation stage and a rotating stage. On top of the sample a custom-
made microscope is installed, mounted on a 3-axis translation stage, used to
illuminate the sample and to project its magnified image on both a visible
and an infrared camera. The fiber array A, aligned on top of the sample
and used to simultaneously couple incoming and outgoing light, is mounted
on a translator with a total of 6 degrees of freedom, composed by a 3-axis
piezoelectric translation and 3-axis rotating stage. The array consists of 8
fibers: the one chosen as input is connected to an infrared laser source, while
the output fiber is sent to a detector (see main text for more details). The
metallic tips B, mounted on a 3-axis translating and a rotating stage, are used
to deliver different currents to the heaters on the sample through the metallic
pads. The currents are provided by a DC source connected to a custom-made
current divider with variable resistances. The inset figure in the upper left
corner is a picture of a detail of the experimental set-up, where the metallic
tips and the fiber array aligned to the sample are visible.
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of few microns: for this reason the fiber array needs to be polished with the
removal of its back corner that otherwise would prevent to reach such a small
distance from the surface. If the fiber array was polished at an angle of 14.5◦,
light would come out with an angle matched to the mode of the grating coupler.
However, the fibers that we used have been polished at a slightly lower angle,
i.e. 11.5◦, in order to have more flexibility and to have the possibility to tune
the inclination of the fiber in order to optimize the coupling, and at the same
time minimizing the distance. In order to calculate the correct angle of the
array we took into account the refraction of light at the interface between
air and the fiber, that can be derived by Snell’s law. The optimal angle of
the array with respect to the normal turned out be around 9.5◦. We want to
notice that the possibility to modify the wavelength of maximum coupling by
changing the inclination of the fiber is a direct consequence of the dispersion
in the medium of the fiber.

In order to measure the transmission spectra, an infrared laser, used to ex-
cite the system, is injected into the fiber aligned to the input grating, while the
fiber aligned to the output grating is sent to a detector. We adopted two differ-
ent configurations for the transmission measurements. For a rough alignment
and fast characterization, superluminescent diode (Thorlabs SLD1550P-A1,
controlled by Newport Model 6000) was used as a broadband source, and the
transmitted light was sent to o spectrometer (Acton Spectra Pro 2500i) and
collected by a liquid nitrogen cooled CCD camera (Acton InGaAs OMA V).
The best spectral resolution that can be achieved with this transmission set-up
is 70 pm. In the alternative configuration, the source consists of a monochro-
matic tunable infrared laser (Santec TSL-510), used in scanning mode, and an
InGaAs detector (Newport 918D-IG-OD3) connected to a high dynamic-range
Powermeter (Newport 1936-C), after which the spectrum can be reconstructed
by a Labview software. This configuration is much slower, in fact a broad and
highly resolved spectrum can take several minutes, not allowing for live align-
ment, and could suffer of mechanical instability. On the other hand, it is the
only way to reach the resolution of 1 pm, that is needed to resolve high Q
resonances.

The metallic tips, on the left side of Fig. 4.4, are mounted on a triple-axis
translating stage with a rotating stage for in-plane adjustment. The tips have
to be aligned and contacted to resistive pads on the surface of the sample, that
through aluminum interconnects provide current to the heaters. The current,
generated by a DC supplier, must be divided in order to deliver current to
different heating devices simultaneously. To do it, we realized a customized
current divider that could be used to split the current into 10 different channels,
each one carrying a current that could be set independently from the others
by controlling variable resistances.
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Figure 4.5: Transmission spectrum of the sample: blue line is the transmission
of the whole circuit, while black line is the the transmission spectrum of an
alignment loop composed by two grating couplers and a waveguide. The two
spectra were measured keeping the fiber array at the same angle with respect
to the normal of the sample.

4.2.2 Results of the characterization

In order to characterize the sample and to optimize the alignment, the
first step is to characterize the coupling condition. To do this, we started
by determining the response of the grating couplers, which can be done by
measuring the transmission spectrum of a closed loop with two gratings and
a waveguide, using a broadband laser as a source and a cooled CCD camera
as detector for live alignment. The angle of the fiber array was set in order to
have the highest transmission of the grating at the wavelength for which we
need the maximum coupling. This coincides with the DBR central wavelength,
because it is where we want the pump resonance to be in order to use the DBR
for pump rejection. After a first rough alignment of the grating, one can know
exactly the position of the DBR and then tilt the angle of the fiber array in
order to maximize the transmission at that wavelength.

A transmission spectrum of two cascaded grating couplers is reported in
Fig. 4.5, represented by the black line, plotted together with the transmis-
sion of the sample, represented by the blue line. The two spectra have been
measured maintaining the same inclination of the fiber array, i.e. in the same
coupling condition. As can be seen from this graph, the grating response
modulates the intensity transmitted by the sample, with a full width at half
maximum of about 50 nm and average insertion losses that we measured to be
about 5 dB.
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Figure 4.6: Transmission spectrum of the sample collected from the through
output: the narrow dips pointed by green arrows are the resonances of the
generation ring, the broader dips pointed with red and blue arrows are the
resonances of the two add drops, the wide band around 1520 nm is the stop
band of the DBR. Notice that the features in the bottom of the stop band of
the DBR are not resolved.

After the alignment operation, it was possible to take a high-resolution
transmission spectrum of the sample, as the one shown in Fig. 4.6, where the
transmission of all the components on the chip is clearly visible. The broad
stop band around 1525 µm is due to the reflection of the DBR, the dips pointed
by red and blue arrows are the resonances of the add-drops and the narrow
dips pointed by green arrows are the resonances of the generating ring.

Generating and add-drop microrings

The characterization of the microrings consists of measuring the transmis-
sion spectra of the resonances and fitting them with lorentzian functions. The
results are shown in Fig. 4.7, where the resonance dip of an add drop (a) and
a generating ring (b) are shown, together with the lorentzian curve that better
fits the data. The parameters obtained by the fit are the linewidth ∆λ of the
resonance and its central wavelength λ0, that can be used to calculate the Q
factor exploiting equation (2.15), that we recall here for convenience

Q =
λ0

∆λ
.

Add drops have a typical linewidth of about 300 pm, resulting in Q ≈ 5× 103,
while the narrower resonance of the generating ring leads to values up to Q ≈
5 × 104, corresponding to a photon lifetime of about 30 ps. Such a high
quality factor is needed to reach the enhancement to perform SFWM with high
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Figure 4.7: Transmission of the resonance dip for an add-drop (a) and a
microring (b), measured with the set-up for high-resolution measurements,
with a tunable monochromatic laser as source and an InGaAs detector. The
curves have been fitted with a lorentzian function, whose result is represented
by the red (a) and green (b) line, respectively. Add drops have a typical
linewidth of about 300 pm, resulting in a Q≈5000, while it is much narrower
for generating ring, around 30 pm, leading to quality factors up to Q≈50000.

generation rate at low pump power [41]. The FSR for add-drop resonators
was measured to be about 14.4 nm, while it is 5.7 nm for the generating
microring, while insertion losses for the add-drops are estimated to be around
1.5 dB. The Q factor of the add-drops is preferred to be lower than that of the
generating ring, in order to have more flexibility when using them as filters
and demultiplexers. In fact, if they were too narrow, even small perturbations
could bring to an overall instability of the device.

The second part of the characterization of microrings deals with the ther-
mal tuning, whose results are reported in Fig. 4.8 (a) for the generating ring
and Fig. 4.9 for the add-drops. The graph in Fig. 4.8 (b) shows the shift in
the position of the pump resonance as a function of the dissipated power. The
experimental points are closely following a linear trend, allowing to accurately
predict the position of the resonance knowing the dissipated power. We notice
that a linear dependence from power means a quadratic dependence from cur-
rent: this constitutes a practical limitation to the maximum shift that can be
achieved.

Even though the add-drops have been designed to be tunable across a whole
FSR, we found that in our sample the shift of the resonance is associated to a
reduction of the Q factor. This effect is clearly visible in the graph reported in
Fig. 4.9, where for increasing currents there is a progressive degradation of the
resonance lineshape. This phenomenon, although found to be reversible when
stopping the current, it affects the filtering capability of the resonator. Thus,
in the preliminary part of our experiment, we found more convenient to search
for a sample where the add-drops resonances had to be tuned just of few nm.
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Figure 4.8: Characterization of the thermal tuning for the generating microring
resonance. (a) Position of the resonance of the generating ring for different val-
ues of the tuning current. The legend allows to associate the power dissipated
in the heater to each resonance position. (b) Linear dependence: each point
is the dip wavelength as a function of tuning power. The red line represents a
linear trend, which is closely followed by the experimental points: this allows
to accurately predict the position of the resonance from the tuning power (or
current).

Figure 4.9: Shift of an add-drop resonance when applying different tuning
currents. The dissipated power can be found from the nominal resistance of
the heaters, reported in section 4.1.1.
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Figure 4.10: Characterization of the DBR: the larger spectrum is measured
without filtering the ASE sidebands of the laser (see main text for more details)
so the bottom of the DBR appears flat and truncated. The spectrum in the
inset was obtained instead by using a tunable bandpass filter to clean out the
ASE of the laser, allowing us to measure the bottom of the stop band. The
reported transmissions are in arbitrary units, but the scales of the two graphs
are consistent with each other. Thus, from the ratio between the maximum
transmission and the average bottom of the stop band, it can be inferred that
the rejection of the DBR is on the order of 65 dB.

We suggest that this problem, however, could be simply avoided by adopting
the same kind of heaters of the generating microrings. In fact, as explained in
section 4.1.1, they have been designed in order to avoid the presence of dopants
in the resonator, allowing to achieve a good tunability without substantially
affecting the Q factor.

DBR filter

To characterize the DBR we start by the analysis of the transmission spec-
trum in the stop band region. As can be seen from the transmission spectrum
reported in Fig. 4.10, the irregular shape of the stop band does not allow to
determine a precise value for the bandwidth, but from several measurements
it turned out to be around 1− 2 nm, with central wavelength varying around
1525 nm.

The transmission spectrum reported in Fig. 4.10 was measured using a
tunable laser in scanning mode and a InGaAs detector. The result is a trun-
cated stopband of the DBR, whose bottom could not be measured, due to the
noise of the integrated ASE of the laser, that prevents to succesfully measure
the rejection of the DBR. In fact the tubable IR laser used for high resolution
measurements (Santec TSL510) is characterized by a ratio between the laser
peak and ASE background of about 30 dB. It means that, even if the dynamic
range of the detector is higher, if the ASE is not filtered we are limited in the
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measurement of a rejection lower than 30 dB. We solved this problem by using
a tunable bandpass filter (Santec OTF 350) that provides a 50 dB of side-band
suppression: tuning the bandpass in correspondence of the stop band of the
DBR, we were able to measure its actual spectral response, with a result that
is reported in the inset of Fig. 4.10. From this spectrum, the non-uniformity
of the stopband is clearly visible: it can overcome 70 dB of suppression in
some narrow wavelength ranges, but has a mean value of about 65 dB. We can
attribute the inhomogeneities in the transmission to weak Fabry-Pérot fringes,
due to the bend between the two sections of the DBR. Tuning the phase-
shifter, which was intended to correct this effect, did not bring any substantial
improvement.

The second part of the characterization of the DBR consisted in the study
of thermal tunability. As already described, the sample had to be placed above
the Peltier element, in order to control the temperature of the whole chip. In
fact, during measurements, it turned out to be very useful to stabilize the tem-
perature while tuning the ring and the add drops, since we observed that when
tuning three devices simultaneously the system is not stable probably because
of thermal inhomogeneities and fluctuations. The Peltier element turned out
also to be an essential component for the chip-to-chip experiment, that will
be described in section 4.4, where spectral tuning of the DBR was needed.
The Peltier allows to control the temperature of the sample between 10◦C and
50◦C. From preliminary measurements, we were able to determine a tuning
coefficient of about 70 pm/◦C, resulting in the possibility to rigidly shift the
spectrum of the sample along a range of 3 nm.

Control experiments showed that the measured rejection of the DBR is re-
duced from the expected value of 80− 100 dB, to a measured value of approx-
imately 65 dB. We suspect that this could be due to laser light backscattered
from the surface of the sample, in particular from the oxide cladding and the
silicon substrate, and coupled directly from the input to the output fibers,
without entering in the waveguides. If it was the case, a better rejection could
be achieved by modifying the sample in order to reduce the amount of col-
lected backscattered light. For instance, this could be obtained with a larger
spatial separation between the input and output gratings, or inserting trench
structures, to reduce the amount of collected backscattered light. Another hy-
pothesis that could justify this mismatch between the expected and measured
rejection is bound to the disorder that could result from the features of DBR
going beyond the diffraction limit of the beam used in the litography process.
In fact the presence of disorder or randomness of the periodic structure, could
induce a saturation of the dependence of the DBR reflection from the number
of periods [186]. For this reason, we propose to carry on further studies on
the considered kind od DBR, in order to explicitly determine the dependence
of reflection from the number of periods. Another solution could consist in
the development of an alternative design, without going beyond the diffraction
limit, in order to reduce eventual randomness effects.
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Figure 4.11: Schematic representation of the setup for the SFWM measure-
ments with on chip filtering. The ASE sidebands of the pump laser are removed
by a tunable bandpass filter. The filtered pump is injected into the chip, which
is in the same configuration as the one represented in Fig. 4.4, with translators
to align sample, fiber array and metallic tips. The through port of the sample
is collected by a fiber, delivered to a spectrometer and collected by a CCD
camera.

4.3 SFWM with on-chip filtering of the pump

A representation of the experimental set-up for the SFWM measurements is
shown in Fig. 4.11. The sample is mounted in the same set-up as the one that
was represented in Fig. 4.4. The excitation is provided by a tunable monochro-
matic laser (Santec TLC 510), spectrally cleaned with a tunable bandpass filter
(Santec OTF 350) to suppress ASE sidebands that could compromise the vis-
ibility of the expected generated photons. The pump laser is injected into the
sample via one of the 8 ports of the fiber array, that is aligned to the array of
gratings on the sample. We refer to back Fig. 4.3 for a scheme of the sample
layout and of how it is intended to work. Since the resonance wavelength of the
generating ring can in principle be out of the DBR spectrum, thermal tuning
is needed to bring the resonance inside the stop band of the DBR. The FSR
of the generating ring is much larger than the filtering bandwidth of the DBR,
ensuring us that idler and signal generated photons will pass undisturbed while
the pump laser will be reflected. The only requirement is that we choose a res-
onance at a wavelength below the DBR bandpass, since the integrated heaters
can only produce a redshift of the resonance. After the tuning of the ring res-
onance, the pump laser must be set at the same wavelength. From a practical
point of view this is non trivial, since when the resonance is in the middle of
the DBR, it is not visible anymore in the transmission spectrum. However, we
can estimate its position taking advantage of the linear dependence from the
tuning power, and then optimizing it by maximizing the generated signal and
idler, if they are intense enough to be optimized live, or by maximizing the cou-
pling, that could be achieved with a minimization of the residual transmitted
pump.

We want to notice that the light rejected from the DBR is actually back-
reflected, causing the generation of signal and idler photons towards the input
direction, that can be backscattered from roughness and sent back towards the
output direction. This effect could in principle lead to an overestimation of
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Figure 4.12: Spectrum resulting from a SFWM measurement in the single-
chip experiment. The pump laser is set at a wavelength of 1524.7 nm, in
correspondence with the resonance of the generating microring which has been
tuned inside the DBR stopband. The pump laser is almost completely filtered
by the DBR and the add-drops are tuned in resonance with it. The inset shows
the residual laser (light blue) and the ASE of the pumping laser that was not
filtered by the external filter. The resonances close to the pump wavelength are
the brightest ones, while emitted intensity decreases moving far from the pump
wavelength: this can be attributed to the response of the grating couplers.

the nonlinear generation efficiency. However, the pump light is diminished due
to the coupling to the generating ring itself, leading the power of the back-
reflected light to be about one order of magnitude lower than the incoming
one, as could be inferred from the depth of the dip resonance of the gener-
ating ring, visible in Fig. 4.7 (b). This means that the generated photons,
being quadratically dependent from the pump power, would be about two or-
ders of magnitude less than the ones excited by the ”original” pump, thus not
significantly affecting the generation rate.

When the pump laser is set at the wavelength of the pump resonance,
thus is in resonance with the ring, signal and idler photons are generated
in correspondence of all the surrounding resonances, at frequencies that are
symmetric with respect to the pump, due to conservation of energy, as expected
from SFWM process. Since in this experiment the rejection of a single DBR,
being ∼ 65 dB, is not sufficient to suppress the pump, also the add-drops were
tuned in resonance with the pump wavelength in order to further filter it, giving
up on the possibility of using them as demultiplexers. We estimated that with
this procedure a total extinction ratio of about 95− 100 dB is achieved. The
generated photon pairs are not picked up by the add-drops, so they can be
collected from the common through port. The outcoming light is then sent,
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Figure 4.13: Dependence of SFWM generation rate for idler and signal fields,
as a function of the power coupled with the ring. The dashed line is a guide to
the eye proportional to the square of the pump power. The scale on the left is
the internal generation rate, estimated inside the resonator. The scale on the
right is the output flux, i.e. the external chip count rate, after correction for
the CCD efficiency. Error bars are taking into account for uncertainties in the
estimated coupled power, which is on the order of 10%.

without any external filtering stage, to a spectrometer and a liquid-nitrogen
cooled InGaAs CCD camera used as a detector. The spectrum resulting from a
SFWM measurement is reported in Fig. 4.12. Here a small amount of residual
pump is still visible in the middle, as well as some of the residual ASE emission
of the pump laser, as underlined in the inset of Fig. 4.12. The residual ASE
could have been fully filtered, for instance, using a narrower bandpass filter
prior to the sample: we suggest that this additional filtering stage could be
easily realized on chip, for example introducing a further integrated DBR.
The dependence of generated signal and idler power from the pump power is
reported in Fig. 4.13. The external photon flux is obtained from the calibration
of the CCD camera used for the detection with a high sensitivity powermeter.
The internal photon flux is estimated inside the microring, taking into account
for insertion losses along the optical path from the generating ring to the
detector. As can be seen from Fig. 4.13 the internal generation rate can
be as high as several MHz. The dashed black line represents a trend that is
proportional to P 2

p , helpful to visualize that both signal and idler generation
rate scale quadratically with pump power. However, the deviation from the
quadratic trend at a coupled pump power of about 1 mW can be explained
with pump power saturation due to two-photon absorption (TPA) in silicon
[187].

One remarkable result with this first experiment is that by summing up
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all the integrated intensities of the generated signal or idler peaks in a SFWM
spectrum as the one shown in Fig. 4.12, the total generated power is 8 (10
for the idler) times larger than the residual pump laser. The remaining pump
photons follow a poissonian statistic and they are not correlated in time: this
means that the level of rejection achieved in our work could be already suffi-
cient to perform quantum optics experiments, like heralding or entanglement
measurements, with on-chip filtering. However, this result was achieved on our
chip only by sacrificing the possibility to demultiplex signal and idler photons.

4.4 Chip-to-chip experiment

The second experiment involved two chips, nominally identical to the one
used in the first experiment, where each chip has some specific tasks. The
ring resonator and the DBR of the first chip A are used to generate photon
pairs and to filter the pump. The resonances of the add-drops on chip A
must be tuned far from generating ring resonances: in this way the signal and
idler generated photons will exit from the through port of the chip, together
with some residual pump. The output of chip A is then redirected on the
input port of the second chip B, where the residual pump undergoes a second
filtering stage by means of the DBR. In this case, temperature control of the
whole chip is needed to tune the two Bragg reflectors in order to bring their
stopbands to overlap. The add-drops on chip B are used to demultiplex signal
and idler photons, that are then collected by the drop ports and exit from two
different output grating couplers.

4.4.1 Chip-to-chip experimental set-up

In Fig. 4.14 a schematic representation of the set-up for measuring time
correlations between photons generated in the chip-to-chip set-up is shown.
Chip A is excited by a monochromatic infrared tunable laser, spectrally filtered
with a tunable bandpass filter to remove the ASE of the laser. In this case the
generating microring on chip A is used to produce the photon pairs by SFWM.
Signal and idler, together with some residual pump, exit from the through port
of chip A and are sent to chip B, where the add-drops are used to separate
signal and idler.

In order to measure the SFWM spectra, the drop ports are sent to a spec-
trometer and CCD camera detection system, not shown in Fig. 4.14, and
the experiment is carried out analogously to the already discussed single-chip
experiment, with some differences. In this case in fact, the two DBR must over-
lap: this can be obtained controlling the temperature of one of the samples,
that leads to a rigid shift of the whole transmission spectrum. The resonances
of add-drops on chip A must be tuned far from the signal and idler resonances
of the generating ring. On the other sample, in this case, the add- drops must
be tuned in resonance with idler and signal wavelengths, in particular with he
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Figure 4.14: Schematic representation of the set-up for chip-to-chip experi-
ment. The microring on chip A is excited using a spectrally filtered infrared
tunable laser, and photon pairs are generated by SFWM. The resulting signal
and idler, exit from the through port of chip A and are sent to chip B, where
the DBR filters the residual pump and the add-drops are used to separate
signal and idler. To measure the SFWM intensity, the drop ports can be first
sent to a spectrometer and CCD camera detection system, not shown in the
picture. For correlation measurements, instead, the output of each drop port
must be sent to a superconducting single-photon detector (SSPD), whose out-
put voltages are sent to an event counter used to build coincidence histograms,
in order to estimate the time-correlation of the generated pairs. Both chip A
and B are in the experimental configuration reported in Fig. 4.4, with fiber
array for coupling, a microscope above, metallic tips aligned on the contacts,
etc.
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Figure 4.15: Photo of the experimental set-up in the chip-to-chip configu-
ration. The lables are indicating the positions of the for generating (A) and
routing (B) samples. Blue cables are single-mode optical fibers connected to
the fiber arrays, coloured ribbons are electrical connections to the metallic tips.

brightest peaks symmetric with respect to the pump, in order to deliver them
to two different drop ports.

From a practical point of view, the modification of the experiment required
a lot of efforts, since we had to build a second experimental set-up for alignment
and tuning, identical to the one represented in Fig. 4.4, for the chip B, with
the exception of the microscope that could be shared between the two samples.
The result is visible in the photo of the whole set-up, shown in Fig. 4.15.
Another non-trivial task was to find a couple of samples that was suitable for
this experiment. In fact, the central wavelength of the stop band of the DBR
could vary of more than 10 nm among different samples, probably because of
fluctuations in the thickness of the silicon guiding layer. However, the Peltier
element allows to rigidly shift the transmission spectrum by a maximum of
3 nm. For this reason, we had to discard lots of samples until we found two
of them with stopband that were close enough to be overlapped by thermal
tuning.

After the first SFWM measurements, necessary also to optimize the tun-
ing and alignment condition, the output of each drop port can be delivered
to a superconducting-nanowire single-photon detector (SSPD by Scontel) as
shown in Fig. 4.14. SSPD are based on a superconducting nanowire that work
at temperature below 4 K, needing a system of pumped liquid helium to be
cooled down. The output voltages of the SSPD are sent to an event counter,
from which we are able to build coincidence histograms, used to estimate the
time-correlation of the generated pairs. Both chip A and B are in the experi-
mental configuration reported in Fig. 4.4, with fiber arrays for light coupling,
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Figure 4.16: Effects of thermal tuning. (a) Transmission spectra of chip A
before (red line) and during (blue line ) the thermal tuning of generating mi-
croring. The pump resonance, highlighted with a green background, redshifts
due to the thermal tuning and disappears inside the stopband of the DBR.
(b) Transmission spectra of chip B before (red line) and during (blue line)
the thermal tuning of the whole chip, achieved thanks to the Peltier element.
The yellow background is intended to highlight the obtained spectral overlap
between the DBRs on the two different chips.

a microscope above for alignment optimization, metallic tips on the contacts
ot provide current to the heaters. The only difference consists in the function
of the Peltier element. In fact, while in the previous experiment of on-chip
filtering it was used just to stabilize the temperature of the sample, in this
case is used to thermally tune the spectral response of the receiver chip in or-
der to reach a perfect overlap between the stopband of the DBRs on different
samples. This effect is clearly visible in Fig. 4.16, where the rigid shift of the
transmission spectrum of chip B is shown, due to the change in temperature
controlled by the Peltier element.
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4.4.2 Integrated filtering and demultiplexing of photon
pairs

The spectra reported in Fig. 4.17(a) and 4.17(b) are the result of SFWM
measurement, collected from the through port of chip B, before (a) and after
(b) tuning the add-drop resonances in correspondence of idler and signal peaks
closest to the central pump resonances, which are also the brightest ones. The
reason for the pronounced decrease in the peak intensities when increasing the
spectral distance from pump wavelength, that can be noticed in Fig. 4.17 (a)
and (b), can be attributed to the spectral response of input and output grating
couplers. As expected, the generated peaks at the resonances selected by the
tuned add-drops are not visible anymore in Fig. 4.17 (b). The disappeared
photons can be found in the spectra reported in Fig. 4.17 (c) and (d), collected
from the drop ports of the tuned add-drops. It can be noticed that no pump
is visible in any of the drop ports: we estimate that the total pump isolation
with this configuration is about 150 dB, accounting for the two DBR filters
and the add-drop rejection.

From the result reported in Fig. 4.17 we can say that we succesfully
achieved on-chip SFWM with complete rejection of the pump and demulti-
plexing of signal and idler, without the need of further off-chip filters.

4.4.3 Time-correlation measurements

The generated signal and idler photons, routed in different outputs, are de-
livered to two off-chip superconducting single-photon detectors (SSPD), with-
out any other filtering stage. The superconducting materials work at tempera-
ture below 4K, for this reason the detectors must be mounted in a refrigerating
unit inside a liquid He dewar at 1.7 K. The bias current of the detectors are
set so that the dark counts are on the order of 300 Hz. The detection efficien-
cies are 5% and 10% for idler and signal, respectively. If compared to InGaAs
detectors, the lower efficiency is compensated by a fast time response, which
is 65 ps, instead of some ns, and much lower dark counts rate, on the order of
102 Hz instead of 104 - 105 Hz. Fiber polarization controllers are used along
the two detecting lines in order to maximize the single photon detection rate.
The response time of the detector sets a limit to the temporal resolution of the
experiment: if we choose a time window corresponding to the time response of
the detector, the resolution is equal to 65 ps. Time correlation measurements
are performed with an event counter, in order to study the time-correlation of
the generated photon pairs. The output from the detectors is correlated using
a Picoquant Hydraharp event timer, which records a stream of events on a
computer that has a dedicated software to build a temporal histogram, where
a coincidence event is counted every time that two photons arrive at the two
detectors with a certain delay from each other.

When two photons have been emitted in coincidence, and they run through
the same optical length, they will get to the detectors with zero time delay. If
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Figure 4.17: Results of SFWM measurements in the chip-to-chip configura-
tion. (a) Output from the through port when the add-drop is not tuned. (b)
Output from through port when the add-drops are tuned in correspondence of
the brightest peaks. (c) and (d) are the output from the drop port collecting
the signal and idler photons, respectively. We may notice that no residual
pump is visible in any of the reported spectra.
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Chip Source of loss Signal Idler Total Ref.
(dB) (dB) (dB)

A DBR 3 3 6
A Multimode interferometer 0.28 0.28 0.56 [188]
A Phase shifter 0.23 0.23 0.46 [189]
A Monitoring tap 1 1 2
A Waveguide losses 0.31 0.31 0.62 [182]
A Output grating coupler 5 5 10
B Input grating coupler 5 5 10
B Multimode interferometer 0.28 0.28 0.56 [188]
B DBR 3 3 6
B Phase shifter 0.23 0.23 0.46 [189]
B Monitoring tap 1 1 2
B Add-drop filter 1.5 1.5 3
B Waveguide losses 0.31 0.31 0.62 [182]
B Output grating coupler 5 5 10

Detection efficiency 10 13 23

Total 36.14 39.14 75.28

Table 4.1: Summary of the losses of signal and idler photons through the trans-
mission line of the chip-to-chip experiment. Intrinsic waveguide propagation
losses are 2.4 ± 0.3 dB/cm and grating coupler insertion losses are 4.4 ± 0.2
dB/cm.

there is a difference in their optical paths, it can be calculated in order to find
the actual time delay corresponding to a zero delay from the source.

An example of the result of the time correlation measurements is reported
in Fig. 4.18 (a), where a clear coincidence peak at zero time delay is visible.
The events out of the central peaks are due to accidental events, that could
have been caused by coincidences between dark counts and detection of only
one photon of a pair.

The dependence of coincidence rate on pump power is is shown in Fig. 4.18
(b), where the pump power is estimated in the generating ring on chip A while
the coincidence rate is the one measured after chip B. Each black dots in Fig.
4.18 (b) is obtained from a single correlation measurement. It can be seen from
the graph that they are closely following the solid blue line, which represents
the trend of the combined power of signal and idler generated by the same
ring in the firs experiment. We specify that each point in 4.18 (b) is the result
of a single measurement at constant pump power. The relatively low value
of coincidence rate can suggest that every point required a long measurement
time, on the order of one hour, to get a significant number of events in order to
reach a good visibility. On the other hand, this can be seen as a demonstration
of the good mechanical and thermal stability of our experimental set-up.
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Figure 4.18: Results of the correlation measurements. (a) Histogram result-
ing from a coincidence measurement, where each time bin has a a temporal
width of about 70 ps. It is clearly visible a coincidence peak at zero time
delay, which is a proof of time correlation between signal and idler photons.
(b) Coincidence rate as a function of pump power. Black crosses are single
experimental measurements, while the light blue line is proportional to the
coincidence rate of generated photons in the first experiment, rescaled for bet-
ter clarity. (c) Coincidence-to-accidental (CAR) ratio as a function of pump
power: it is well above the classical limit of 2, ensuring that our source is
generating non-classical states of light.

106



4.4. Chip-to-chip experiment

The losses on the detected coincidences are 75.28 dB, as obtained from the
count of the total losses reported in table 4.1. In order to estimate the losses,
we summed up the losses of each section in the optical path of photons from the
generating ring to the detectors. The loss of 5 dB for input/output and output
coupling is due to the grating couplers response, while a directional coupler
placed just after the in-coupling grating, designed to monitor the alignment of
the sample, gives a contribution to attenuation of 1 dB. We measured a loss of
about 5 dB for the path from the generating ring through the Bragg reflector
and the following beamsplitter used as a spectral monitoring tap: the loss of 3
dB reported in table 4.1 is obtained subtracting, from the 5 dB, the losses of
other components that were part of the measurement loop. We measured 1.5
dB loss for the add drop filters. The two SSPD have 10 % and 5 % efficiencies,
leading to a loss of 10 dB and 13 dB, respectively. The estimated total losses
are 36.14 dB for signal photons and 39.14 dB for idler photons. The loss on
the coincidence rate is given by the sum of the losses on both channels, and
here we estimate a loss on the coincidence rate of about 75.28 dB.

By taking the ratio between the coincidence rate in Fig. 4.18 (a) and
the estimated internal generation rate extracted from Fig. 4.13 we obtain
a measured loss of 79 dB. This slight discrepancy can be due to a better
alignment of the grating couplers when measuring the dependence from power
with respect to the alignment for the coincidence measurements. For instance
this could be due to a drift of the piezoelectric controllers of the fiber array
position. We want to notice that many losses can be reduced by modifying the
design of the sample and with technology advancements, for example by using
detectors with higher quantum efficiencies or couplers with improved designs.

Finally, the determination of the coincidence to accidental ratio (CAR)
is very important to evaluate the quality of a source of correlated photons
[142, 87, 190]. A definition of CAR can be obtained as the ratio between the
number of time-correlated photons in the coincidence peak, with respect to
the average number of accidental photons, constituting the background, that
are recorded in the same time window [47, 25]. A useful expression for CAR
is given by [87]

CAR =
CC

AC
=

1

β∆t
(4.1)

from which is evident that the ratio between the coincidence (CC) and ac-
cidental (AC) counts is inversely proportional to the generation efficiency β
and the time window of the detector ∆t. However, this relation holds only
if losses and detection efficiency are the same for signal and idler, and as far
as the time window is larger than the coherence time of the emitted photons,
that in our case depends from the ring resonance. Furthermore, the value of
CAR is expected to decrease as the inverse of the generation rate, and thus
quadratically with pump power [87].

The graph reported in Fig. 4.18 (c) shows the CAR for our coincidence
measurement, as a function of the pump power coupled into the generating
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ring. The classical limit of CAR is 2, and we could overcome the classical
value by more than one order of magnitude, achieving a CAR of 50±6, as
can be seen also in Fig. 4.18 (b) relatively to a coupled pump power of 0.3
mW. This result allows for a high-fidelity preparation of entangled photon
pairs or heralded single photons. However, some practical considerations have
to be made. In fact, in our experiment the value of CAR is affected by the
unbalancing between the detection efficiencies for signal and idler: in fact, even
if in principle CAR should not depend on detection efficiency, in our case we
expect an amount of detected signal photons that is the double of detected
idler photons, resulting in an effective increase of accidental ratio. On the
other hand, we expect a minimum contribution from the time resolution of
the SSPD detectors (65 ps), which is on the same order of magnitude of the
coherence time of generated photons, estimated to be around 30 ps for the
considered microrings pumped with a cw laser. Another possible factor that
could be limiting the measured CAR could be given by a not complete filtering
of the pump, which could result in an increase of the accidental counts.

4.4.4 Conclusions

In the work described in this chapter we successfully demonstrated a mono-
lithic and tunable source of correlated photon pairs on an integrated silicon
photonic device.

In the first reported experiment, we demonstrated that the pump laser can
be in principle fully filtered on a single chip, enabling the possibility to inte-
grate single-photon sources and detectors on the same chip. The filtering was
achieved using passive elements like DBR and add-drop microrings. However,
this achievement required lot of efforts and, to our advice, too many parame-
ters to be controlled at the same time. We believe that the performance of a
single chip could be drastically improved by adopting some tricks in the design
of the sample. For instance, more detailed experimental studies on the inte-
grated DBRs could clarify if a larger number of periods could allow to reach
the necessary rejection. One could also verify if a larger separation, or even
the introduction of trenches, between the grating couplers could lead to a bet-
ter performance of the DBR. Furthermore, another practical problem that we
had to face is the deterioration of the add-drop resonances during the thermal
tuning, due to injected carriers. This, in fact, forced us to search for sam-
ples where the add-drops resonances required a minimal tuning. This could
have been avoided if the thermal tuning of add-drops was achieved with the
same mechanism used for the generating rings, that would have allowed for a
good extraction of idler and signal photons, regardless of the initial positions
of their resonances. Another difficulty was bound to the instability in the re-
sponse of the samples when tuning many parameters at a time and working at
temperatures beyond the room temperature. To avoid this problem, we had
to elaborate some practical solutions, like the installation of a Peltier element
under the sample to control its temperature, and of an external box to limit
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the air fluctuations in the surrounding environment.
Despite these issues, we were also able to perform a second experiment,

where the generated photons, partially filtered, were transmitted to a second
device, where the pump was completely rejected and signal and idler photons
were routed on different output channels. Without the need of further external
filters, we were able to measure photons pairs with generation rate above 1 MHz
and time correlation with a CAR of 50, ensuring us the non-classical properties
of the generated light. Even if it was not measured in this experiment, it has
been shown that SFWM the same kind of resonators allow to produce time-
energy entangled photons [191]. We believe that our architecture represents
a promising road to integrated quantum optics, with applications like fully
integrated QKD emitters and receivers based on time-energy entanglement
protocols [192], or realization of boson sampling with heralded photon pairs
[193]. Another remarkable aspect of our experiment is that the source has been
fabricated with a CMOS compatible photonic process with a total footprint
below 1 mm2, allowing high reproducibility, scalability and possibility of high
density integration.

Among some recent advancements in the integrated filtering, the work by
Matsuda et al. demonstrated partial on-chip filtering [194], but requiring addi-
tional external filters to achieve the rejection necessary to suppress the pump.
As pointed out also in [34], the integration of filtering and routing is a chal-
lenge still to be solved for integrated photon sources, and our work, being the
first reported case of full on-chip filtering and routing of correlated photons,
can be considered indeed a very promising solution. Another implementation
of on-chip filtering and routing that is worthwhile to be mentioned, based on
silicon photonic crystal cavities, has been recently proposed [195].
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Chapter 5
JSD: characterization of the
quantum state

As discussed and experimentally shown in the previous chapters, silicon
integrated optical devices, such as microring resonators, are very promising
sources of quantum correlated photon pairs based on spontaneous four-wave
mixing (SFWM). In a theoretical work by Helt et al. [50] it has been suggested
that by only changing the coherence properties of the pump excitation, one
can in principle control the spectral correlations of the generated pairs, ranging
from nearly uncorrelated to highly correlated photons. In fact, when using a
pump laser with a long coherence time, i.e. with a narrow linewidth, the con-
servation of energy in the process implies a strong energy correlation between
the generated photons. On the contrary, when using a laser with a short coher-
ence time, i.e. with a broader linewidth, the constrain of energy conservation
is somehow relaxed, in the sense that the energies of generated photons are
bound from a whole set of energies comprised into the pump spectrum, result-
ing in photons with low energy correlation. In the case of energy correlations,
highly spectrally correlated photons result to be in an entangled state, while
indistinguishable heralded single photons can be obtained from spectrally un-
correlated pairs, without the need for additional filtering stage. This capability
to produce non-classical states of light for different applications, along with the
possibility of mass production of integrated optical circuits, suggests the de-
velopment of fast and reliable techniques to quickly characterise the quantum
properties of these devices. This is a challenging task, as it requires the re-
construction of the biphoton wavefunction, which describes all the properties
of the generated pairs in the energy Hilbert space. In the assumption that
the generated state is pure, one can determine the presence of energy correla-
tions by measuring the Joint Spectral Density (JSD), i.e. the squared modulus
of the joint spectral amplitude, describing the pair. In microring resonators,
JSD measurements are very challenging, for photon pairs are generated within
a bandwidth of few tens of picometers, determined by the linewidth of the
resonances. This task is well beyond any coincidence-based technique ever
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implemented, both for what concerns spectral resolution and duration of the
measurement. In this chapter, we demonstrate that the characterization of
the JSD of photon pairs generated by SFWM can be obtained by studying
the corresponding Stimulated FWM, with unprecedented resolution and fast
measurement. This chapter will start with an introduction to the Joint Spec-
tral Density. The sample under study, which is based on the same OpSIS
architecture reported in chapter 4, will be described, and we will report about
the linear characterization and preliminary SFWM measurements. Then, we
will describe the set-up for the measurement of JSD, focusing in particular on
the custom made tunable Fabry-Pérot filter that have been realized in order
to achieve the resolution necessary to resolve the linewidth of the resonances.
Finally, the results of JSD measurements will be discussed and compared with
the predictions based on numerical simulations.

5.1 Introduction to the measurement of JSD

As already discussed in sections 2.3.3 and 2.3.4, FWM process can be either
spontaneous, that can be described only by quantum mechanics, or stimulated,
that can be also understood classically. Einstein famously linked spontaneous
and stimulated emission, writing down the relations between the coefficients
A and B in the well known Einstein’s equations [11]. What is interesting
to our purposes is that while spontaneous emission can be difficult to mea-
sure, stimulated emission is generally easier to perform, because one deals
with classical fields and doesn’t need single photon detection. In this sense,
Einstein’s relations are at the basis for the core idea of our measurement of
JSD: exploiting a classical phenomenon in order to efficiently study its quan-
tum counterpart. The analogous of Einstein’s relations between spontaneous
and stimulated emission have been derived for SFWM and FWM [196]. The
principle is inspired to that of stimulated emission tomography [197], and there
are already experimental proofs that the characterization of quantum states
can be carried out exploiting the corresponding classical effect [198, 199].

A useful relation provides a link between the number of photons generated
in the stimulated process and the number of photons that would be generated
in the corresponding spontaneous process, with a proportionality constant that
is about the average number of photons in the stimulating field. Such relation
can be expressed as [197]:

〈nωi
〉Aωs

〈nωi
nωs〉

≈ |Aωs|2 (5.1)

where 〈nωi
〉Aωs

is the average number of generated idler photons at frequency
ωi, stimulated by a signal seed at frequency ωs, 〈nωi

nωs〉 is the average number
of photons that would be generated in the corresponding spontaneous effect,
and |Aωs|2 is the average number of photons within the coherence time of the
stimulating signal.
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Let’s consider the quantum state |ωs, ωi〉 describing two photons at frequen-
cies ωs and ωi. The bi-photon wavefunction describing the pair generated by a
parametric process (SPDC or SFWM) can be derived from a standard pertur-
bative approach [200], and, ignoring the vacuum component, can be expressed
as

|ψ〉 =

∫∫
dωsdωif(ωs, ωi)|ωs, ωi〉, (5.2)

where f(ωs, ωi) is the joint spectral amplitude of the two photons and
|ωs, ωi〉 is the quantum state with signal photon at frequency ωs and idler
photon at frequency ωi. The JSD is defined as the squared modulus of the
joint spectral amplitude, i.e.

JSD = |f(ωs, ωi)|2 (5.3)

and allows one to obtain information about the quantum correlation of
the generated photons [198, 201]. The two-photon spectral state f(ωs, ωi)
is completely determined by the spectral amplitude of the pump laser and
phase-matching function, while the JSD, being its squared modulus, does not
bring information about the phase, and can be interpreted instead as a prob-
ability density. Its measurement is traditionally based on spectrally resolved
coincidence measurements, characterized by long measurements time and low
resolution [202, 203]. This is particularly demanding for ring resonators, given
their narrow generation bandwidth. State-of-the-art techniques based on coin-
cidence measurements do not have sufficient resolution to investigate spectral
correlations of photon pairs generated in such devices. Doing it by directly
counting the photons generated in the spontaneous process would result in
complicated and time consuming measurements. In fact, it would require to
spectrally filter the generated photons with very narrow bandpass filters, thus
reducing the output intensity, and to reveal them with two single photon de-
tectors. The coincidences between the detectors are recorded in an histogram,
analogously to what reported in 4, and each coincidence measurement will re-
sult in a single pixel of the JSD diagram. It means that, to achieve a good
resolution, for example of 50 × 50 pixels, this must be repeated thousands of
times. On the contrary, exploiting the stimulated process instead of the spon-
taneous one, would lead to intrinsically much stronger emission and resulting
into very high signal-to-noise ratios, thus allowing to perform fast and highly
resolved two-photon state characterisation [196, 198, 199]. For this reason, we
developed a measurement technique based on stimulated emission, where the
detected signal is much more intense than the one obtained from coincidence
measurement between spontaneous events.

5.1.1 Schimidt number

One of the first theoretical works studying SFWM in microring resonators
showed how the principle that we just mentioned can be applied to this struc-
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ture. In fact, in [50], the spontaneous generation of photon pairs could be
predicted from the rate of stimulated emission, and it was also suggested that
the biphoton wavefunction can be controlled by changing the coherence time
of the pump laser.

Schmidt decomposition technique [204] is commonly used to obtain a com-
plete characterization of the existing entanglement between the photons con-
stituting the pair [24, 205]. The method basically consists in the decomposition
of the joint spectral amplitude, finding a bi-orthogonal system un, vn such that
f(ωs, ωi) may be expressed with the following expansion

f(ωs, ωi) =
∞∑
n=0

√
λnun(ωs)vn(ωi) (5.4)

where un(ωs) and vn(ωi) are Schmidt modes, i.e. eigenvectors of the reduced
density matrices for the signal and idler photons, with corresponding eigenval-
ues λn. The mode functions un, as well as vn, form a complete and orthonormal
set. The decomposition reported in equation (5.4) provides the information
about the eigenstates of the two-particle system. The amount of spectral en-
tanglement may be quantified, for istance, by the degree of non-separability of
f(ωs, ωi), that is usually discussed in terms of entropy of entanglement, defined
as [24]

S = −
∞∑
k=0

λklog2λk. (5.5)

If the two-photons are not frequency correlated, f(ωs, ωi) is completely
factorable and the entropy of entanglement will be equal to zero. The spectral
entanglement, and so the correlation between signal and idler frequencies, will
be proportional to the number of terms on the right-hand side of equation (5.5).
Another quantity that is often considered in literature to quantify entanglement
is the Schmidt number K, which is the average number of Schmidt modes
involved, defined as [205]

K =
1∑
n λ

2
n

. (5.6)

Small values of K correspond to low correlation, the lower possible value being
K = 1 for totally uncorrelated (disentangled) photons. Two-photon states
can have many Schmidt modes, with the general trend that high values of K
correspond to strong entanglement. The maximum value of K depends on the
total volume of phase-space that is accessible to the system under constraints,
such as conservation of energy and momentum.

We reported here the general approach, while for more details about the
case in which we are interested, i.e. the calculation of Schmidt number for time-
energy correlated photon pairs generated by SFWM in silicon microrings, we
refer to [50].
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5.2 Experimental set-up

Before entering into the real JSD measurement, this section will be dedi-
cated to a description of the sample and of the experimental set-up used for
the characterization and for SFWM measurements.

5.2.1 Sample layout and characterization

The sample is fabricated with the same standard CMOS-compatible silicon
photonics fabrication process described in section 4.1.1: analogously to the
samples described in chapter 4, it was realized by OpSIS and is part of a
multi-project wafer. In Fig. 5.1 (a) a detail of a top view of the chip that
includes the source used in this experiment is shown.

The source is a 15 µm radius microring resonator, critically coupled to a
straight silicon ridge waveguide, with thickness of 220 nm, width of 500 nm,
and a total length of about 900 µm. A nonuniform focusing grating coupler
is intended to be used to couple light into the waveguide by means of a fiber
array aligned above the sample, as already described in section 4.1.1. As
can be seen from Fig. 5.1 (a), the waveguide ends with an edge coupler,
from which the light going out of the sample can be collected by means of a
polarization maintaining (PM) tapered fiber aligned to the end of the straight
waveguide. The coupling at the edge of the sample is provided by an inverse
taper, obtained by a progressive shrinking of the waveguide width from 500
nm down to 220 nm: this was designed to match the mode of the waveguide
with that of the tapered fiber used to collect light out of it, in order to increase
coupling efficiency. The spectral response of the edge coupler is much flatter,
along a wide wavelength range, with respect to that of the grating coupler.
Considering this, since we intend to study correlation of photons generated in
different spectral positions, we decided to use the grating coupler as input and
the edge coupler as output.

Analogously to what described in section 4.2.1, the sample is mounted on
a translating and rotating stage, 3-axis translators with piezoelectric allow to
finely adjust the position of the fiber array, and a microscope with visible
cameras above and at the sides of the sample are used to help in the alignment
operations. The difference from the set-up reported in section 4.2.1 is that in
this case we don’t need to tune the resonance of the microring, so the heaters
are not employed, and the metallic tips have been replaced with the out-
coupling tapered fiber, mounted on a triple-axis translator. This difference
can be noticed from the photo in Fig. 5.1 (b), where the sample is visible,
together with the input and output coupling fibers.

The set-up for transmission measurements is analogous to the one reported
in section 4.2.1. For fast alignment operation, we used in fact a broadband
diode laser as a source, and the spectrometer coupled to the CCD camera for
detection, while for high resolution spectra, as the one in Fig. 5.2, a tunable
laser in scanning mode (Santec TSL-510) and an InGaAs detector (Newport

115



5. JSD: characterization of the quantum state

Figure 5.1: (a) Micrograph of the sample used in this experiment, constituted
by a 900 µm-long silicon waveguide, with a microring resonator with a radius
of 15 µm critically coupled to it. The grating coupler is used for coupling
light into the waveguide, which is interrupted at the edge of the sample: the
output must be collected with a tapered fiber aligned to the side coupler. The
upper waveguide, without microring resonator, has been used as a reference
to determine insertion losses. (b) Photo of the sample, placed on top of an
aluminum support, mounted on a rotating stage. The side-coupled tapered
fiber is visible on the left, while the fiber array, with almost vertical orientation,
is placed above the sample.
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918D-IG-OD3) with a powermeter were employed.

Linear characterization

During preliminary alignment operations, the angle of the fiber array is
adjusted in order to optimize the transmission spectrum, as well as the position
of the tapered fiber.

Fig. 5.2 shows the measured transmission spectrum of the structure un-
der investigation (black line), together with the transmission of a reference
waveguide, without resonator (grey line). In both cases, the bell shape of the
transmission is due to the spectral response of the grating coupler (see section
4.2.2). The labels next to the transmission dips are indicating the resonances
that have been chosen to carry out the SFWM experiments: the pump reso-
nance is the one in correspondence of the maximum transmission. This choice
turns out to maximize the generation efficiency, given its quadratic dependence
from pump power. The two adjacent resonances, which are still in the region
of high out-of-resonance transmission, are chosen as idler and signal for the
FWM experiment.

Since the spectrum in Fig. 5.2, having a resolution of about 5 pm, does
not allow to appreciate the profile of the resonances, we report in Fig. 5.3
a spectrum with resolution of 2 pm, showing the resonances of idler, pump
and signal that are used in the SFWM and FWM experiment. From spectra
in Fig. 5.3 it is clearly visible that the ring resonator is at critical coupling
condition, since the transmission at resonance drops to zero. From a fit of the
dip resonances with a lorentzian function we were able to determine a linewidth
of about δλ ≈ 40 pm and a central wavelength of 1552.51 nm. Applying
to the measured linewidths the relation for the extraction of Q factor from
the resonance parameters (2.15), we found an average quality factor of about
Q ≈ 4×104. In particular, for the pump resonance, we have Qp = 40800±2000,
corresponding to a coherence time of

τ =
1

∆ω
≈ (33± 2) ps, (5.7)

which is the dwelling time of the photons inside the resonator. The average
free spectral range (in wavelength domain) of the resonator was determined to
be 10.1 nm.

5.2.2 SFWM measurements

After the preliminary linear characterization, we performed spontaneous
four-wave mixing (SFWM) measurements in two different regimes: for the long
coherence time regime, we used a cw laser (Santec TSL-510) while for shorter
coherence time we used a pulsed laser (Pritel FFL), both tunable and working
in the infrared range, around 1.5 µm. A schematic picture of the experimental
set-up is shown in Fig. 5.4 where the pump laser, filtered with a bandpass (BP)
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Figure 5.2: Transmission spectrum of the sample (black line) and of the refer-
ence waveguide (grey line). The resonance chosen as pump is at the wavelength
with maximum transmission, while the two adjacent resonances are chosen as
signal and idler. Spectral resolution is 5 pm.

filter to clean out sidebands, is used to excite the sample. The outcoming light
is filtered with external BP filter centered at the idler (or signal) wavelength,
with high extinction ratio, in order to reject the transmitted pump laser and
SFWM emission from other resonances of the ring. The filtered idler (or signal)
is then sent to the detection system, constituted by a spectrometer (Acton
Spectra Pro 2500i) coupled to a liquid-nitrogen cooled CCD camera (Acton
InGaAs OMA V). The spectral resolution with this measurement is of about
70 pm, and id limited by the resolving power of the diffraction grating of the
spectrometer and to the size of the pixel of the CCD camera used for detection.
We want to notice that this resolution is larger than the linewidth of the
resonances of the ring (measured to be about 40 pm), thus is not sufficient
to resolve the shape of the spectrum of the generated photons. This is the
reason why we had to develop an instrument with higher resolution, as will be
described in section 5.3.2.

Experimental result of SFWM

The spectra obtained from a SFWM measurement are shown in Fig. 5.5.
Here, the sample has been excited with a pulsed laser (Pritel FFL) tuned in
correspondence to the central wavelength of the pump resonance λp, with an
energy of 0.8 pJ per pulse and a repetition rate of 10 MHz. In the graph
reported in Fig. 5.5 both generated idler (blue line) and signal (red line)
are shown, which have been measured in two different acquisitions, tuning
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Figure 5.3: Detail of the transmission spectrum with higher resolution (2 pm)
for the resonances used as idler, pump and signal for the FWM experiment.
Black dots are experimental data, while the line is the result of the best fit
with a lorentzian function.

Figure 5.4: Schematic picture of the experimental set-up for the SFWM mea-
surement. The sample is excited by a cw or pulsed pump laser, spectrally
cleaned by a bandpass filter. The light coming out from the sample under-
goes a filtering stage to reject the pump and the photons generated at other
wavelengths. Since the FSR of the microring is about 10 nm, a filter with a
bandwidth narrower than 10 nm had to be used.
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5. JSD: characterization of the quantum state

Figure 5.5: Example of a spectrum obtained from a spontaneous FWM mea-
surement with pulsed pumping, showing the generated idler (blue line) and
signal (red line). The pump field is not visible as it is completely rejected by
external filters. The experimental points are connected with a line for a better
visualization of the spectrum. Detection system is a spectrometer coupled to
a CCD camera, with a spectral resolution of about 70 pm: the shapes of the
resonances are not resolved.

the center of the BP filter in correspondence of either the idler or the signal
resonance. The scale in the central region is shrinked in order to have more
resolution on the peaks generated by SFWM. We then carried out the same
SFWM measurements in the cw regime, replacing the pulsed laser with a cw
laser, with a result that is analogous to the one reported in Fig. 5.5.

In order to have a more complete analysis, we report also the dependence
of generated photons from pump power. In particular, Fig. 5.6 (a) shows the
idler (blue circles) and signal (blue circles) photon generation rate, obtained
with cw pump, as a function of coupled pump power. Fig. 5.6 (b) shows the
result of the same experiment performed with pulsed pump, where the average
number of generated idler (red circles) and signal (blue circles) photons per
pulse as a function of the pulse energy is reported. In both graphs, a dashed
line is representing a quadratic dependence, that allows to quickly visualize
that the quadratic trend, expected from the theory of SFWM, is confirmed
with both cw and pulsed pumping. This is demonstrating that linear parasitic
processes (Raman scattering or photoluminescence) are not influencing the
measurement. For a coupled pump power above 100 µW for the cw case, or
above 1 pJ per pulse in the pulsed case, a saturation effect is visible, due to
ring bistability bound to refractive index change consequent to two-photon
absorption [41].
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Figure 5.6: (a) Dependence of the generation rate of signal and idler from
coupled pump power, in the case of cw pumping. (b) Average number of gen-
erated photons per pulse, as a function of coupled energy per pulse, in the case
of pulsed pumping. In both graphs, the dashed line is a quadratic dependence.
Coupled powers (generation rates) have been estimated measuring the input
(output) power and taking into account for propagation losses, that in our case
turn out to be negligible, and coupling losses. Horizontal error bars are due to
a 10% uncertainty in the estimation of the coupled pump power, while vertical
error bars are the squared root of the measured number of photons per second
(a) or per pulse (b).
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Coupled pump powers have been estimated from a correction of the pump
power measured right before the sample, taking into account for coupling losses
from the grating coupler, that have been measured to be around 5 dB (see sec-
tion 4.2.2). Propagation losses can be considered negligible, since the waveg-
uide has a total length of less than 1 mm and reported propagation losses are
on the order of 3 dB/cm. The internal generation rate has been estimated
measuring the output power of generated signal and idler with an InGaAs
detector, and taking into account for coupling losses and for losses along the
photon path. The generation rates reported in our results are comparable with
that obtained by similar structures [49, 53].

5.3 Measurements of JSD

In this section we will discuss in detail the JSD measurement, performed
in order to characterise the spectral correlations of the photon pairs generated
in the microring by SFWM. The measured JSD gives in practice the signal
wavelength as a function of the idler wavelength, and vice versa. If one wanted
to do it with a coincidence measurement on spontaneously generated photons,
for each wavelength comprised in the signal resonance one should have to
record all the wavelengths inside the idler resonance: depending on the wanted
resolution, very narrow spectral filters may be necessary, resulting in very long
measurement time. However, as already explained in the first section of this
chapter, the JSD can be obtained more efficiently exploiting the stimulated
process. In this case, the effect is stimulated by a seed laser, scanning along
the wavelength range of the signal resonance. The spectral resolution on the
signal resonance is given by the minimum scanning step of the cw seed laser.
The generated idler photons, instead, have to be filtered with a tunable band
pass filter (BP), that must be narrow much narrower than the linewidth of
the idler resonance, since it must be used to sample the photons generated
at different wavelengths inside the idler resonance. We will describe first the
experimental set-up, focusing in particular on the FP filter and on the feedback
mechanism used to control it.

5.3.1 Experimental set-up for JSD measurement

The JSD measurement involves the excitation of a resonant mode of the
microring using a pulsed (cw) pump laser, with short (long) coherence time,
while a tunable cw laser is used to excite the signal resonance, providing the
seed for the stimulated FWM. Keeping the pump wavelength fixed, we could
scan all the wavelengths comprised in the signal resonance by tuning the cw
seed laser. On the other side, in order to sample the generated idler photons, we
used a custom-made Fabry-Pérot interferometer as a scanning tunable filter.
From a more practical point of view, in order to minimize the movements
of the FP filter, the seed laser scans along the signal resonance wavelength
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Figure 5.7: Experimental set-up for JSD measurements. Two tunable infrared
lasers are spectrally cleaned by Band Pass filters (BP), combined in a beam-
splitter (not shown in the image) and coupled to the sample. A custom built
tunable Fabry-P’erot interferometer (FP) is used to filter the generated idler
resonance with the wanted spectral resolution. The FP filter is stabilized and
controlled by means of a reference laser operating in a different wavelength
range (around 1.3 µm) that is sent to the FP interferometer through a circu-
lator so that its reflection can be collected by a detector and used in an active
feedback loop. The output from the FP filter is sent to a spectrometer and a
CCD camera where the filtered spectrum can be detected.

range for each fixed position of the FP (i.e. at fixed idler wavelength), and
it is repeated for every wavelength comprised in the idler resonance. A more
detailed schematic representation of the experimental set-up is shown in Fig.
5.7. The sample is pumped either with a pulsed (Pritel FFL) or cw (Santec
TSL-210) laser as in SFWM but, in addition, a second tunable cw laser (Santec
TSL-510), whose wavelength can be controlled with an accuracy of about 2 pm,
is employed to stimulate the generation of photon pairs. Band Pass (BP) filters
are used after each laser to get rid of the broadband background arising from
amplified spontaneous emission (ASE) of the lasers. The signal and pump
lasers are combined using a polarization maintaining 50:50 beam splitter, and
one of the outputs of the beam splitter is sent to the input grating coupler of
the sample. Outgoing light is collected at the sample output through a tapered
fiber, and a home-made Fabry-Pérot filter is used to analyze the generated idler
beam with a resolution of about 5 pm. The FP is made by two 90/10 fused
silica beam splitters, mounted on translating stages, and controlled by piezo-
electric actuators. The output of the sample is injected in the FP and collected
back by two identical collimators.The tunable filter is actively stabilized by
injecting an additional reference laser (around 1.3 µm) inside the FP through
an optical circulator, so that the reflected light, that is in resonance with the
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FP cavity, can be sent to a detector. The detection system communicates with
the computer where a dedicated software with an active feedback mechanism
controls the position of the mirror mounted on the piezoelectric translator.
The working principle of the FP will be described in more detail in the next
paragraph. The output of the Fabry-Pérot is then sent to the spectrometer
coupled to the cooled CCD camera where the photons are detected.

We want to point out that one of the major difficulties in the experiment
consisted of the control of the stability of the set-up. In fact, the duration of the
measurement was on the order of one hour, during which the acquisition could
not be interrupted, and even small changes in the temperature or vibrations
could compromise the result. Thus, we found convenient to exploit the anti-
vibrational system of the optical table, based on suspensions with compressed
air. Furthermore, to have a better stability of the FP filter, we had to mount
the optical elements on supports with a diameter larger than usual (more than
2 cm) and to build a plastic case surrounding the whole filter, since even small
fluctuations in the air could lead to changes in the refractive index and thus
to changes in the resonance wavelength. Given the high sensitivity of the FP
to the environment we used also an IR camera, to which the transmission
could be sent via a removable beam splitter, in order to periodically check the
alignment condition and the shape of the transmitted beam. The same camera
was also essential, during the first alignment operation, to achieve a regular
shape of the spot, which allowed to set the two mirrors in parallel condition.

5.3.2 Tunable Fabry-Pérot filter

The FP consists of two parallel UV fused silica broadband beamsplitters
(BS), placed inside two mirror mounts that are aligned to be parallel. Each
mirror is mounted on a three axis translator, controlled in one direction by
piezoelectric actuators to modify the spacing distance between the BSs. The
output beam exiting from the sample is collected by a single mode fiber and
collimated by an objective at normal incidence on the FP. The output of the
filter is then focused on another fiber by a second objective, identical to the
other one. The working range of the BSs is 1.2-1.6 µm and their reflectance is
about 90% at an angle of incidence of 45◦. The length of the FP, i.e. the dis-
tance between the mirrors, is set to about 5 mm, leading to a FSR of ∆λ ≈ 240
pm, as shown in the transmission spectrum of the FP reported in Fig. 5.8.
The measured linewidth of the FP resonances is δλ ≈ 5 pm, which is sufficient
to sample the whole wavelength range of the idler resonance (∼ 140pm) in
about 30 points. The finesse of the filter is thus F = ∆λ/δλ ≈ 50 , higher
than the one expected from the reflectance of the BSs, probably because of the
different behaviour of the reflective coating at normal incidence. Considering
the measured finesse, the filter rejection is about 30 dB, as confirmed by the
transmission spectrum in Fig. 5.8. In order to stabilize the FP length against
environmental noise and change the filter wavelength, we implemented a re-
motely controlled active feedback loop on the piezoelectric actuators, using
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Figure 5.8: Transmission spectrum of the FP filter showing two adjacent reso-
nances in the wavelength range of interest, from which its figures of merit can
be deduced. In the configuration used for the experiment the linewidth is of
about 5 pm, that will be the resolution on the idler wavelength, FSR is 240
pm and the extinction ratio is 30 dB.

a reference tunable laser. The reference laser and the generated idler beam
are merged thanks to a fiber wavelength division multiplexer (WDM) placed
right after the sample. The obtained multiplexed signal is sent to the FP, after
which the reference beam is filtered out.

Active feedback mechanism

The active feedback acts analogously to the mechanism of stabilization of
interferometers reported in [206]. Our feedback, however, gets a stabilization in
wavelength instead of in phase. To do it a dither, i.e. a voltage with very small
amplitude, is sent to the piezoelectric actuator which controls the position of
the mirror. The optical modulation amplitude (OAM) will depend on the
position of the control laser wavelength with respect to the FP resonance.
In practice, given a transmission with a lorentzian lineshape, if the dither is
described by Acos(ωt) the OAM is calculated as

OAM ∝
∫
L(cos(ωt))cos(ωt)dt (5.8)

where L is the lorentzian function, and all the omitted parameters have to
be set in order to get a stable feedback. It can be demonstrated that such a
calculated OAM corresponds to the first order derivative of the FP transmission
function, and it is linear across the resonance peak, as shown in Fig. 5.9,
where the black line is the transmission spectrum of a resonance of the FP,
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Figure 5.9: Scheme of the working principle for the active feedback of the
Fabry-Pérot filter. Black line is the transmission spectrum of a FP resonance,
measured with the laser in scanning mode, superimposed to the amplitude of
the optical modulation (OAM) given by the dither, represented by the red line.
The grey region highlights the linear part of the OAM, used as error function
for the active P.I.D. feedback. The parameters of the P.I.D. algorithm can be
set from a dedicated software allowing to adjust the speed of the feedback in
order to increase the stability of the interferometer.
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and the red line is the OAM. Then, considering laser wavelengths inside the
FP resonance, highlighted in grey in Fig. 5.9, the farther is the reference
laser from the FP peak, the larger would be the value of the OAM. This
means that the OAM can be used as the input error function for a P.I.D.
algorithm, controlled by the computer, which sends a DC voltage feedback to
the piezoelectric actuator. The feedback mechanisms allows to compensate for
fluctuations in the position of the mirrors or in the refractive index fluctuations,
and stabilize the FP resonance on the reference laser line. The amplitude of
the dither is very small and does not perturb the FP output, so that we can
stabilize the resonance wavelength with a precision of about one pm. The filter
can be easily tuned by changing the wavelength of the reference laser, allowing
to control the stabilization point and thus to tune the resonance wavelength
of the FP.

5.4 Results of JSD measurements

In this section, the results of the JSD measurements and the calculated
Schmidt number will be reported. First we consider the measurement with the
pulsed laser, and then we will report the results for cw lasers. The results will
be discussed and compared with theoretical predictions obtained by numerical
simulations.

In Fig. 5.10 (a) the diagram resulting from the measurement of JSD with
pulsed pumping is shown. All the control of the experiment is done by a
dedicated Labview software, that was developed ad hoc for this experiment.
The algorithm of the Labview software can be schematized as follows.

Control of the FP: the position of the BS of the FP interferometer, con-
trolled by piezoelectric translators, is set to a condition such that one
resonance of the FP falls within the spectrum of the idler resonance.

Stabilization of the FP, done by the feedback mechanism, exploiting the
error function, derived from the reference laser reflected from the FP
that comes out from the reflection port of the optical circulator (see Fig.
5.7).

Scan of the stimulating signal laser: this is performed acting on the soft-
ware for the control of the tunable cw laser, used as seed. The signal is
scanned for a fixed position of the FP (i.e. for a fixed wavelength inside
the idler resonance) along the wavelength range of the signal resonance.

The software builds the image step by step, slightly increasing the idler
wavelength at every iteration, and the diagram is built by finally putting to-
gether all the recorded spectra. Thus, an image like the one reported in Fig.
5.10 (a) represents the final output generated by the software, used both for
the acquisition of the spectra and for the control of the FP filter.
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One can have a more intuitive interpretation of the diagram shown in Fig.
5.10 (a) if imagines to cut the picture in vertical slices: each slice would be the
spectrum of the idler photons generated in a narrow (ideally monochromatic)
wavelength range, while varying the signal wavelength. The reciprocal holds
if we imagine to cut it in horizontal slices: in this case we would obtain a
spectrum representing the signal photons that would be generated at a certain
wavelength, if the seed laser was scanning along the idler resonance instead of
the signal resonance.

The resolution on the axis of the signal wavelength is given by the minimum
step of the scanning laser used to stimulate the effect, which in our case is 2
pm. The resolution on the axis of the idler wavelength is given instead by the
FWHM of the FP resonances, which is about 5 pm (see Fig. 5.8).

5.4.1 Results with pulsed pumping

In the case of pulsed pumping, the BP filter on the pump laser sets the
pump linewidth to a width of 90 pm, corresponding to a pulse duration of
14 ps, with an energy per pulse of 0.8 pJ. We notice however that the pulse
linewidth is larger than that of the pump resonance, thus the laser turns out
to be filtered by the resonance profile.

The result of the JSD measured with pulsed pumping, represented in Fig.
5.10 (a), can be intuitively interpreted as a case with very low energy corre-
lation, since while keeping the pump and the signal wavelength fixed, idler
photons can be generated in a broad wavelength range, that is wide about the
linewidth of the resonance, actually given by a convolution of the resonances
involved in the process.

We can compare the experimental result with the theoretical result, which
is reported in Fig. 5.10 (b). This was obtained from simulations based on the
theory in [50], considering the following measured sample parameters:

ring radius R = 15 µm
effective index neff = 2.54
group velocity vg = 116 m/ps

group velocity dispersion GVD = 1.84 m2/ps

The simulation does not include the effect of slight broadening of the res-
onances due to two photon absorption, estimated to be around 10%, which
turns out to be more pronounced when dealing with high peak powers, as in
the case of pulsed pumping. Assuming a pure state, the determination of the
full joint spectral density allows one to calculate the Schmidt number K, as
described in section 5.1.1. From the theoretical model we found K = 1.09,
which indicates nearly uncorrelated photons, as it is expected in this system
when the pump pulse duration is equal or shorter than the dwelling time of
the photons in the resonator [50], that from the measured linewidth of the
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Figure 5.10: JSD measured under pulsed pumping. Figure (a) is the result of a
measurement while (b) is the result of a theoretical calculation. The theoretical
and experimental result are in very good agreement: one can notice in fact
that, besides an overall resemblance, also small deviations from the circular
symmetry in horizontal and vertical direction are visible in both results: these
can be attributed to group velocity dispersion. Schmidt numbers extracted
from the diagrams are Kbound = 1.03± 0.1 for the experimental measurement
(a) and K = 1.09 from the simulation (b). The colour scale is representing the
normalized SFWM emission intensity, as can be seen from the colour bar.

pump resonance was determined to be of 33 ps. On the other hand, the exper-
imentally obtained JSD allows one to determine a lower bound for the Schmidt
number, that will be referred to as Kbound. From the data reported in Fig. 5.10
(a) a lower bound to the Schmidt number of Kbound = 1.03±0.1 was extracted:
this result well compares with the expected theoretical value. The measured
value is lower than the theoretical one, although within the uncertainty, due
to the finite spectral resolution in the experiment.

5.4.2 JSD with cw pumping

In the second experiment the pulsed laser was replaced with a cw pump
laser, for which the generation of entangled photon pairs has already been
demonstrated [49]. The pump power inside the ring is estimated to be 80
µW. We report the measured JSD in Fig. 5.11 (a), along with the sketch
of the result of the simulation, reported in Fig. 5.11 (b). The elongated
shape of the measured JSD indicates high spectral correlations, that can be
easily understood also from an intuitive point of view: in fact, once the pump
power is fixed, the wavelength of the generated idler photons depend from the
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Figure 5.11: JSD measured with cw pumping. (a) is the result of the measure-
ment while (b) is a sketch that represents the result of a simulation: the line
would actually be so narrow that would not be visible. Calculated Schmidt
numbers are are Kbound = 3.93 ± 0.1 from the experimental measurement (a)
and K = 37038 from the simulation (b). As in Fig. 5.10, the colour scale is
representing the normalized SFWM emission intensity.

wavelength of the signal laser that is used to stimulate the effect. In this case
the coherence time of the pump is about 1 µs, thus well above 33 ps, which
is the dwelling time of the photon inside the resonator. This reflects on a
theoretical Schmidt number of K = 37038: ideally, this condition should bring
to strongly correlated photons. We point out also that the image shown in
5.11 (b) is not the actual result of a simulation, while it is just sketch, that
was necessary because the line obtained from simulation was not visible since
it was too narrow.

In this case, the discrepancy between the experimental and theoretical re-
sult is noticeable. In fact, the lower bound of the Schmidt number calculated
from the experimental data is Kbound = 3.93. This value is limited by the
experimental resolution, and in particular by the resolution given by the FP
filter. However it should be noticed that, despite the lower bound in the case
of cw pumping is much smaller than the expected Schmidt number, we are still
able to clearly discriminate between the generation of correlated and nearly
uncorrelated photons. In the specific case of a resonator with Q factor of
about 4×104 this would not be possible to determine exploiting state-of-the-
art techniques based on coincidence measurements, which have a resolution of
hundreds of picometers. Indeed, if we consider the results of most recent works
[196] a single pixel would be larger than the whole figure reported in Fig. 5.10
(a) or Fig. 5.11 (a).
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We finally summarize the result in the table below, where all the Schmidt
numbers derived from experimentally measured JSD (Kbound) and from simu-
lation results (K) are reported, both for cw and pulsed pumping.

τpump Kbound K

pulsed ∼ 14 ps 1.03 ± 0.1 1.09
cw ∼ 1µs 3.93 37038

5.4.3 Experimental error on the Schmidt Number

The evaluation of Kbound has been performed as reported in [207], starting
from the result of the experimental JSD. The uncertainty, due to signal-to-
noise ratio and measurement resolution, depends on several parameters, and
it can be different in the case of pulsed or cw pumping regime. Yet, since K is
proportional to energy correlations, while the noise is uncorrelated in energy,
the global effect of the noise is a reduction of Kbound.

Effect of resolution

In the case of SFWM in a ring resonator, one can assume that the bi-
photon wavefunction can be written as the product of two gaussian curves,
having standard deviation σ+ and σ−, where (σ+)ω and (σ−)ω are the stan-
dard deviations along the direction ω1 + ω2 = 2ωp0 and ω1 − ω2 = ωi0 − ωs0 ,
respectively [208], where ωp0 , ωs0 and ωi0 are the center of the pump, signal,
and idler resonance. In this case the Schmidt number is given by

K ≈ (σ−)ω
(σ+)ω

(5.9)

that can be easily shown to be equivalent in the wavelength domain:

K ≈ (σ−)λ
(σ+)λ

. (5.10)

where (σ+)λ and (σ−)λ in this case are the standard deviations in wave-
length. The error associated to the calculation of the Schmidt number from
the experimental results, comes from the uncertainties associated to the mea-
surement of stimulated emission, which we can indicate as ∆i and ∆s on the
idler and signal wavelength, respectively. Then, the error on (σ+)λ and (σ−)λ
can be calculated by standard propagation error, as well as the error on the
calculated K.

In the case of pulsed pumping, the experimental uncertainties of ∆i = 2
pm and ∆s = 4.5 pm are responsible for an error in the calculated K equal to
∆K = 0.1. In the case of cw pumping, we observe that the value of (σ−)λ is
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limited by the setup resolution, in particular the expected standard deviation
is

(σ−)λ �
√

(∆i)2 + (∆s)2 (5.11)

so that (∆i)
2 + (∆s)

2 is an upper bound for the expected (σ−)λ that gives

Kbound >
(σ−)λ

(∆i)2 + (∆s)2
≈ 10. (5.12)

This result is what one would expect for an ideal measurement, without
noise, while in the real measurement with cw pumping we effectively found
Kbound =3.9. The value is lower than expected, but still significantly larger than
1, which indeed indicates correlations. This huge difference can be however
attributed to the noise in the measurements, which is uncorrelated and thus
tends to strongly reduce the Schmidt number.

5.4.4 Conclusions

We have experimentally demonstrated that a microring resonator inte-
grated on a silicon chip can be driven to emit nearly uncorrelated or time-
energy entangled photon pairs depending on the coherence time of the pump
laser. This has been done by exploiting FWM to directly and rapidly re-
construct the JSD of the generated photon pairs by the spontaneous process.
Thanks to the high signal-to-noise ratio achievable in the stimulated process,
we could spectrally filter the generated photons with a band pass filter of
only few picometers width and avoid the use of single photon detectors. The
resolution we achieved is less than 10 pm2, which is more than two orders
of magnitude better than state-of-the art measurements based on single pho-
ton detection, and still better then similar works that were carried out with
stimulated PDC instead of FWM [196, 198, 199]. This resolution could be fur-
ther improved by replacing the Fabry-Pérot filter with an Optical Spectrum
Analyzers (OSA) with MHz resolution. We want to stress out that the mea-
surement of the 2D spectra reported in Fig. 5.10 (a) and Fig. 5.11 (a) took
about one hour of total integration time. Even though this could seem a long
measurement time, it is incredibly shorter with respect to the time that would
be needed in a typical experiment based on the spontaneous effects. In fact, in
that case each pixel in the JSD diagram should be obtained from coincidence
measurements between single photon detections of spectrally filtered sponta-
neously generated signal and idler photons. The use of very narrow bandpass
filters, both for signal and idler photons, would lead to very low coincidence
rate: depending on the needed spectral resolution, the measurement of a single
coincidence peak, i.e. a pixel in the JSD diagram, can take several minutes.
At this rate, performing a measurement constituted by thousands of pixels, as
the one that we reported, would require a measurement time on the order of
weeks, which indeed would be prohibitive.
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We also want to remark that, even if in this experiment the filtering and
routing has been performed with external filters, generation of photon pairs
with full on-chip filtering of the pump and routing was achieved in the same
kind of sample, as in the experiment reported in chapter 4. We believe the work
reported in this chapter can represent a clear demonstration that stimulated
FWM is a useful tool to implement fast characterization of integrated sources
of non-classical states of light.
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Chapter 6
Conclusions and perspectives

In this thesis, we reported on the results of experiments based on four-wave
mixing (FWM) in silicon integrated microring resonators, with potential appli-
cations in disparate fields in the environment of integrated quantum photonics.

In the first work, described in chapter 3, we reported on the measurement of
low-power stimulated FWM in porous silicon integrated microring resonators.
The fabrication of the samples under study starts with the realization of a slab
waveguide constituted by two porous silicon layers with different porosities,
from which single-mode channel waveguides and microrings can be obtained
with electron beam litography and reactive ion etching [166, 168]. We esti-
mated that the high quality factors of the resonances that have been observed
recently [122], could provide the field enhancement necessary to observe the
generation of photons by stimulated FWM. In fact, from a first characterization
of the samples it was found that, despite huge propagation losses, measured to
be on the order of 27.5 dB/cm [122], it was possible to have a Q factor on the
order of 5000, which is remarkable for a material with typically high scattering
due to roughness.

In the experiment, a microring with radius 25 µm was excited by two lasers
tuned in correspondence of the central wavelengths of two adjacent resonances,
namely the pump and the signal, with pump power much more intense than
signal power. We were able to observe the generation of a peak in correspon-
dence of the position of the idler resonance, on the opposite side of the signal
resonance with respect to the pump. A clear emission peak was obtained at
the expected wavelength, even with low pump power, i.e. with an estimated
power coupled in the resonator below 1 mW.

Since in porous silicon other emission processes, like Raman or photo-
luminescence [165, 156, 157, 163], could compete with the observed effect,
we needed to prove that the observed peak was effectively FWM. To do this,
we determined the power dependence of the generated peak with respect both
to pump and signal powers. In fact, the quadratic dependence of idler power
from pump power, and a linear dependence from signal power, can be consid-
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ered as a clear signature of stimulated FWM. We were able to experimentally
verify both these trends within the uncertainties, thus confirming that FWM
was actually taking place. From each single measurement we were also able to
estimate the nonlinear parameter of the porous silicon waveguides, resulting
in an average value of γ = 20± 2 W−1m−1. This is indeed in good agreement
with previous results found in literature, and turned out to be an intermediate
values between that of crystalline silicon and that of oxides [171, 172, 173].
Through the calculation of the effective area of the waveguide, we were also
able to estimate the nonlinear refractive index to be n2 = (4.26± 0.4)1 · 10−18

m2W2, which is also compatible with results previously reported in literature.

This represents to our knowledge the first observation of enhancement of
a nonlinear effect in porous silicon integrated microresonators. The result is
indeed remarkable if we consider the high propagation losses of the material
and the competing emission processes in porous silicon. We believe that the
importance of this result is supported also by the low-cost fabrication process
[170, 169] and of the flexibility of the material, together with the multiplicity
of applications that could take advantage of its porosity.

In fact, besides further investigation of nonlinear effects in porous silicon
microstructures, one can easily think about its potential application in the
study of nonlinearities of other materials that could be infiltrated in the pores.
Of course, it would require a retroactive optimization of the parameters of the
waveguide, since the effective refractive index of the medium would change
when infiltrating it, but the flexibility of porous silicon fabrication process
could allow to actuate an easy re-optimization. We believe that the novelty of
this work could act as a trigger for further studies of porous silicon integrated
devices with applications in nonlinear optics.

In the work described in chapter 4 we switched to crystalline silicon samples,
based on SOI architecture and obtained with standard industrial processes.
Here, we demonstrated that in principle it is possible to use a microring res-
onator as a source of correlated photon pairs achieving full on-chip filtering
and routing of the generated photons. The sample was constituted by the fol-
lowing components: grating couplers, to efficiently couple light into and out of
the chip, a microring resonator, to generate the photon pairs by spontaneous
four-wave mixing (SFWM), an integrated Distributed Bragg Reflector (DBR),
to reject the pump laser after the experiment, and two add-drop filters to fur-
ther reject the pump and to demultiplex the signal and idler photons that can
be sent to two different outputs of the sample. Some elements on the chips,
like microrings and add-drops, were also provided with heating elements, that
could allow to tune their spectral response individually.

In the first reported experiment, we demonstrated that the pump laser can
be completely filtered on a single chip. Indeed, that of pump filtering is a
problem of non trivial solution, since one needs to reach a rejection of more
than 100 dB in a relatively narrow bandwidth [41]. Our result was achieved as
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following described. We first chose as pump resonance the one closest to the
DBR, but at shorter wavelength so that it could be redshifted by acting on the
heater, in order to bring it inside the stopband of the DBR. Even optimizing
the position of the resonance in the region of higher rejection of the DBR, when
exciting the pump resonance some residual laser was still clearly visible at the
output. Even if the DBR with N=8000 total periods was designed to reject
more than 90 dB, from its characterization we found an actual value around
65 dB. The complete rejection of the pump on a single chip was then achieved
by tuning the two add-drops in resonance with it, giving up on the possibility
to separate signal and idler, but allowing to observe the generated photons
from the common output port of the sample, with full on-chip rejection of the
pump.

We believe that the performance of this experiment could have been im-
proved by slightly modifying the sample. For instance, one could think about
carrying out a more detailed characterization of the DBRs, in order to decide
how they can be modified to reach the necessary rejection. Alternatively one
could explore the possibility to introduce trenches, or a larger separation be-
tween grating couplers, to see if they could help in getting a better performance
out of the DBR. Here, we had to face also other problems, like broadening and
deterioration of the add-drop resonances during the thermal tuning, due to the
injection of carriers, which could have been avoided by simply using the same
heaters as the ones used for the generating microrings.

In a second experiment two nominally identical chips were used: photons
generated and partially filtered in the first chip A, were transmitted to a sec-
ond device B, where the pump could be completely rejected by the second
DBR, so that signal and idler photons could be separated by the add-drop
filters. One of the difficulties in this experiment consisted in the mismatch
between the stop band of the two DBRs. In order to tune them, so that they
overlapped and could be used to filter the same pump laser, we had to employ
the Peltier element to change the temperature of one of the samples, in order
to achieve a thermal tuning of the whole chip. In the end, the filtered photons
were picked up by the two add-drop filters, tuned one in correspondence of
signal resonance, the other one on the idler, so that finally they could be sent
to different outputs of the sample. We performed also time-correlation mea-
surements on the output photons and, without the need of off-chip filtering, we
were able to measure photons pairs with a generation rate above 1 MHz, and
time correlation with a coincidence-to-accidental ratio (CAR) of 50. Since the
value of CAR for classical light is 2, this measurement ensured us about the
non-classical properties of the generated light. All the reported results were
achieved without the need of off-chip filters, with the exception of bandpass
filters to clean out the ASE emission of the input lasers. We suggest that in
a next realization of this device, one could integrate further filtering elements
like ad-hoc integrated DBR, prior to the generating ring, to clean out the pump
laser. However, this would require for a higher reproducibility of the device
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and the development of much more controllable integrated DBR filters.

This work represents an important step in the field of integrated quantum
optics, in particular if we consider the recent demonstration that the same kind
of resonators can be used as efficient sources of time-energy entangled photons
[191]. After our demonstration that complete on-chip filtering is possible,
we can infer to be one step closer to applications like fully integrated QKD
emitters and receivers based on time-energy entanglement protocols [192], or
to realization of boson sampling with heralded photon pairs [193].

An aspect that we intend to remark is that the device that we used has
been fabricated with a CMOS compatible photonic process, and has a total
footprint below 1 mm2, allowing high reproducibility, scalability and possibil-
ity of high density of integration. As pointed out also in [34], the integration of
filtering and routing is still considered a challenge to be solved for integrated
photon sources. Our work, being the first reported case of full on-chip filter-
ing and routing of correlated photons, can be considered as an important and
promising improvement in the field.

Finally, in the fifth and last chapter, we demonstrated that a microring
resonator emits photon pairs that can be nearly uncorrelated or strongly cor-
related, depending on the coherence time of the pump laser. This has been
performed by exploiting stimulated FWM, to enable for a direct and rapid
reconstruction of the joint spectral density (JSD) of the photon pairs gener-
ated by the spontaneous process. Previous measurements of JSD used to be
performed with the detection of coincidences between spontaneously generated
photons with single photon detectors. The intrinsically low efficiency of the
method is strongly reduced by the need of narrow bandpass filters to select
the idler and signal wavelengths. This method becomes prohibitive when one
needs to characterize the quantum state of photon pairs that are generated
by structures with high quality factors. In fact, it can be easily estimated
that the characterization of photon pairs emitted by microring resonators with
typical Q factors of about 4 ×104, having a linewidth of few tens of picome-
ters, would need a measurement time on the order weeks. To find a solution
to this time-consuming method, we applied the same principle of stimulated
emission tomography, as reported by [50, 197], where the much more intense
stimulated process is measured to study its quantum analogous constituted by
the spontaneous process. In fact, exploiting the high signal-to-noise ratio that
can be achieved in the stimulated process, that for the considered sources can
be even four orders of magnitude more intense than the spontaneous one, it
was possible to spectrally filter the generated photons down to few pm in order
to reach record spectral resolution. In more detail, the resolution on the signal
in our experiment was determined by the minimum step of the tunable signal
laser used to stimulate the process, which is 2 pm. On the other hand, to have
a good resolution on the generated idler, we built a custom Fabry-Pérot filter
with remote control, that could be used as a tunable filter, scanning along the
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resonance of generated idler photons with a resolution of 5 pm given by the
FWHM of the Fabry-Pérot resonances. The resulting achieved resolution is
about 10 pm2, which is more than two orders of magnitude better than state-
of-the-art measurements based on single photon detection, and much higher
than analogous techniques applied to stimulated parametric down-conversion
[196, 198, 199].

Our result allowed to clearly distinguish between time-energy correlated
photons and uncorrelated photons. In fact, while time correlation is charac-
teristic of photon pairs generated by parametric processes like FWM, it has
been shown that the energy correlation can be controlled by changing the co-
herence time of the pump [50]. We first measured the JSD of photon pairs
obtained with pulsed pump laser, with a coherence time comparable to that of
the dwelling time of photons in the microring, estimated to be on the order of
33 ps. With pulsed pumping, we found a JSD with a circular-like shape, clearly
representing uncorrelated photons. We then repeated the experiment replacing
the pulsed pump with a continuous wave (cw) pump laser, having a coherence
time (around 1 µm) which in this case is much longer than the dwelling time of
the photons in the resonators. The corresponding JSD diagram has a diagonal
and elongated shape that can be clearly attributed to correlation. For a more
quantitative analysis we also determined the Schmidt number K, which is a
parameter that can be extracted from the JSD diagrams, that is ideally equal
to 1 in the case of total absence of correlations, while it tends to infinite in
the case of perfect correlation [204, 205]. We compared the measured values
with theoretical predictions, finding the following results. In the case of pulsed
pumping there is a very good agreement between the theoretically predicted
value, equal to K = 1.09, and its experimentally measured lower bound, which
was found to be Kbound = 1.03± 0.1. We can attribute the fact that the mea-
sured value is lower than the theoretical one, although within the uncertainty,
to the finite spectral resolution of the experiment. In the case of cw pumping,
while the theoretical Schmidt number was K = 37038, we found from experi-
mental lower bound equal to Kbound = 3.93. In this case, the huge difference
between the two values can be attributed to the noise in the measurements,
which is uncorrelated and thus tends to strongly reduce the Schmidt number.
However, it is possible to clearly distinguish between the correlated and un-
correlated case, which is indeed an extraordinary achievement. In fact, we can
estimate that the whole JSD diagram that we obtained, which is composed
by a total of more than 2×103 pixels, would have been smaller in size than a
single pixel of the best result previously reported in literature! It means that a
measurement performed with previous state-of-the-art techniques, would not
have been able to detect any substantial difference between the two cases. Fur-
thermore, the measurement time for the diagrams that we reported took about
one hour of total integration time, which is incredibly shorter with respect to
the time that would be needed by a typical coincidence-based experiment, es-
timated to be on the order of weeks. We suggest that the resolution that we
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achieved could be further improved by replacing the Fabry-Pérot filter with an
Optical Spectrum Analyzers (OSA) with MHz resolution. Furthermore, while
this measurement was not bringing any information about the relative phase
of the generated photons, one can think about the reconstruction of the joint
spectral amplitude (JSA), that, including also information about the phase,
could lead to more deep knowledge of the quantum state of the generated pairs.
We suggest that this could be performed by setting up a measurement with
heterodyne detection. We believe that the work reported in the last chapter
can be seen as a clear demonstration that stimulated FWM is a useful tool
to perform fast characterization of integrated sources of non-classical states of
light.

In conclusion, we put another brick on the wall of silicon photonics, demon-
strating that it can be considered as a suitable platform for building relatively
cheap and compact emitters of quantum states of light. This realization would
be necessary for the implementation, among other applications, of quantum
cryptography, which would allow for totally secure communication through
quantum key distribution. Exploiting the existence of fabs and the compatibil-
ity with the already existent telecommunication network, we are approaching
to bring this technology to mass production for large scale distribution.

However, a central challenge consists in the standardization of silicon pho-
tonics components and characterization methods, which is a necessary step to
bring these products to the public market. Thanks to the advent of foundries,
complex silicon photonic products can be available at relatively low cost for
research purposes and, in the next future, also on the market. We remark
that the works that have been reported in this thesis are purposing standard,
efficient and fast characterization methods for quantum integrated devices, to-
gether with practical realization of lab-on-a-chip generation of quantum states
of light. In particular, works reported in chapter 4 and 5, were achieved on sam-
ples that have been realized in a foundry with a standard CMOS-compatible
fabrication process: this can be seen as a demonstration that fabs are ex-
pected to play a crucial role in the future development of integrated quantum
photonics.
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