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Chapter 1

Introduction

The present thesis focuses on the mathematical analysis of a class of phase field systems
involving partial differential equations and arising from thermodynamic models.

In the first chapter, we deal with some phase—field systems that perturbed by a max-
imal monotone nonlinearity, proving existence, uniqueness and longtime behavior of the
strong solution. The second chapter is concerned with the study of Cahn—Hilliard sys-
tems characterized by the presence of a maximal monotone term: we prove existence,
uniqueness and regularity of the solution; moreover, we consider the related sliding mode
control problem and we can discuss the sliding mode property. In the third chapter, we
analyze a singular phase—field system containing a logarithmic nonlinearity and by a pos-
sibly nonlocal maximal monotone operator: the resulting problem is highly nonlinear and
difficult to handle, so that we are able to prove only the existence of solutions.

1.1 Phase—field systems

In the first chapter, we consider the phase—field system

(0 + L) —kAYV+ (= f ae in@Q:=(0,T) x Q, (1.1.1)
Op —vAp+ &+ 7m(p) =9 ae. in Q, (1.1.2)

C(t) € A(W(t) + ap(t) — ") for a.e. t € (0,T), (1.1.3)
€€ B(p) ae. in Q, (1.1.4)

where () is the domain in which the evolution takes place, T' is some final time, 1 denotes
the relative temperature around some critical value that is taken to be 0 without loss of
generality, and ¢ is the order parameter which can represent the local proportion of one
of the two phases. As usual, to ensure thermomechanical consistency, suitable physical
constraints on ¢ are considered: if it is assumed, e.g., that the two phases may coexist
at each point with different proportions, it turns out to be reasonable to require that ¢
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lies between 0 and 1, with 1 — ¢ representing the proportion of the second phase. In
particular, the values ¢ = 0 and ¢ = 1 may correspond to the pure phases, while ¢ is
between 0 and 1 in the regions when both phases are present. Clearly, the the system
provides an evolution for ¢ that has to comply with the previous physical constraint.
Moreover, £, k, v, v and « are positive constants, n* is a given function in H?*(Q2) with
suitable regularity properties and f is a source term. The above system is complemented
by homogeneous Neumann boundary conditions for both 9 and ¢, that is,

0,0 =0, Oyp=0 onX:=(0,T)xT, (1.1.5)

where I' is the boundary of {2 and 9, is the outward normal derivative, and by the initial
conditions

9(0) = I, ©(0) = o in Q. (1.1.6)

The term & 4 (), appearing in (1.1.2), represents the derivative (or the subdifferential)
of a double—well potential VW defined as the sum

W=+, (1.1.7)

where . 3
S : R — [0, +0o0] is proper, lL.s.c. and convex with 3(0) = 0, (1.1.8)
7:R— R, # € C'(R) with 7 := @’ Lipschitz continuous. (1.1.9)

Since B is proper, Ls.c. and convex, the subdifferential 93 =: § is well defined and is a
maximal monotone graph. In our problem we also consider a maximal monotone operator

A: H:=L*Q) — 2" (1.1.10)
such that
0 € A(0), lyllg < C+||z|g) for all x € H, y € Az, (1.1.11)

for some constant C' > 0. For a comprehensive presentation of the theory of subdifferen-
tials and maximal monotone operators, we refer, e.g., to [1,11,61].

The problem (1.1.1)—(1.1.6), thoroughly discussed in [32], is an interesting development
of the following simple version of the phase—field system of Caginalp type (see [13]):

O(0+Llp) —kAY = f in Q, (1.1.12)

dp —vAp+W'(p) =79 in Q. (1.1.13)
As already noticed, W' = £ + 7 is related to a double—well potential W. Typical examples
for W are

1
Wieg(r) = 7(r* =1)°,  reR, (1.1.14)

Wieg(r) = (1+7)In(1+7)+ (1 —r)In(1 7)) —cor?®, 7€ (=1,1), (1.1.15)
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where ¢g > 1 in (1.1.15) in order to produce a double-well. The potentials (1.1.14) and
(1.1.15) are the usual classical regular potential and the so—called logarithmic potential,
respectively.

The well-posedness, the long-time behavior of solutions, and also the related optimal
control problems concerning Caginalp-type systems have been widely studied in the liter-
ature. We refer, without any sake of completeness, e.g., to [12,13,29,38,43,53, 54,56, 63]
and references therein for the well-posedness and long time behavior results and to
[22,23,30,48,49] for the treatment of optimal control problems.

The paper [2] is related to control problems, but it goes in the direction of designing
sliding mode controls (SMC) for a particular phase—field system. The main objective of
the authors is to find some state-feedback control laws (¥, ¢) — u(?J, ¢) that, that, once
inserted into the equations, can force the solution to reach some submanifold of the phase
space, in finite time, then slide along it. The first analytical difficulty consists in deriving
the equations governing the sliding modes and the conditions for this motion to exist.
The problem needs the development of special methods, since the conventional theorems
regarding existence and uniqueness of solutions are not directly applicable. Moreover,
the authors need to manipulate the system through the control in order to constrain the
evolution on the desired sliding manifold.

In particular, in the paper [2] the authors consider the operator Sign : H — 24
defined as Sign(v) = %, if v # 0, and Sign(0) = B4(0), if v = 0, where B;(0) is the closed

el

unit ball of H. Sign is a maximal monotone operator on H and is a nonlocal counterpart
of the operator sign : R — 2% defined as sign(r) = o7y i # 0, and sign(0) = [—1,1], if
r = 0. Let us point out the system dealt with in [2]:

(0 + L) — kAY = f —po ae. in Q,

(
Op —vAp +E+7(p) =0 ae. in Q, (
o(t) € Sign(¥(t) + ap(t) —n*) for ae. t € (0,7), (1.1.18
£€Blp) ae i Q, (
0,9 =0, d,p =0 onX, (
9¥(0) = o, ©(0) = ¢ in Q, (1.1.21

which turns out to be a particular case of (1.1.1)—(1.1.6) with A = pSign. The paper [2]
is mostly concerned with the sliding mode property for (1.1.16)—(1.1.21).

In the first chapter of this thesis we deal with (1.1.1)—(1.1.6), which is rather a gen-
eralization of the problem (1.1.16)—(1.1.21) since we only require (1.1.10)—(1.1.11) for the
maximal monotone operator A. We prove existence and regularity of the solutions for
the problem (1.1.1)—(1.1.6), as well as the uniqueness and the continuous dependence on
the initial data in case a = £. In order to obtain our results, we first make a change of
variable. We set:

n=1v+ap—n". (1.1.22)
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Consequently, the previous system (1.1.1)—(1.1.6) becomes
Oh(n+ (l—a)p) —kAn+ kaAp+ (= f — kAn* ae. in Q, (1.1.23)

Op — VAP +E+7m(p) =v(n—ap+n*) ae. inQ,
C(t) € A(n(t)) for a.e. t € (0,T),

€ € B(e) ae. in Q.
d,m =0, J,p=0 on X,

n(0)=m,  ©(0)=¢y inQ (1.1.28

In order to prove the existence of solutions to (1.1.23)—(1.1.28), we first consider the
approximating problem (P.), obtained from problem (P) by approximating A and by
their Yosida regularizations. Then we construct a further approximating problem (P ,,),
obtained from (P.) by a Faedo-Galerkin scheme based on a system of eigenfunctions
{v,} CW, where

W ={u€ H*Q): 0,u=0on dQ}. (1.1.29)

Then, we prove the existence of a local solution for (P.,) and, passing to the limit as
n — +oo, we infer that the limit of some subsequence of solutions for (P.,) yields a
solution of (P.). Finally, we pass to the limit as € N\, 0 and show that some limit of a
subsequence yields a solution of (P).

Next, we let @ = ¢ and write problem (P) for two different sets of initial data f;,
n;, no, and ¢o,, @ = 1,2. By performing suitable contracting estimates for the difference
of the corresponding solutions, we deduce the continuous dependence result whence the
uniqueness property is also achieved.

1.2 Cahn—Hilliard systems

The Cahn—Hilliard equation, originally introduced in [14] and first studied mathematically
in the seminal paper [37], yields a description of the evolution phenomenon of the solid—
solid phase separation. In general, an evolution process goes on diffusively. However, the
phenomenon of the solid—solid phase separation does not seem to follow this structure:
e.g., when a binary alloy is cooled down sufficiently, each phase concentrates and the
material quickly becomes inhomogeneous, forming a fine-grained structure in which each
of the two components appears more or less alternatively (see, e.g., [54]). The Cahn—
Hilliard equation is a celebrated model which describes this process (usually known as
spinodal decomposition) by the simple framework of partial differential equations. The
mathematical literature concerning this problem is rather vast. Let us quote [15,20,24,42,
45,55,59,60,66] and also refer to [19] in which a forced mass constraint on the boundary
is considered.
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In the second chapter, we consider the following Cahn-Hilliard system perturbed by
the presence of an additional maximal monotone nonlinearity:

O(0+1lp) —AV+ (= f ae. inQ, (1.2.1)

O —Ap =0 ae. in Q, (1.2.2)
p=—-vAp+E+m(p)—v9 ae. in Q, (1.2.3)
C(t) € A(av(t) + bp(t) —n*) for a.e. t € (0,7), (1.2.4)
€€ PB(p) ae in Q, (1.2.5)

where v, p and u denote the temperature, the order parameter and the chemical potential,
respectively. We point out that here ¢ does not represent the absolute temperature, but
it is related to it by

¥ =0 — 0, (1.2.6)

where O, denotes a critical temperature. Moreover, n* is a function in H*(2) with null
outward normal derivative on the boundary of €2, f is a source term and a, b, ¢, v are
constants. In particular, let ¢ and ~ be positive. The above system is complemented by
homogeneous Neumann boundary conditions for ¥, ¢ and u, that is,

0,9=0,p=0,u=0 on, (1.2.7)
and by the initial conditions
9(0) = vy, ©(0) =y in Q. (1.2.8)

The term & + 7(yp), appearing in (1.2.3), represents the derivative of the double—well
potential W defined as in (1.1.7) and satisfying (1.1.8)—(1.1.9), while A is the maximal
monotone operator described by (1.1.10)—(1.1.11).

As usual for Cahn-Hilliard system, the integral mean value of (t) remains constant
during the whole evolution. Indeed, fixing an arbitrary ¢ € (0,7") and integrating (1.2.2)
over {2, we infer that

d
— t)=20 1.2.9
whence it immediately follows that
1 1
m(p(t)) = —/go(t) _ —/300 for every ¢ € (0, T). (1.2.10)
€2 Jo 2 Jo

We also observe that the system (1.2.1)—(1.2.8) is a fourth-order problem constructed as
the conserved version of the phasefield system (1.1.1)—(1.1.6).

In this thesis (see also [33]), we first show the existence of solutions for Problem (P)
(see (1.2.1)—(1.2.8)). In order to carry out this purpose, we consider the approximating
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problem (P.), obtained from (P) by approximating A and [ by their Yosida regular-
izations. In performing our uniform estimates we often refer to [21], where the authors
propose the study of a nonlinear diffusion problem as an asymptotic limit of a particular
Cahn-Hilliard system. Then, we pass to the limit as ¢ N\, 0 and show that some limit of
a subsequence of solutions for (P.) yields a solution of (P). Next, we let af = b which is,
in some sense, a physical restriction since the argument of the variable in the operator A
is thus proportional to the internal energy of the system. We also write Problem (P) for
two different sets of data f;, n/, ¥y, and ¢o,, © = 1,2. By suitably performing contract-
ing estimates for the difference of the corresponding solutions, we deduce the continuous
dependence result whence the uniqueness property is also achieved.

Then, we consider a sliding mode control (SMC) problem. Hence, the main idea
behind this scheme is first to identify a manifold of lower dimension (called the sliding
manifold) where the control goal is fulfilled and such that the original system restricted
to this sliding manifold has a desired behavior, and then to act on the system through the
control in order to constrain the evolution on it, that is, to design a SMC-law that forces
the trajectories of the system to reach the sliding surface and maintains them on it (see,
e.g., [51,57]). The main advantage of sliding mode control is that it allows the separation
of the motion of the overall system in independent partial components of lower dimensions,
and consequently it reduces the complexity of the control problem. In particular, we prove
the existence of sliding modes for the solutions of our system (P) for a suitable choice of
the operator A and of the coefficients @ and b. We take a = 1, b = ¢ and A = pSign,
where p is a positive coefficient and Sign : H — 2 is the maximal monotone operator
defined in the previuos Subsection. Thus we prescribe a state-feedback control law acting
on the rescaled internal energy (9 + ) of the system in order that the dynamics of the
system modified in this way forces the value (J(t) 4+ ¢p(t)) to reach a manifold of the
phase space in a finite time and then lie there with a sliding mode (cf. [2,27]).

Concerning the study of optimal control problems for phase—field systems, we quote
[22,23,30,49]. Recent investigations have been also addressed to the optimal control
problem for Cahn-Hilliard systems: let us mention [17,18,24-26,46]. We also refer to
[67,68] which deals with the convective Cahn—Hilliard equation, and to [47,65], where
some discretized versions of the general Cahn-Hilliard systems are studied.

Then, assuming a = 1, b = ¢ and A = pSign in (1.2.1)—(1.2.8), we prove the existence
of sliding modes for Problem (P) by identifying p* > 0 such that the following property
is fulfilled: for every p > p*, there exists a solution (¥, ¢, 1) to Problem (P) and a time
T* such that, for every t € [T*, T

I(t) + Lp(t) =n* a.e. in Q. (1.2.11)

It is curious and interesting that we are able to handle a feedback law and prove the
mentioned property just for the internal energy of the system, which is a special linear
combination of the variables ¥ and ¢. However, for a discussion of the SMC laws, linear
and nonlinear, that can be considered for phase—field systems, we refer to the Introduction

of [2].
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1.3 Singular phase—field systems

In the third chapter of the Thesis, we consider a system of partial differential equations
(PDE) arising from a thermodynamic model describing phase transitions. The system is
written in terms of a rescaled balance of energy and of a balance law for the microforces
that govern the phase transition. Moreover, the first equation of the system is perturbed
by the presence of an additional maximal monotone nonlinearity. The third chapter
will focus only on analytical aspects and, in particular, will investigate the existence of
solutions. In order to make the presentation clear from the beginning, we briefly introduce
the main ingredients of the PDE system and give some comments on the physical meaning.

We deal with a two-phase system located in a smooth bounded domain £ C R? and let
T > 0 denote some final time. The unknowns of the problem are the absolute temperature
¥ and an order parameter ¢.

Now, let us state precisely the equations as well as the initial and boundary conditions.
The equations governing the evolution of ¥ and ¢ are recovered as balance laws. The first
equation comes from a reduction of the energy balance equation divided by the absolute
temperature ¥ (see [5, formulas (2.33)—(2.35)]). Therefore, the so-called entropy balance
can be written in 2 x (0,7") as follows:

Oi(In9 + Ly) — kAY = f, (1.3.1)

where ¢ is a positive parameter, £k > 0 is a thermal coefficient for the entropy flux Q,
which is related to the heat flux vector q by Q = q/¥, and f stands for an external
entropy source.

Here, we assume that the entropy balance equation (1.3.1) is perturbed by the presence
of an additional maximal monotone nonlinearity, i.e.,

Oy(Ind + ) — kAY + ¢ = (1.3.2)

where

C(t) € A(V(t) —9%) for a.e. t € (0,7). (1.3.3)

Here, ¥* is a positive and smooth function (9* € H?(Q2) with null outward normal deriva-
tive on the boundary) and A, i.e. the maximal monotone operator described by (1.1.10)—
(1.1.11), is the subdifferential of a proper, convex and lower semicontinuous function
T : L?(2) — R. In order to explain the role of this further nonlinearity, we refer to [2],
where a class of sliding mode control problems is considered: a state-feedback control
(9, 0) — u(V, @) is added in the balance equations with the purpose of forcing the trajec-
tories of the system to reach the sliding surface (i.e., a manifold of lower dimension where
the control goal is fulfilled and such that the original system restricted to this manifold
has a desired behavior) in finite time and maintains them on it. As widely described
in [2], this study is physically meaningful in the framework of phase transition processes.

In the first two chapters of this thesis (see also [32,33]) the existence of strong solutions,
the global well-posedness of the system and the sliding mode property can be proved;
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unfortunately, here the problem we consider is rather more delicate due to the doubly
nonlinear character of equation (1.3.2) and it turns out that we cannot perform a so
complete analysis. On the other hand, we observe that, due to the presence of the
logarithm of the temperature in the entropy equation (1.3.2), in the system we investigate
here the positivity of the variable representing the absolute temperature follows directly
from solving the problem, i.e., from finding a solution component v/ to which the logarithm
applies. This is an important feature and avoids the use of other methods or the setting
of special assumptions, in order to guarantee the positivity of ¢ in the space-time domain.

The second equation of the system under study describes the phase dynamics and is
deduced from a balance law for the microscopic forces that are responsible for the phase
transition process. According to [40,44], this balance reads

Op — A + B(p) +7(p) 3 009, (1.3.4)

where S+ represents the derivative, or the subdifferential, of the double—well potential VW
defined as in (1.1.7) and satisfying (1.1.8)—(1.1.9). We recall that many different choices
of B and 7 have been introduced in the literature (see, e.g., [3,6,39,58]). In case of a
solid-liquid phase transition, W may be taken in a way that the full potential (cf. (1.3.4))

o+ Blo) + 7 (p) — Ly

exhibits one of the two minima ¢ = 0 and ¢ = 1 as global minimum for equilibrium,
depending on whether ¥ is below or above a critical value 9., which may represent a
phase change temperature. A sample case is given by 7(¢) = ¢J.p and by the 3 that
coincides with the indicator function /iy of the interval [0, 1], that is,

" 0 if 0< 1
B(6) = To(p) = { £O0<p=

+o00 elsewhere

so that 8 = 0Ijp ) is specified by

<0 if p=0
refB(p) ifandonlyif r ¢ =0 if 0<p<l1
>0 if p=1

Of course, this yields a singular case for the potential W, in which § is not differentiable,
and it is known in the literature as the double obstacle case (cf. [3,6,40])

In the last decades phase—field models have attracted a number of mathematicians
and applied scientists to describe many different physical phenomena. Let us just recall
some results in the literature that are related to our system. Some key references are the
papers [4-6]. Besides, we quote [8], where a first simplified version of the entropy system
is considered, and [7,9] for related analyses and results. About special choices of the heat
flux and phase—field models ensuring positivity of the absolute temperature, we aim to
quote the papers [28,29,31], where some Penrose—Fife models have been addressed.



MicHELE COLTURATO 13

The full problem investigated in the third chapter consists of equations (1.3.2)—(1.3.4)
coupled with suitable boundary and initial conditions. In particular, we prescribe a no-
flux condition on the boundary for both variables:

0,9=0, 0yp=0 on2X. (1.3.5)
Besides, in the light of (1.3.3), initial conditions are stated for Inv and ¢:

Ind(0) =Invdy, ¢(0) =gy in Q. (1.3.6)

The resulting system is highly nonlinear. The main difficulties lie in the treatment
of the doubly nonlinear equation (1.3.2). The expert reader can realise that it is not
trivial to recover some coerciveness and regularity for ¢ from (1.3.2), (1.3.3) and (1.3.5);
morever, the presence of both In ¢ under time derivative and the selection ¢ from A(¢—v*)
complicates possible uniqueness arguments. For the moment, we are just able to prove
the existence of solutions for the described problem (see [16]). To this aim, we introduce a
backward finite differences scheme and first examine the solvability of it, for which we have
to introduce another approximating problem based on the use of Yosida regularizations
for the maximal monotone operators. We prove several uniform estimates which allow us
to pass to the limit by means of compactness and monotonicity arguments.
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Chapter 2

Preliminary assumptions

2.1 Notations

We assume Q C R3 to be open, bounded, connected, of class C* and we write || for
its Lebesgue measure. Moreover, I' and d, stand for the boundary of €2 and the outward
normal derivative, respectively. Given a finite final time 7' > 0, for every t € (0, T| we set

Qt:QX(O7t)7 Q:QT7 Zt:FX(Oat)a X =Xr.
We also introduce the spaces
H=1L1*Q), V=H(Q), Vo=HQ), W={uecH*Q): du=00onT}, (2.1.1)

with usual norms || - g, || - |lv, || - [|w and related inner products (-, )m, (-, )v, (-, )w,
respectively. We identify H with its dual space H*, sothat W c V. Cc H Cc V* Cc W*
with dense and compact embeddings. Let (-, -) denote the duality pairing between V* and
V. The notation || - ||, (1 <p < oo) stands for the standard norm in L?(2). For short, in
the notation of norms we do not distinguish between a space and a power thereof.

Moreover, in the following the small-case symbol ¢ stands for different constants which
depend only on €2, on the final time 7', on the shape of the nonlinearities and on the
constants and the norms of the functions involved in the assumptions of our statements.
On the contrary, we use different symbols to denote precise constants to which we could
refer. It is important to point out that the meaning of ¢ might change from line to line
and even in the same chain of inequalities.

Finally, from now on, we interpret the operator —A as the Laplacian operator from the
space W to H, then including the Neumann homogeneous boundary condition. Moreover,
we extend —A to an operator from V to V* by setting

(—Au,v) = / Vu-Vv, wuvelV. (2.1.2)
Q

15
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2.2 Inequalities
In the sequel, we account for the continuous embeddings V' C L%(Q), with 1 < ¢ < 6,
W C C°(Q) and for the related Sobolev inequalities:

[ollg < Csllvlly and floflee < Csflvllw (2.2.1)

for v € V and v € W, respectively, where C, depends on 2 only, since sharpness is not
needed. Now, let us recall a variant of the Poincaré inequality, i.e., there exists a positive
constant C), such that

lellv < G (ol + I90ln),  veV. (2.2.2)

Moreover, we will use an inequality deduced from the compactness of the embedding
V C H C V* (see [62, Lemma 8, p. 84]): for all § > 0 there exists a constant K > 0 such
that

1zllg < éllzllv + K]l2|

Ve for all z € H. (2.2.3)

Furthermore, we often employ the Holder inequality, and the Young’s inequalities, i.e.,
for every a > 0, b > 0, o € (0,1) and § > 0 we have that

ab < aaw + (1 — )b, (2.2.4)
1
b < da* + —b. 2.2.5
ab < da” + - ( )
Finally, let us point out that for every a, b € R we have that
1 1 1
—bla=-a’— =b* + =(a —b)* 2.2.
(a —b)a 59~ 3 + 2(a ) (2.2.6)

2.3 Preliminary results

In this section, we state some useful results.

Lemma 2.3.1. Assume that a, b € R are strictly positive. Then

(a—1b) < (Ina®*—Inb®)(a+b). (2.3.1)
Proof. We consider a > b (if b > a the technique of the proof is analogous) and obtain
(@ —b) < (Ina®—nb*)(a+b) =2(Ina—Inb)(a+b) = 2In (%)(H b).

Then, dividing by b, we have that

)< (5)o)
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Letting x = a/b, we can rewrite (2.3.2) as
(x—1)<2(x+1)lnz forz>1.
Now, we observe that (2.3.1) is verified if and only if the function
f(z) = =2(x+1)lnx —x+1 is nonnegative for every z > 1. (2.3.3)

Since f(1) =0 and f'(x) > 0 for every > 1, we conclude that (2.3.3) holds. Then, the
proof of the lemma is complete. [

Lemma 2.3.2. Let ag, by, Yo, p € R be such that

ao, bo, Yo >0 and p>ad+2b + 2% (2.3.4)

and let ¢ : [0,T] — [0,400) be an absolutely continuous function satisfying ¥(0) = 1y
and
V' +p < app’?+by a.e. in the set P:={t € (0,T):1(t) > 0}. (2.3.5)

Then, the following conditions hold true:
1. If ¢y =0, then ¢ vanishes identically.

2. If 1 > 0, then there exists T* € (0,T) satisfying T* < 2¢y/(p — a3 — 2by) such that
Y is strictly decreasing in (0,T*) and v vanishes in [T*,T.

Proof. See [2, Lemma 4.1]. O

Finally, let us recall the discrete version of the Gronwall lemma.

Lemma 2.3.3. If (ag, ... ,an) € [0,+00)V ™ and (by,... ,by) € [0, +00)" satisfy

m—1
am§a0+2anbn for m=1,... N, (2.3.6)
n=1
then
m—1
am < ag exp( bn) for m=1,... N. (2.3.7)
n=1

Proof. See [52, Prop. 2.2.1]. O

2.4 Operators

In this section, we describe the operators appearing in the systems under study.
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The double—well potential W. We introduce the double-well potential WV as the sum

W =p+, (2.4.1)

where R N
B : R — [0, +0o0] is proper, Ls.c. and convex with 5(0) = 0, (2.4.2)
7:R =R, # € C*(R) with 7 := 7’ Lipschitz continuous. (2.4.3)

Since 3 is proper, Ls.c. and convex, the subdifferential 3 := df is well-defined. We denote

by D(B) and D(5) the effective domains of 5 and 3, respectively, and also assume that
int(D(B)) # (. Thanks to these assumptions, 3 is a maximal monotone graph. Moreover,

as [ takes its minimum in 0, we have that 0 € 5(0). Now, we observe that 8 induces the
operator B on L?(Q) in the following way:

B:L*Q) — L*(Q) (2.4.4)
€ € B(p) < &(x,t) € Blp(x,t))  forae. (z,t) € Q. (2.4.5)

We notice that
8 =8B, B =0V, (2.4.6)

where
U L*(Q) — (—o0, +00)] (2.4.7)
) B(u) if u e L*(Q) and B(u) € L'(Q),

Y(w) = { +Qoo elsewhere, with u € L*(Q). (2:4.8)

The maximal monotone operator A. We consider the maximal monotone operator
A:H—H (2.4.9)
and we assume that

A is the subdifferential of a convex and l.s.c. function ¥ : H — R

which takes its minimum in 0 and has at most a quadratic growth. (2.4.10)
These properties are related to our assumptions on A = 9T, which read
0€ A(0), ICa >0 suchthat ||y[lg < Ca(1+||z||lg) Yxe H, Vye Az. (2.4.11)
We also introduce the operator A induced by A on L?*(0,T; H) in the following way
A L*0,T; H) — L*(0,T; H) (2.4.12)

e Aln) < ((t) € A(n(t)) for ae. t € (0,T). (2.4.13)

We notice that A is a maximal monotone operator.
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The operator Sign. Let us consider the operator

ign : R — 2%, sign(r) i ttr#0, (2.4.14)
sign : R — 2%, sign(r) = 4.
& & —1,1] ifr =0,
and its nonlocal counterpart in H, that is,
—— if v #£0,
Sign: H — 2% Sign(v) = ¢ M= 7 (2.4.15)
Bl (O) ifv= 0,

where B;(0) denotes the closed unit ball of H. It is straightforward to check that Sign
satisfies (2.4.10)—(2.4.11) and turns out to be the subdifferential of the norm function v
|v||zz. Concerning the graph sign, it is well known that it induces a maximal monotone
operator in H which is the the subdifferential of the convex function v — [,[v|. In

the following two paragraphs, we consider other interesting operators satisfying (2.4.10)—
(2.4.11).

Example 1. We consider the operator

A R—R (2.4.16)
apr if r <0,
Ai(r)=<¢ 0 if0<r<1, (2.4.17)

agr ifr > 1,

where a1 and ay are positive coefficients. We observe that A; is a maximal monotone
operator on R, whose graph consists of an horizontal line segment and two rays of slope
aq, ag. Moreover, 0 € A;(0) and

lv] < C(1+ |r|) for all r € R, v e Ay(r), (2.4.18)

with C' = max (aq, a2). Then A; satisfies (2.4.11)—(2.4.11). We notice that A; corresponds
to the graph which correlates the enthalpy to the temperature in the Stefan problem (see,
e.g., [34,36,41]).

Example 2. We consider the operator
Ay H— H (2.4.19)

Ay (v) = alv|T M, (2.4.20)

where 0 < ¢ < 1 and « is a function in L*(2) with a(z) > 0 for a.e. z € . We
observe that A, induces a (nonlocal) multivalued maximal monotone operator on H, with
0 € Ay(0). Moreover, Ay can be considered a weighted perturbation of the operator
appearing in the porous media equation and in the fast diffusion equation (see, e.g.,

35,50, 64]).
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The operator m. We consider the operator m : V* — R defined by

1
m(z*) == |6|<Z*7 Lyy«y forall z* e V™. (2.4.21)

We observe that, if z* € H, then

* _L *dor
m(z*) = |Q|/Q dx. (2.4.22)

The operator /. We also consider the operator
N:DWN)CV* =V, (2.4.23)

defined on its domain
DN) :={w e V*:m(w*) = 0}. (2.4.24)

For every w* € D(N'), we define w = Nw* if w € V, m(w) = 0 and w is a solution of the
following variational equation

/ Vw - Vzdr = (w*, 2)y»y forall ze V. (2.4.25)
Q

If w* € D(N) N H, then w is the unique solution to the elliptic problem

—Aw =w* a.e.in ),
d,w =10 a.e.in T, (2.4.26)
m(w) = 0.

We observe that, due to elliptic regularity, w € W. Moreover, for every v*, w* € D(N),
v = Nv* and w = Nw* we have that

(WS Ny y = (W, 0)ysy = / Vw - Vodz

Q
= (", w)y-y = (O, Nw)y-y.

Consequently, by defining

w2 = || VN (w* = m(w*)) |[3s + [m(w*)]* for all w* € V*, (2.4.27)

it turns out that || - ||y« is a norm in V*.
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2.5 Moreau—Yosida regularization

Moreau—Yosida regularization of 3 and 5. We introduce the Yosida regularization
of the operator /5 (see (2.4.2)). For € > 0 let

I—(I+ep)!
- :

ﬁE:R—>R7 552

(2.5.1)

We remark that . is Lipschitz continuous (with Lipschitz constant 1/¢) and satisfies the
following properties: denoting by R. = (I + )" the resolvent operator, we have that

Be(z) € B(R.x) for all z € R, (2.5.2)

Pe@)] < 18°(@)l,  lim Be(z) = §°(x) for all = € D(B), (2.5.3)

where 3°(z) is the element of the range of () having minimal modulus. We also intro-
duce the Moreau—Yosida regularization of 5. For ¢ > 0 and x € R we set

_ N 1
fe: R — [0,400],  fe(x):= r;leiﬂgl {6(y) + 2—5|fr - y|2}

and recall that

B.(x) < B(z) for every z € R. (2.5.4)
We also observe that . is the derivative of BE. Then, for every x1, x5 € R we have that
Be(x2) = Be(x1) —I—/ Be(s) ds. (2.5.5)

Yosida regularization of A. We introduce the Yosida regularization of A (see ). For
e > 0 we define

I—(I+eA)™t
= - .
Note that A. is Lipschitz-continuous (with Lipschitz constant 1/¢) and maximal monotone
in H. Moreover, A satisfies the following properties: denoting by J. = (I +cA)~! the
resolvent operator, for all > 0 and for all x € H, we have that

Az € A(J.), (2.5.7)
Al < [ Allu, lim | Az = A% =0, (2.5.8)

A.:H— H, A,

(2.5.6)

where A°z is the element of the range of A having minimal norm. Let us point out a key
property of A., which is a consequence of (2.4.11): indeed, there holds

|Acz||lg < Ca(1 4+ ||z||g) for all z € H. (2.5.9)

Notice that 0 € A(0) and 0 € 1(0): consequently, for every € > 0 we infer that J.(0) = 0.
Moreover, since A is maximal monotone, J; is a contraction. Then, from (2.4.11) and
(2.5.7), for every x € H we have that

[Aczl|g < Ca(llJexlla +1) < Ca(llJew — J0llm + 1) < Calllzlm +1).
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Yosida regularization of Sign. Let us introduce the operator Sign. : H — H as the
Yosida regularization at level € > 0 of the operator Sign. We observe that Sign.(v) is the
gradient at v of the C* functional || - ||z defined as

1 Ivlls
vl e := min{=—||w — v||% + |w||x} :/ min {s/e, 1} ds for every v € H.
’ weH 28 0

(2.5.10)
We also recall that

(%

Sign.(v) = for every v € H. (2.5.11)

max {e, [|v]|x}

Yosida regularization of In. We introduce the Yosida regularization of In. For ¢ > 0

we set

I—(I+eln)™!
5 :

where I denotes the identity. We point out that In. is monotone, Lipschitz continuous

(with Lipschitz constant 1/¢) and satisfies the following properties: denoting by L. =

(I +¢ln)~! the resolvent operator, we have that

In.:R— R, In,:=

(2.5.12)

In.(z) € In(L.x) for all z € R, (2.5.13)
IIn.(x)| < |In(z)], li\r‘% In.(z) =1In(z) forall x > 0. (2.5.14)

We also introduce the nonnegative and convex functions
T Yy
Alx) = / Inrdr, Ady)= / In.rdr forall x>0andyeR. (2.5.15)
1 1

Note that the graph x — Inx is nothing but the subdifferential of the convex function A
extended by lower semicontinuity in 0 and with value +oo for x < 0. On the other hand,
A, coincides with the Moreau—Yosida regularization of A and, in particular, we have that

0 <A.(x) <A(z) forevery x > 0. (2.5.16)

Regularization of f. Assume that f € L*(0,T; H). We denote by f. the regularization
of f, constructed in such a way that

f- € C*([0,T]; H) for all € > 0, h{% | f = fllz2.mmm) = 0. (2.5.17)

For example, we can consider f. as the solution of the following system:

—efl(t) + f(t) = f(8), t€(0,T),
{ f-(0) = f.(T) = 0. (2.5.18)

Thanks to Sobolev immersions and elliptic regularity, (2.5.17) is achieved.



Chapter 3

Solvability of a class of phase—field
systems related to a sliding mode
control problem

In this chapter we investigate a phase-field system of Caginalp type perturbed by the
presence of an additional maximal monotone nonlinearity. Such a system arises from a
recent study of a sliding mode control problem. We prove existence of strong solutions.
Moreover, under further assumptions, we show the continuous dependence on the initial
data and the uniqueness of the solution.

3.1 Setting of the problem and results

We assume that

l a, k, v, v€(0,400), (3.1.1)
f e L*}Q), n*ew, (3.1.2)
m eV, v €V, 5(800) e L'(Q). (3.1.3)

We look for a pair (7, @) satisfying at least the regularity requirements
n, ¢ € H'(0,T; H)N L®(0,T;V)N L*0,T; W) (3.1.4)

and solving the problem (P):

O+ (l —a)p) —kAn+kalAp+ (= f — kAn® ae. in Q, (3.1.5)
Op —vAp+E+7(p) =~v(n—ap+n*) ae. inQ, (3.1.6)
¢(t) € A(n(t)) fora.e. t € (0,7), (3.1.7)

€ € B(e) ae. in Q, (3.1.8)

23
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0,9 =0, d,p=0 onX, (3.1.9)
n0) =m0,  ¢(0) = in Q. (3.1.10)

We notice that the homogeneous Neumann boundary conditions for both n and ¢ required
by (3.1.9) follow from (3.1.4), due to the definition of W (see (2.1.1)).

Theorem - (Existence) 3.1.1. Assume (3.1.1)-(3.1.3), (2.4.2)-(2.4.3) and (2.4.9)-
(2.4.11). Then problem (P) (see (3.1.5)~(3.1.10)) has at least a solution (n,y) satisfying
the regularity requirements (3.1.4).

Theorem - (Uniqueness and continuous dependence) 3.1.2. Assume (3.1.1)-
(3.1.3), (2.4.2)—(2.4.3) and (2.4.9)—<(2.4.11). If a = ¢, the solution (p,n) of problem
(P) (see (3.1.5)(3.1.10) ) is unique. Moreover, if fi, nf, no,, ®o,, © = 1,2, are given as in
(3.1.2)(3.1.3) and (vi,m:), i = 1,2, are the corresponding solutions, then the estimate

H771 - 7]2HL°°(O,T;H)HL2(O,T;V) + H<P1 - <P2HL<><>(0,T;H)mL2(0,T;V)

< O(fr = fallez) + lIm — 3 llw =+ 1m0, — 0, | + 1[0, — @0, | 2) (3.1.11)

holds true for some constant C' depending only on 2, T and the parameters ¢, o, k, v, .

3.2 Proof of the existence theorem

3.2.1 The approximating problem (P)

This section is devoted to the proof of Theorem 3.1.1. In order to obtain this result, we
look for a pair (1., ¢.) satisfying at least the regularity requirements

N, . € HY0,T; H)NL>(0,T;V) N L*0,T; W) (3.2.1)

and solving the approximating problem (P.):

(e + (0 — a)p.) — kAn. + kalAp. + (. = f. — kAn® ae. in Q, (3.2.2)
Drpe — VAP + & + () = 7(n: — ap. +1%) ae. in Q, (3.2.3)

C(t) = Acne(t) for ae. t € (0,7), (3.2.4)

& = flp) ae in Q, (3.2.5)

Oune =0, dyp-=0 on X, (3.2.6)

1e(0) =m0,  @=(0) =0 inQ, (3.2.7)

where A, and (. are the Yosida regularizations of A and ( defined in (2.5.6) and (2.5.1),
respectively. We notice that the homogeneous Neumann boundary conditions for both 7.
and . required by (3.2.6) follow from (3.2.1) due to the definition of W (see (2.1.1)).
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3.2.2 The approximating problem (F.,)

Now, we apply the Faedo-Galerkin method to the approximating problem (F.). We
consider the orthonormal basis {v;}{;>1} of V' formed by the normalized eigenfunctions of
the Laplace operator with homogeneous Neumann boundary condition, that is

—A'UZ' = )\ﬂ)l' in Q,
o,v; =0 on 0f).

Note that, owing to the regularity of €2, v; € W for all + > 1. Then, for any integer n > 1,
we denote by V,, the n-dimentional subspace of V' spanned by {v,--- ,v,}. Hence, {V,}
is a sequence of finite dimensional subspaces such that U:{g V,isdensein V and V, C V,
for all &£ < n.

(3.2.8)

Definition of the approximating problem (F.,). We first approximate the initial
data ng and . We set

Non = Py, Pon = Py, 0o (3.2.9)
We notice that
i [ — ol =0 and  Tim o, — polly = 0. (3.2.10)

Note that the convergence provided by (3.2.10) assures that 79, and ¢, are bounded in
V. Now, we introduce the new approximating problem (P.,). We look for t,, €]0,7T] and
a pair (9, Y:n) (in the following we will write (1, ¢,) instead of (7., ¢-,)) such that

N € CH[0,t,]; Vi), on € CH[0,t,]: V2), (3.2.11)
and, for every v € V,, and for every t € [0,¢,], solving the approximating problem (P ,):
(De[1n(t) + (£ = a)pn(t)] — kAN () + kalp,(t) + Ann(t), v)

= (fe(t) = kAD", v)m, (3.2.12)
(Orpn(t) = VAP (L) + Be(pn(t)) + T (0n(t)), v) i
= (Y[ (t) — an(t) + 7], v)m, (3.2.13)
O =0,  dypp=0 onk, (3.2.14)
M(0) =Mon:  ¢n(0) = o5 in €. (3.2.15)

This is a Cauchy problem for a system of nonlinear ordinary differential equations. In the
next section we will show by a change of variable that this system admits a local solution
(Mn, ©n), which is of the form

n

Palt) = am(t)v;, (3.2.16)

=1

n(t) = D_ bin(t)vi. (3.2.17)

for some a;, € C*([0,t,]) and b;, € C([0,t,]).
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Remark. We point out that

. 1
/ﬂﬁe(@o,n) <C+ 2—€||900 — @onllulleoll + [lonlle), (3.2.18)
where .
C = [|B(¢o)ll 1) (3.2.19)
Indeed, for every e € (0, 1], thanks to the property (2.5.4) of f., we have that
0 < B-(¢0) < B(0)- (3.2.20)
Since 5(po) € LY(Q) (see (3.1.3)), we obtain that
/Bg ¢o) < C, (3.2.21)

where C' = ||6~(¢0)||L1(Q). From (2.5.5), using the Lipschitz continuity of /., we have

Belpon) < Belioo) | / Bu(s) ds
1

< 5(900)+6/ 5| ds
©0o

. 1
< Belpo) + 5210 = onl (o] + [@oa])- (3.2.22)
By integrating (3.2.22) over €2, we obtain that
/B&(@O,n) S Qa(n)v (3223)
)

where )
Q=(n) = C+ —llvo = ponllu(lieollm + llvonlm)-
Remark 3.2.1. Thanks to (3.2.17) and the Lipschitz continuity of A., we obtain that
Ac(n,) € C¥H[0,t,); H). (3.2.24)
Indeed, ||v;||g < ||villy = 1, for all i € N. Then we choose t,t" € [0,t,] and we have the

following inequality:
A, ( Z bm@)%‘) - AL ( Z bm(t/)vi)
i=1 i=1

1A= (7 (8)) = Ac(m (E)) ||

< 2 > (blt) = bt
< —Zrbm — bon)] s

= _Z’bm — bin )|

Since b;, are continuous, we obtain (3.2.24).
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Existence of a local solution for (F.,). In order to prove the existence of a local
solution (7, ¢,) for the approximating problem (F:,), we make a change of variable. We
set

19n =1"Mn + (6 - 05)901% 190,n = No,n + (6 - Oé)SOO,m (3225)
and we prove that there exists a local solution (9, ¢,) of the problem

(00, — kAY, + kA, + Ac(Vn — (0 — @) pn),v)m = (fe — kAD*, v) g,
(Orpn — VAL + Be(on) + 7(on), v)a = (V[Vn — bon + 7], 0)m, (3.2.26)
QOn(O) = P0,n; 19”(0) - 190,717
whenever v € V,,. Re-arranging the above system in explicit form, we have
(O, v) g = (KAY, — klAp, — Ac(V, — (0 — @)pn) + fo — kKAD*, v)y,
(Orpn, V) = (VAL — Be(on) — T(@n) + [0 — lon +07],0) 1, (3.2.27)
Spn(o) — SOO,TU 1971(0) - 190,77,7
whenever v € V,,. Thanks to the initial hypotheses (3.1.1)—(3.1.3), (2.4.2)—(2.4.3) and
to the regularity of A. shown in (3.2.24), the right-hand side of (3.2.27) is a Lipschitz

continuous function from [0,¢,] to R™. Consequently, there exists a local solution for the
approximating problem (P ).

3.2.3 Global a priori estimates

In this section we obtain four a priori estimates inferred from the main equations of the
approximating problem (P ,,) (see (3.2.12)—(3.2.15)).

First a priori estimate. We add vy, to both sides of (3.2.13) and we test (3.2.12) by
N, and (3.2.13) by 0y, respectively. Then we sum up and integrate over @y, t € (0,7].
We obtain that

/ mOF +(=a) [ gtk [ 90 —ka [ Voot [ A
Qt Qt Qt

/ oeenl + 5 [lontP +5 [ [90a(0F + / 048 p»)
=5 [mal+3 [lennf+3 [ 1960, +/f — kAT,

+ / [y + (v = av)on + 10" ]0kpn — / ()0 n- (3.2.28)

t
To estimate the last integral on the right-hand side of (3.2.28), we observe that 7 is a
Lipschitz continuous function with Lipschitz constant C).. Consequently we have that

m(en)l < [m(@n) = 7(0)] + [x(0)]
Crleon| + |7 (0)]

<
< Ci(|len] + 1), (3.2.29)
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where C) = max {Cy;|m(0)|}. Due to (2.2.5) and (3.2.29), we obtain that

_/ 7T(¢n>at§0n < o |7T(()0n>at90n|

< | Cillgal + 1)0rga]
Qt
1

5 [ o420 [ (eal 417

1
= = | |0wenl> +4CF | |oul* +ec. (3.2.30)

8 Q¢ Qt

IN

Now, we recall that A, is a maximal monotone operator and A.(0) = 0. Hence we have
that

/ A > 0. (3.2.31)

t

Using (3.2.30)—(3.2.31), from (3.2.28) we obtain that

1 ) ) ~
5 [k [ 19np+ [ o+ / enl?+ 5 [ Veul? + [ Blonlt)
Q Q¢ Q: Q Q Q
1 2 v 2 4
<c+ 5 M0,n]” 5 loon|™ + ’V900n| + 55 ©o.n)
Q Q

—(0 — 04)/ 0o + ka | Ve, - Vn, + 8 10in|? +402/ lon|?
¢ Q1 Qt

[ mdm [ - anen b (3232)
We notice that the convergence provided by (3.2.10) assures that 7, and ¢, are bounded

in V. Consequently, thanks to (3.2.23), the first four integrals on the right-hand side of
(3.2.32) are estimated as follows:

1 v v ~
Y / |n0,n|2 + 5 / |<)00,n|2 + _/ |V900,n|2 + / Be(SOO,n) S c+ Qs(n) (3233)
2 Q 2 Q 2 Q Q

We also notice that

k
ka | Ve, -Vn, = §<2a / Vson-Vnn>
Qt t

k
< A% n|2+—/ V|

2 Jq,
k ko

= Vi|? + — —vn? 3.2.34
2Qt| |+UQt2|90| ( )



MicHELE COLTURATO 29

We re-arrange the right-hand side of (3.2.32) using (2.2.5), (3.2.33) and (3.2.34). Then
we have that

1 v ~
@+ [ 9w+ [ el + Sl + [ Bea)
Qt Q1 Q

2

1 k ko v
<t Qum+2e-aof [ Py [ o+l [ vnP e [ Lve
Q¢ Qt Q¢ voJ

1 *
w5 [ 10wt ract [ ez [ 1f-kowPag [ mP

Qt Qt 8 Qt

[y + (0 = ) en + 9"+ 5 [ [0enl (3.2.35)
Q1 Q1

According to (2.5.17), f. is bounded in L?(0,T; H) uniformly with respect to . Conse-

quently, due to (3.1.2)—(3.1.2), the seventh integral on the right-hand side of (3.2.35) is

under control and similarly the third addendum in the ninth integral on the right-hand

side. Then we infer that

1 ) ~
S +k [ P+ [ el + Sl + [ B
Qt Q¢ Q

1 1 ka? v
et Qum)+ [200—aP+ o] [ ImP 45 [ Ol + T [ DIVl
8 Qt 2 Qt v Q¢ 2
HACT [ lenl? +8Y [ nalP +8(v —an)® [ |eal®. (3.2.36)
Qt Qt Q¢

Now, we recollect the constants in (3.2.36) and obtain that

lma(6) 5 + & / IVl + / Bl + DluldI + / Blpn(t

1/ v [ v [

<t Qun) + Coy [ Ina(o)lfy ds+ o [ IVen(ol s+ Ca / lin(s)y ds.
0 0 0

(3.2.37)

where

1 2 2[4C? —av)?
Cy = 2[2(€ — a)* + = + 877, 03:ki7 Cy = [4CT 4 8(v Oz’y)]'

8 ) )

Consequently, from (3.2.37) we have that

lma(6) 3+ b / IVl + / il + DligaldI + / Blpn(t

< c+Qe(n)+ Cs <%/0 ()1 ds + g/O lon(s)]|% ds>, (3.2.38)
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where

05 — Imax (Cg, 03, 04)
Then, from (3.2.38) we conclude that

1
Il +k [ Fmlt+ [ ool + Slonlf + [ Attt

1 /[t v [t
<c5<1+5 [ i ds+ 2 [ el ds). (3.239)

Now, we apply the Gronwall lemma to (3.2.39) and infer that

1 ) ~
@k [ 9nl+ [ ol + el + [ Ao <o @240

As (3.2.40) holds true for any ¢ € [0,t,), we conclude that

[0nll 10 ns AL (0,10v) < Cey (3.2.41)
||77n||L°°(0,tn;H)mL2(0,tn;V) < ¢, (3.2.42)
||55(90n)||Loo(o,tn;L1(Q)) < c.. (3.2.43)

Second a priori estimate. First of all, we notice that 7(y,,) is bounded in L?(0,t,; H)
owing to (2.4.3) and (3.2.41). Thanks to (3.2.41)—(3.2.43), we can rewrite (3.2.13) as

(—vA@, + B-(n),V)r = (91,0)H, for all v € V,, (3.2.44)

with ||g1||r2(0,4n;m) < c=. The choice of the basis v; as in (3.2.8) allows us to test (3.2.44)
by —Agp,. Integrating over (0,t), we obtain that

|A(pn|2 + VSOn : Vﬁa(‘pn) = _/ glAgon. (3245)
Qt Q¢ t

Using inequalities (2.2.4)—(2.2.5), from (3.2.45) we have that

v 1
5/ | Al + o BL(on)|Vion|* < 2—/ lg1]?. (3.2.46)

Due to (3.2.41) and the monotonicity of ., from (3.2.46) we obtain that
1A@nl 22040y < e (3.2.47)

We observe that (3.2.47) holds true for any ¢ € [0,¢,). Then, using elliptic regularity,
from (3.2.41) and (3.2.47) we infer that

lonll 200wy < e (3.2.48)
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Third a priori estimate. Thanks to the previous a priori estimates, from (3.2.12) it
follows that
(O — kAN, 4+ Aty v)g = (g2,v)p forall v €V, (3.2.49)

with ||ga[|r2(0,tn;5) < ce. We test (3.2.49) by 0ym,, and integrate over (0,%); we obtain that

k k
\amn|2+—/ IVnn(t)|2+/ AnnOym, = —/ \Vno,n12+/ 920, (3.2.50)
Q¢ 2 Q t 2 Q Q¢

Then, using the property (2.5.9) of A. and inequalities (2.2.4)—(2.2.5), from (3.2.50) we
infer that

k
o+ 5 [ 19000
Q¢ Q

IN

5 LIvmalt s [ 1amamd 2 [ o [ oo
Q1

/ Vol +2 / A + / |amn|2+2 / ool + / O

_ " / Vol 42 / A ds+ = [ 1oz +2 [ 19
2 Jo 0 4 Jq, Q.

IA

k t 1
<k / Vol +2 / Cllma+ DR ds+~ [ omP+2 [ 1gP
2 Jo 0 4 Jq, Q:

k ! 1
< ety [ 19l +aC? [l dst g [ P2 [ . G250
2 Ja 0 2 Jo Q:

Due to (3.1.3), the first integral on the right-hand side of (3.2.51) is under control. Then,
from (3.2.51) we infer that

5 [ o 1m0 <cract [n ez [ wp @25

We observe that (3.2.52) holds true for any ¢ € [0,t,), Then, due to the previous estimates
(3.2.41)-(3.2.42), we conclude that

70| 211 (0,65 5) L0 (0,31) < Ce (3.2.53)

Fourth a priori estimate. Due to the previous estimates (3.2.41)—(3.2.43), (3.2.48)
and (3.2.53), by comparison in (3.2.49), we infer that
AN 220,011y < Ce- (3.2.54)

Consequently, we conclude that

170l 22(0,605m) < ce. (3.2.55)
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Summary of the a priori estimates. Since the constants appearing in the a priori
estimates are all independent of t¢,, the local solution can be extended to a solution
defined on the whole interval [0, 77, i.e., we can assume t,, = T for any n. Hence, due to
(3.2.41)—(3.2.43), (3.2.48), (3.2.53) and (3.2.55), we conclude that

ol 2 (0,15 Lo (0,1 ) L2 (0.15) < Ces (3.2.56)

170 || 111 (0,1, 1) L= (0,13 ) 20,75 < Ce (3.2.57)

3.2.4 Passage to the limit as n — +o0

Now, we let n — 400 and show that the limit of some subsequences of solutions for (P. )
(see (3.2.12)—(3.2.15)) yields a solution of (P.) (see (3.2.2)—(3.2.7)). Estimates (3.2.56)—
(3.2.57) for ¢, and 7, and the well-known weak or weak* compactness results ensure the
existence of a pair (¢, 7:) such that, at least for a subsequence,

On — . in HY0,T;H)NL*0,T; W), (3.2.58)
©n =" @, in L*(0,T;V), (3.2.59)

N, —n. in HY0,T;H)NL*0,T; W), (3.2.60)
N —*n. in L*(0,T;V), (3.2.61)

as n — 4o0o. We notice that W, V', H are Banach spaces and W C V C H with dense
and compact embeddings. Then, we are under the assumptions of [62, Prop. 4, Sec. §]
and this fact implies the following strong convergences:
on — . in C°([0,T); H)NL*(0,T;V), (3.2.62)
N — e in C°([0,T]; H) N L*(0,T;V), (3.2.63)

as n — 4o00. Since w, A, and [, are Lipschitz continuous, we infer that

7(pn) = ()| < Crlon — | ae. inQ, (3.2.64)
1 :
||Aa77n - AETIEHH < EHT/n - naHH a.e. 11 [0, T], (3265)
1 :
|B€(90n) - ﬂs(%pe” < g|§0n - 906‘ a.c. 1 Q (3266)
Due to (3.2.64)—(3.2.64), we conclude that
m(pn) = w(pe) i C°([0,T]; H), (3.2.67)
A, — A in C°([0,T); H), (3.2.68)
Be(n) = B(p-) in C°([0,T); H), (3.2.69)

as n — +o0o. Now, we fix £ < n and we observe that, for every v € V}, and for every
t € [0, T}, the solution (7, ¢,) of problem (P.,) satisfies

(Ol (t) + (€ — ) n(t)] = kAN, (1) + kalpn(t) + Aen(t), v)n
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= (f-(t) — kA", v)u, (3.2.70)
(8,590”(25) - UA(Pn(t) + ﬁe(%pn(t)) + W(Qon@))’ U)H
= (V[ (t) — apn(t) + 7] 0)m. (3.2.71)

If k is fixed and n — +o00, we have the convergence of every term of (3.2.70)—(3.2.71) to
the corresponding one with 7., p. whenever v € Vi, i.e.,

(at[na?(t) + (@ - a)(ps(t)] - kAns(t) + kOéA(pE(t) + Az—:ns(t)a U)H

= (fe(t) = kAn*, v)u, (3.2.72)
(Orpe(t) — VAP (t) + Be(w:(t)) + T(pe(t)), v)u
= (Y[ne(t) — apc(t) + 0], v)u- (3.2.73)

As k is arbitrary, the limit equalities hold true for every v € (J;-, V4, which is dense in
V. Then the limit equalities actually hold for every v € V| i.e.,

Oh(ne + (0 — a)pe) — kAn. + kaAp. + Acn. = fo — kAn™ ae. in Q, (3.2.74)

Oipe — VAP: + Be(pe) + (@) = (e — ap- +n") ae. in Q. (3.2.75)

Now, we prove the convergence of the initial data. We recall that

Mo = Py, 1o, ©on = Py, 0. (3.2.76)
If ¢ is fixed, then
im 7, =mn inV, (3.2.77)
n—-+0o0o
nl_igloo Yo =@ inV, (3.2.78)

and then also in H. These observations and (3.2.62)—(3.2.63) show that the weak limit of
some subsequences of solutions for (P.,,) (see (3.2.12)—(3.2.15)) yields a solution for ()
(see (3.2.2)—(3.2.7)). We also notice that taking the limit as n — 400 in (3.2.23) entails
that Q.(n) — C, with

/Q Be(o) < C. (3.2.79)

Then, after the first passage to the limit, we conclude that estimates (3.2.56)—(3.2.57)
still hold for the limiting functions with constants independent of ¢, i.e.,

HQDE||Hl(O,T;H)ﬁLOO(OyT;V)mLQ(O,T;W) <gc, (3.2.80)

17| 21 0,751y Lo (0,732 (0,0 < € (3.2.81)
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3.2.5 Passage to the limit as ¢ \ 0

Now, we let £ N\, 0 and show that the limit of some subsequences of solutions for (P.) (see
(3.2.2)—(3.2.7)) tends to a solution of the initial problem (P) (see (3.1.5)—(3.1.10)). First of
all, due to (3.2.58)—(3.2.63), (3.2.69) and (3.2.79), we have that the constants in (3.2.80)—
(3.2.81) do not depend on . Moreover, thanks to (3.2.80)—(3.2.81), by comparison in
(3.2.75), we infer that

[18=(pe)llr2) < e (3.2.82)

The well-known weak or weak™ compactness results and the useful theorem [62, Prop. 4,
Sec. 8] ensure the existence of a pair (¢, n) such that, at least for a subsequence,

0. =% in HY0,T;H)NL>0,T;V)NL*0,T; W), (3.2.83)
n.—*n in H'(0,T;H)NL®0,T;V)NL*0,T; W), (3.2.84)
- — ¢ in C°([0,T); H)NL*0,T;V), (3.2.85)
n. —mn in C°([0,T]; H) N L*(0,T;V), (3.2.86)
as € \( 0. Now, we observe that (3.2.85) implies that
0. — ¢ in L*(0,T; H) = L*(Q) (3.2.87)
as € \, 0. We set & = B.(p.) and remark that
1€ 1l22) = 18=(e) [l 2@) < e (3.2.88)
Thus, we may suppose that, as € \ 0, at least for a subsequence,
& — ¢ in LA(Q), (3.2.89)

for some ¢ € L?(Q). Now, we introduce the operator B. induced by 3. on L*(Q) in the
following way:

B.: L*(Q) — L*(Q) (3.2.90)
& € B(p:) <= &(n,t) € Bo(pe(x,t)) forae. (z,t) € Q. (3.2.91)
Due to (3.2.87) and (3.2.89), we have that
B(p:) =& in L*(Q),
{ 0. = in L2(Q), (3.2.92)
lir?\s‘élp/ e = / . (3.2.93)

Thanks to (3.2.92)—(3.2.93) and to the useful results proved in [1, Prop. 2.2, p. 38], we
conclude that

£ € B(p) in L*(Q), (3.2.94)
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where B is defined by (2.4.4)-(2.4.5). This is equivalent to say that

£ € pf(e) ae in@Q. (3.2.95)

Moreover, we pass to the limit in A, by repeating the previous arguments and conclude
that
¢eA(n) in L*0,T; H), (3.2.96)

with obvious definition for A (see (2.4.12)—(2.4.13)), and this is equivalent to say that
€ A(n) ae. in[0,7]. (3.2.97)
Conclusion of the proof. Thanks to the previous steps, we conclude that, as € \, 0,

the limit of some subsequences of solutions (7., ¢.) to (P:) (see (3.2.2)—(3.2.7)) yields a
solution (7, ) of the initial boundary value problem (P), i.e.,

O(n+ (0 —a)p) — kAn+ kalp + (= f —kAn® ae. in Q, (3.2.98)
Op —vAp+E+7(p) =v(n—ap+1n*) ae. inQ, (3.2.99)

¢(t) € A(n(t)) fora.e. t € (0,7T), (3.2.100)

€€ B(p) ae. inQ, (3.2.101)

o,n =0, d,0=0 on X, (3.2.102)

n(0) = no, ©(0) = ¢ in Q. (3.2.103)

We notice that the homogeneous Neumann boundary conditions for both 7 and ¢ follow
from (3.1.4), due to the definition of W (see (2.1.1)).

3.3 Proof of the continuous dependence theorem

This section is devoted to the proof of Theorem 3.1.2.

Assume a = £. If f;, 07, 1o, @o,, @ = 1,2, are given as in (3.1.2)~(3.1.3) and (¢;,7:),
i = 1,2, are the corresponding solutions, we can write problem (3.1.5)-(3.1.10) for both
(ismi), © = 1,2, obtaining

Qpi — VAP + & + (i) = (i — Lpi +17) ae. in Q, (3.3.2)
G(t) € A(ni(t)) for ae. t € (0,7), (3.3.3)

& € Bei) ae. in @, (3.3.4)

a,n; =0, d,0; =0 on X, (3.3.5)
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ni(0) =no;s  #i(0) = o, (3.3.6)

First of all, we set
=1 — P2, N=11 T2, (3.3.7)
f=h—rfy n=m-n, (3.3.8)
Yo = Yo, — Pozy Mo = Moy, — Toy- (339)
We write (3.3.1) for both (¢1,71) and (¢2,72) and we take the difference. We obtain that
o — kAN + kA + G — G = f— kAn™. (3.3.10)

We write (3.3.2) for both (¢1,71) and (@2, 72) and we take the difference. We obtain that

Orp —vAp + & — &+ (1) — m(p2) = v(n — Ll +n"). (3.3.11)

We multiply (3.3.10) by 1 and (3.3.11) by gp Then we sum up and integrate over @,
€ (0,7]. We have that

1 k(2
5 [+ 5 [1e@F +k [ (9 - 09V + 2196P)
Q v Ja Q1

+/ (G —G)(m — ) + %W/Q (&1 — &) (w1 — ¥2)

1 k(2 k2
= 5”%”%1 + %H%H?{ ), [m(p1) — 7(p2)] (1 — ¥2)
. vk(? fyk k€2 .
+/ (f = kAn")n + / ne — | |+ . (3.3.12)
, v . v v .
Since A and ( are maximal monotone, we have that
/ (G —G)m —m2) 20, (3.3.13)
/ (& —&)(p1 —¢2) > 0. (3.3.14)
Moreover, thanks to the Lipschitz continuity of 7, we infer that
k2 k2
—— | () = m(p)l(p1 —2) < — [ |7(p1) — 7(w2)llp1 — 2]
voJo voJo
k2C,
< | 2. (3.3.15)

We notice that the integral involving the gradients in (3.3.12) is estimated from below in
this way:

1
/ (V9 — (V690 + £1V6P) > /Q IV + 2|V ep?). (3.3.16)

t
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We also observe that
vkO3

v Ja
Then, due to (3.3.13)-(3.3.17), from (3.3.12) we infer that

2 kéQ 2 2 2 2
\77 ) + o Iso )=+ (\VU\ + 7|V pl7)

1 k2C, k2 . yke? vk i}
§§||no||12q+ / |s0|2+—||s00||H /(f—kAn )n + /W+ /7790-
v Qt Qt v t v ¢

By applying the inequality (2.2.4) to the last three terms of the right-hand side of the
previous equation, we obtain that

1 k02 1
SO+ 5Ol + 5 [ (90 + @6

lp]? <0. (3.3.17)

1 02 1 L1
S—\|770H§1+2—!|900H?{+—/ P +2 [ 17 ka5 [P
Qt Q¢

k;£2 k2C,
e2(B0)" [ ol [ wrr2(BE) [ lore oP. (3318)
vooJa
From (3.3.18) we infer that

1 2 kt 2 2 1 2 2 2
SOl + S el +5 | (Val” + EVel)
2 2 Jo,

1 62 2 2 2 * |2 1 * |2

< Slinollz + S~ llwollts + 41 zeg) + 4R Tl iy + Tl I

M [ ( (o)l + G Il + 5 | S<\vm2+ﬁw2>) ds, (3319)

where

492k0% + 20C, 1
]V[:max(7 +UC;§).
v

From (3.3.19), by applying the Gronwall lemma, we conclude that

k0 , 1o e
Sl + S5 1Ol + 51Vl + S 1Veliz@nm
2 2 2

* 1 *
< [ s + T B + 5710y + o (Il + eull )| 320

2
Co = max(l k;£> C, =™,

where

2" 2u
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From (3.3.20), we infer that

Cs (In@)IF + Mo + V90, + 17000

< 5“”@”1{ + %H@(t)HH + §HV77HL2(0,1€;H) + EHVSOHB(O,t;H)

< Cz(l\fllim) Ry + ol + ||soo||%,)
2

< (||f||m> -+ ol + usoonH) | (3.321)

where
1 1 k2 2
C5 = max <4C’1; 4K*TCy; gTC'l; 0100), C3 = min (5, 2—; 5)
v

From (3.3.21) we obtain that

In@1E + ez + IVl Z20.00) + IVl L20.00)

2
< C4(||fHL2(Q) + 10" {lw =+ llnollz + H%HH) ) (3.3.22)

where Cy = g—i From (3.3.22) we conclude that there exists a constant C' > 0 which

depends only on €2, T depends only on €2, T" and the parameters ¢, «, k, v, v of the
system, such that

||771 - 772||Loo(0,T;H)nL2(o,T;V) + ||<P1 - 902||Loo(o,T;H)mL2(0,T;V)

< C(Ifr = fallzzy + Int = w5 llw + lIno, — moolla + 1o, — o, lla)- (3.3.23)

To infer the uniqueness of the solution, we choose fi = fo, 77 =15, Yo, = ©o,, Mo, = Mo, -
Then, replacing the corresponding values in (3.3.23), we obtain that

I = m2llze 0,750 2200,7v) + 101 — @2l 0,7,m)nE2(0,7v) = 0. (3.3.24)

Hence 1, = 19 and ¢; = 9. Then the solution of problem (P) (see (3.3.1)-(3.3.6)) is
unique.



Chapter 4

On a class of conserved phase—field
systems with a maximal monotone
perturbation

In this chapter we prove existence and regularity for the solutions to a Cahn-Hilliard
system describing the phenomenon of phase separation for a material contained in a
bounded and regular domain. Since the first equation of the system is perturbed by the
presence of an additional maximal monotone operator, we show our results using suitable
regularization of the nonlinearities of the problem and performing some a priori estimates
which allow us to pass to the limit thanks to compactness and monotonicity arguments.
Next, under further assumptions, we deduce a continuous dependence estimate whence the
uniqueness property is also achieved. Then, we consider the related sliding mode control
(SMC) problem and show that the chosen SMC law forces a suitable linear combination
of the temperature and the phase to reach a given (space-dependent) value within finite
time.

4.1 Setting of the problem and results

We assume that
l, v, v € (0,400), a, beR, (4.1.1)
f e L*0,7T,H), (4.1.2)
neW, voeH, ¢poeV, B(gpo) € L'(Q), m(po) = mo € int(D(B)). (4.1.3)
We look for a triplet (¢, ¢, p) satisfying at least the regularity requirements
0 e H'(0,T;V*) N LX(0,T; H) N L*(0,T; V), (4.1.4)
o€ H'(0,T; VYN L®(0,T; V)N L*(0,T; W), (4.1.5)

39
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p € L*0,T;V), (4.1.6)
and solving the Problem (P), that is,
(0 +Lp) —AV+ (= f ae inQ, (4.1.7)
O —Ap =0 ae. inQ, (4.1.8)
p=—-vAp+E+7m(p)—v9 ae. in Q, (4.1.9)
C(t) € A(av(t) + bp(t) —n*) for a.e. t € (0,T), (4.1.10)
€ € B(p) ae. in Q, (4.1.11)
0,9=0,p=0,u=0 on X, (4.1.12)
Y(0) = I, ©(0) = o in Q. (4.1.13)

Theorem 4.1.1 (Existence). If (2.4.2)-(2.4.3), (2.4.9)—(2.4.11) and (4.1.1)—(4.1.3) hold,
then Problem (P) (see (4.1.7)~(4.1.13) ) has at least one solution (¥, ¢, 1) satisfying (4.1.4)—
(4.1.6).

Theorem 4.1.2 (Regularity). Assume (2.4.2)-(2.4.3), (2.4.9)-(2.4.11), (4.1.1)—+(4.1.2),
nweWw, VeV, poeW, B%po) € H, mgycint(D(B)) (4.1.14)
and that there exists €y € (0, 1] such that
| = vApy + B(0) + (o) = VWollv < ¢ for every e € (0, &), (4.1.15)

for some positive constant ¢, where (. is the Yosida reqularization of B (see (2.5.1)). Then
Problem (P) (see (4.1.7)~(4.1.13)) has at least one solution (9, ¢, ) satisfying

¥ € H'Y(0,T; H)N L®(0,T; V)N L*(0,T; W), (4.1.16)
© € W0, T; V)N HY(0,T; V)N L>®(0,T; W), (4.1.17)
p € L0, T; V)N L*0,T; W). (4.1.18)

Remark. We fix t € (0,7) and integrate (4.1.8) over §2. We infer that

/@gp(t) - / Au(t) = 0. (4.1.19)
Q Q
Integrating by parts the second term of the left-hand side of (4.1.19), we obtain that
d (t)=0 (4.1.20)
A @(t) = 0. 1.

Consequently, recalling the definition of m stated by (2.4.21)—(2.4.22), we conclude that

1 1
m(p(t)) = 9] /Q o(t) = @/ﬂwo =m(pg) =:my for every t € (0,7). (4.1.21)
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Change of variables. In the following it we will be useful to consider the equivalent
modified form of the initial Problem (P) (see (4.1.7)—(4.1.13)). We make a change of
variables and set

n=ad+ by —n", no = atg + by — n*. (4.1.22)

Due to (4.1.22), from (4.1.7)—(4.1.13) we obtain the modified problem (P):

O(n+ (al —b)p) — An+bAp — An* +al = af ae. in Q, (4.1.23)
Op —Ap =0 ae. in Q, (4.1.24)
p=—-vAp+E+m(p) — %(77 —bp+n*) ae. inQ, (4.1.25)

C(t) € A(n(t)) for a.e. t € (0,T), (4.1.26)

€ € B(p) ae. inQ, (4.1.27)

on=0,0=0,u=0 on X, (4.1.28)

n0)=m,  ©0)=¢y inQ (4.1.29)

Theorem 4.1.3 (Uniqueness and continuous dependence). Assume (2.4.2)—(2.4.3),
(2.4.9)—(2.4.11) and (4.1.1)—(4.1.3). Ifa, b > 0 and al = b, then the solution (n,p, i)
of problem (13) (see (4.1.23)~(4.1.29)) is unique. Moreover, we assume that f;, 05, no,,
©o,, 1 = 1,2, are given as in (4.1.2)—(4.1.3) and (n;, pi, 1ti), © = 1,2, are the corresponding
solutions. If

m((pol) = m(9002)7 (4130)

then the estimate
H771 - 772HL°°(0,T;H)HL2(O7T;V) + H801 - SOQHLDO(O,T;V*)mm(o,T;V)

< c(llvo, = @oullve + llmo, = moallr + L1 = Fallzoiay + Ini = 3 llw) (4.1.31)

holds true for some constant c that depends only on Q, T' and the structure (2.4.2)—(2.4.3),
(2.4.9)(2.4.11) and (4.1.1)~(4.1.3) of the system.

Theorem 4.1.4 (Sliding mode control). Assume (2.4.2)~(2.4.3), (2.4.9)-(2.4.11), (4.1.1),
a=1,b="/ and
feL>0,T,H), (4.1.32)

neWw, veV, weW, B%p)€H, myeint(D(B)). (4.1.33)

We consider A = pSign, where p is a positive coefficient, Sign is defined as in (2.4.15)
and o is an element of the range of Sign, i.e.,

o(t) € Sign(I(t) + Lo(t) —n*) for a.e. t € (0,T), (4.1.34)

Then, for some p* > 0 and for every p > p*, there exists a solution (9, ¢, p) to Problem
(P) (see (4.1.7)~(4.1.13)) and a time T* such that, for every t € [T*,T]

I(t) + Lp(t) =n* a.e. in . (4.1.35)
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4.2 Existence - The approximating problem (F.)

The following three sections are devoted to the proof of the existence Theorem 4.1.1.

Regularization of the initial data. We denote by ¢y and . the regularization of
the initial data vy and (g, respectively, obtained solving the following elliptic problems:

1905 - 5AT908 == 19() n Q,

{ 0,90: =0 on I'. (4.2.1)
Poe — Ao = @ in €,

{ ay()OOe =0 on I. (422)

Since vg € H and o € V, by elliptic regularity we infer that vy, € W and ¢y €
W N H*(Q). Moreover, integrating over €2 the first equation of (4.2.2), we obtain that

il
My = — = — e =: Mge. 4.2.3
0 ‘Q| QSOO \Q\ Q‘Po 0 ( )

From (4.1.3) and (4.1.21) it immediately follows that mg. € int(D(3)). Since § is maximal
monotone, testing the first equation of (4.2.2) by f.(¢o-) and integrating over €2, we have
that

/Q(SOOE - @0)66(9005) = _E/Q |V()005|25;<9005) S O (424)

Recalling that 3. is the subdifferential of 3., from (4.2.4) we infer that

/55 o:) /ﬁe o) / Po: — o) B=(o:) < 0. (4.2.5)

Consequently, due to (4.1.3), (2.5.4), (4.2.5) and the definition of S, we conclude that

0 </ﬂs Poc) /55 o) /5 o) < +00, (4.2.6)

whence there exists a positive constant ¢, independent of ¢, such that ||6~(¢05)||L1(Q) <ec
Now, we test (4.2.1) by ¥o. and integrate over 2. We obtain that

1 1
/|1905|2+5/ Vo |? :/1901905 < —/ |’90\2—|——/ [90e|?. (4.2.7)

Since ¥y € H, from (4.2.7) it immediately follows that o — 0in V as € N\ 0. Besides,
there exists a positive constant ¢, independent of €, such that ||Jo.||z < ¢. Then, testing
the first equation of the system (4.2.1) by an arbitrary function v € V' and passing to the
limit as € \ 0, we obtain that

lim / Do + 5/ Vo - Vv — / Yov | =0 forallv eV, (4.2.8)
eNo ¢ Q Q
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whence Jp. — Yy in H. Moreover, from (4.2.7) and (4.2.8) we infer that

/]190\2 < liminf/ |90e | <hmsup/ [Poc|* < / EN (4.2.9)
Q N0 o Jo Q

Thanks to (4.2.9), ||[Yo|lzg — ||Jo]|z and this ensures, due to the weak convergence
already proved, that vg. — g in H.

With a similar technique, testing (4.2.2) by ¢g. and integrating over ), we obtain that
wo: — o in H. Now, we test (4.2.2) by —Ayg. and integrate over €2. We obtain that

1 1
/\Vw! +e/|Asoo€\ /V% V¢05_§/\V¢0\2+§/|V¢05\2. (4.2.10)
Q Q

Since ¢y € V, from (4.2.10) it immediately follows that epg. — 0 in W as ¢ \ 0.
Furthermore, there exists a positive constant ¢, independent of ¢, such that ||V, | g < c.
Recalling that ||¢o:||lg < ¢, we conclude that ||@o-|[y < ¢. Then, testing the the first
equation of the system (4.2.2) by —Aw, where w is an arbitrary function in W, and
passing to the limit as € \ 0, we obtain

lim / Vo - Vw + 5/ Ay - Aw — / Vgo-Vw | =0 for all w € W, (4.2.11)
8\0 () Q Q

whence po. — ¢ in V. Moreover, from (4.2.10)—(4.2.11) we infer that
/\V@O\Q gliminf/ |V poe |2 Slimsup/ [Voe|* < / Vool (4.2.12)
Q =0 Jo o Ja Q

Thanks to (4.2.12), [|[Veoe|lm — [|[Veolln and this ensures, due to the weak convergence
already proved, that pg. — ¢ in V. Now, let us summarize the main properties of 9.
and ¢g.. For every € € (0,1) we have that

9o €W, oo € WAHYQ), mo. € mt(DB), IB(eo)liiy <o (4.2.13)
tim 190~ doells =0, lim o — ol =0, (1214)
—’UASOOE + ﬂs(@Oa) + W(SO()e) — ’}/1905 eV. (4215)

Approximating problem (P.). We look for a triplet (¥, ¢, . ) satisfying at least the
regularity requirements

9. € H'(0,T; H) N L>(0,T; V)N L*0,T; W), (4.2.16)

€ Wh>(0,T; V)N HY(0,T; V) N L>(0,T; W), (4.2.17)
pe € L=(0,T; V)N L*(0,T; W), (4.2.18)
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and solving the approximating problem (F):

O (0. + Lp.) — AV, + (. = f. ae. inQ, 4.2.19

( )

Ope — Ape =0 ae. in Q, (4.2.20)

e = —VAQ: + & + m(pe) — 9. a.e. in Q, (4.2.21)
C(t) € Ac(a¥(t) + bp(t) —n*) for a.e. t € (0,T), (4.2.22)
( )

( )

( )

& € Be(pe) ae. in @, 4.2.23
0,9: = 0yp- = O,p =0 on X, 4.2.24
195(0) = 1905, QOE(O) = Poe in Q, 4.2.25

where . and A, are the Yosida regularizations of  and A defined in (2.5.6) and (2.5.1).
We notice that the homogeneous Neumann boundary conditions are already contained in
the conditions (4.2.16)—(4.2.18) due to the definition of W (see (2.1.1)).

We observe that, for almost every ¢t € (0,7), we can re-write the approximating
problem (P.) in the following way:

<at(79€ + g@s)(t% Z>V*,V + /quge(t) -Vz+ <Cz—:(t)7 Z>V*,V = <fs<t>7 Z)V*,V for all 2 € V;

(4.2.26)

(Oppe(t), 2)ve v + /Q Vie(t)-Vz=0 forall z €V, (4.2.27)
pelt) = —0Ap(t) + E(8) + 7(pa(t)) — 19(t) in H, (42.28)
Ce(t) € Ac(adc(t) + bpe(t) — "), (4.2.29)

€ € B.(p:) ae. in Q, (4.2.30)

Oy =0 a.e on X, (4.2.31)

J:(0) = Do, ¢ (0) = o in Q. (4.2.32)

Since mg. = my, recalling the definition of N (see (2.4.23)—(2.4.26)), we have that
Oppe(t) € D(N). Hence, (4.2.27) can be written as

Nowp(t) = m(p(t)) — pe(t) inV, (4.2.33)
and this and (4.2.27) entail

m(:us(t)) - Nat@a@) = _UAgpa(t) + ge(t) + W(@E(t)) - 7196<t> in H. (4234)

4.3 Existence - (Global a priori estimates

In this section, we will deduce some a priori estimates inferred from (4.2.26)—(4.2.34).
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First a priori estimate. According to (4.2.3), m(dyp.) = 0. Consequently, dyp. €
D(N) and we can test (4.2.27) by Ndyp.. Integrating over (0,t), t € (0,T], we obtain
that

t t
/ 1upe(3)I3 ds + / Vi, - VN g, = / 16|
0 Q: 0

Recalling that
U/ PeOppe = /|905 ——/ |9005|2 (4.3.2)

we combine (4.2.26) tested by ., (4.3.1) and (4.3.2). Then we subtract (4.2.28) tested
by 0,p. and integrate over (0, t) We have that

gl g '
e 2 N 2
ot J 08 [ 19 / 9.()

. +/ O = 0. (4.3.1)

It ds+ Flleolf + | louo)

v ~
= ol + ol + [ Ao+ [ =7 [ ot [ = nteaie
20 2 0 é 0 \
(4.3.3)
As 7 is a Lipschitz continuous function with Lipschitz constant C, = ||7'||, we obtain
that
7 (p=()] < [7m(pe(s)) = m(O)] + [7(0)] < Crlepe(s)[ + [m(0)]. (4.3.4)

Consequently, thanks to (4.3.4), we infer that

loge(s) — wlpa(s))E = / vpe(s) — w(pe(s))P + / UV (5) — 7 (i02(5)) Vipuls) 2

<2 [ (PlodoP + res)P) + 2 [ (P00 + I IVelP?)
<20 [ Jeu@F +4C2 [l + 40lImO)F + 207 [ [Viu(s)F +262 [ [Viu(o)

— (2% 4 4C2) / oe(s)? + (20 +202) / Ve(s)2 + 40219 < ellpe()][2 + 1),

whence we obtain that the last term on the right-hand side of (4.3.3) is estimated as
follows

/ (g = nlp)ape < / 10res(s)

< / 10e(s) 2

Due to the liear growth of A, stated by (2.5.9), we have that

I3 ds 3 [ ogels) = nleclI o

s [l + 0 s (439)

t t

g g g g

2 o< [ leolodl ds< T [ s+ 1 [ s as
Qt Qt 0 0
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; t
<7 [ RO+ a9 + o) =l ds+ 7 [ 19l ds

e\u

/ 21+ P19 () % + blllee ()1 + 7113 ds + 2 /Ww 2 ds
’Y Y
< 24047+ TaCHaP [ 10l ds+ T3P [ Non(ol s
LTI I+ [ 1ol ds
] ‘),

Sc<AHm@w%w+[]wxw@d&+Q. (4.3.6)

Moreover, by applying (2.2.5) to the fourth term on the right-hand side of (4.3.3), we
have that

o< [ g [ k=7 [ a2 [ e s

We rearrange the right-hand side of (4.3.3) using (4.3.5)—(4.3.7) and obtain that

l/ﬁt2+1/ V192+—/ 0
o0 Q| 6( )| 7 Qt| 6| 2, || e (

Y 2 v 2 ) Y ! 2
< 5 l1eellir + S llwoclli + [ Belpoe) + - | f(s)|l7r ds
20 2 Q ‘¢ J

t t t
+c(/ = ()13 ds+/ 19(s)|1% ds + 1) +ﬁ/ 19.(s)||% ds. (4.3.8)
0 0 0

Due to (4.2.13)—(4.2.14), the first three terms of the right-hand side of (4.3.8) are bounded
and similarly the fourth term, thanks to (2.5.17). Then, applying the Gronwall lemma,
we conclude that there exists a positive constant ¢, independent of €, such that

1 /[t v ~
o [r [ 190045 [ o)l s+ Slleolf+ [ Ao < e (139)
Q Qt 0 Q

whence it immediately follows that

- ds+ el + | Aloelt)

19| oo 0,72 0mv) <€ (4.3.10)
H%HHl(o,T;v*)mLoo(QT;V) < ¢ (4.3.11)
Hﬁs(%)”Loo(o,T;Ll(Q)) < c (4.3.12)

Due to (4.3.10)—(4.3.12), by (2.5.9) we have that
[¢ell Lo o,y < ¢, (4.3.13)

and, consequently, by comparison in (4.2.26) we infer that

Haﬂ95||L2(O7T;V*) S C. (4314)
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Second a priori estimate. Recalling that mo. = mg due to (4.2.27), we have that
@:(s)—mg € D(N) for every s € (0,T). We test (4.2.34) at time s by (p.(s)—myg) € D(N)
and we infer that

(6 (), 0e(5) = mo) g = —(NOupe(s), @=(s) — mo)u + (m(pe(s)), pe(s) — mo)u
+0(Ape(s), 9:=(5) = mo)n — (w(e(s)), pels) = mo)m +Y(V=(s), pe(s) — mo)u- (4.3.15)

We recall that there exists a positive constant ¢ such that ||z||y« < ¢[|z|| g for all z € H.
Consequently the first term of the right-hand side of (4.3.15) is estimated as follows:

—NOhpe(s), pe(s) =mo)n = —(9rpe(s), pe(s) —mo)y
< Gep=(s)l[v+ll=(s)[[v+ =+ [mol [€2])
=l (s)llv+(llpe(s) ]l + 1)- (4.3.16)

v+ (

Recalling (4.2.3), we have that

(m(pe(s)), e(s) —mo)m = m(pe(s)) (/Q%(S) - !Q|m0> = 0. (4.3.17)
Due to the Neumann homogeneous boundary conditions for ¢., we have that

/ Ap.(s) =0. (4.3.18)

Thanks to (4.3.18), we infer that

V(Ape(s), pe(s) —mo)g = —vuwa(s)nz—mo/ﬂmg(s) = —0||Vp(s)]|% < 0. (4.3.19)

As 7 is a Lipschitz continuous function with Lipschitz constant C,, we obtain that

—(m(pe(s)), pels) =mo) < /Q!ﬂ(soe(S))llsos(S)—mo|

< [ (#oets = 70 + 1500 ) (locts)] + ol

< [ (cwrgos<s>| n won) (I%(S)I n |mor)
< ol + (cw|mo|+|7r<o>|)||goa<s>uz+c
< o) + D). (43.20)

Moreover, we have that

IN

7/QWe(S)H%(S)I+’V\mo!/ﬂ\ﬁe(8)|

V() + Yle(s) 7 + YImol [9=(3) 17 + vImol €]
c(I9:(s)II3 + llpe ()17 + 1) (4.3.21)

Y(=(8), pe(s) — mo)u

IA A
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Consequently, rearranging the right-hand side of (4.3.15) using (4.3.16)—(4.3.17) and
(4.3.19)-(4.3.21), we obtain that

(6(5), 0u(s) — mo)ss < c(n@t%(sn vt el + 19 ()% + 1). (13.22)

Due to a useful inequality stated in [42, Section 5], it turns out that

[6e()] < cl€(s)(pe(s) —mo) +1]. (4.3.23)

We integrate (4.3.23) over € and, due to (4.3.22), we infer that

l&-(5)llagey < c[@(s), 0u(5) = o) + 1}

< c(Hatsos(s)\ ve + lpe(8)l5 + 19=(s) 1% + 1). (4.3.24)

Due to (4.3.10)—(4.3.11), from (4.3.24) we conclude that there exists a positive constant
¢, independent of e, such that

1€l 20,1521 @)y < €. (4.3.25)

Third a priori estimate. As 7 is a Lipschitz continuous function with Lipschitz con-
stant C, for every s € (0,7') we have that

(Im(p-(5)) — 7(0)| + | (0)])”

(Crle(s)] + 7 (0)])
c(le-(s)]* +1). (4.3.26)

7 (0x(s))I?

IN

<
<

Now, integrating (4.2.34) over €2, squaring the resultant and using (4.3.10)—(4.3.14) and
(4.3.26), we obtain that

2 3 2 2 2
mue(s)f? < W(Hsﬁ(smm 10l eu) 2 +~yrwe<s>HH)

< C(H&(S)Hil(g) T loa) I+ 19:) % + 1). (43.27)

Consequently, integrating (4.3.27) over (0,7") and recalling the previous a priori estimates
(4.3.10)—(4.3.11) and (4.3.25), we conclude that there exists a positive constant ¢, inde-
pendent of e, such that

M)l 20,1y < e (4.3.28)
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Fourth a priori estimate. We recall that the Poincaré inequality states that there
exists a positive constant ¢, such that

12|13 < || V2|3 for all z € V with m(z) = 0. (4.3.29)

We integrate over (0,7") the square of the norms in V' of each term of (4.2.33). Then,
applying (4.3.28) and (4.3.29), we obtain that

T T T
/0 le(s) 2 ds < 2 / (e ()13 ds +2 / INO. ()% ds
T T
< 2 / mpe(s))P ds + 2, / IV B (s)] ds
0 0

3. ds. (4.3.30)

T
< c+20p/ 10 ()]
0

Due to (4.3.11), we conclude that there exists a positive constant ¢, independent of ¢,
such that

el 20wy < c. (4.3.31)

Fifth a priori estimate. We test (4.2.28) at time s € (0,7") by &.(s) € V and integrate
the resultant over {2. We obtain that

1&=(s) 7 = (ne(s) + vA@(5) — T(pe(s)) +70e(5), &(5)) - (4.3.32)

Due to the monotonicity of 5., we have that

(vApu(s) &N = v / Ae()E(s)
S / Vie(s) - VE(s)
= v [ IVels)PBeds) <0 (43.33)

Using (4.3.33) and the Young inequality, we can estimate (4.3.32) as follows

I€&)E < (pe(s) = 7(pe(s)) +70=(5),&(5))
< () = wpe(s)) + y0e(s) | ullée(s) ]l

1
< Sl€lz + 2l + (e () 17 + 710 (s)ll7) - (4.3.34)
Due to (4.3.26), from (4.3.34) we infer that

&= ()17 < e(lli=(s)E + llee ()7 + [19=(s)I[7 + 1) (4.3.35)

Then, integrating (4.3.35) over (0,7") with respect to s and using (4.3.10)—(4.3.11) and
(4.3.31), we have that

&l 20,1y < ¢, (4.3.36)
for some positive constant ¢, independent of e.
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Sixth a priori estimate. We integrate over (0,7") the square of the norms in H of
each term of (4.2.28). Then, using (4.3.26), (4.3.31) and (4.3.36), we obtain that

T
02 / 1A ()| ds

T

T T T
<4 / ae(s) % s + 4 / 16.(5) 1% ds + 4 / (e ()1 ds + 42 / 19.() 1% ds

< C(/o lle(s)|1% ds —i—/o 19:(s)||3; ds + 1). (4.3.37)

Thanks to (4.3.10)—(4.3.11), we conclude that there exists a positive constant ¢, indepen-
dent of €, such that

el 20wy < ¢ (4.3.38)

Summary of the a priori estimates. Let us summarize the a priori estimates. From
(4.3.10)—(4.3.14), (4.3.31), (4.3.36) and (4.3.38) we conclude that there exists a constant
¢ > 0, independent of €, such that

||19e||H1(o,T;v*)mLoo(o,T;H)mL2(o,T;V) < ¢ (4.3.39)
el orivonr=orvnizorw) < ¢ (4.3.40)
[Cll=orm < ¢ (4.3.41)
1&ellz20.mmy < e (4.3.42)
tellz0ry < e (4.3.43)

4.4 Existence - Passage to the limit as ¢ \ 0

Based on available results (cf., e.g., [19]), it turns out that there exists a solution (V. ¢, fic)
of (P.) satisfying the regularity requirements (4.2.16)—(4.2.18) and solving (4.2.19)-(4.2.25).
In this section we pass to the limit as € \, 0 and prove that the limit of subsequences of
solutions (U, ., u.) for (P.) (see (4.2.19)-(4.2.25)) yields a solution (9, ¢, ) of (P) (see
(4.1.7)-(4.1.13)).

Thanks to the uniform estimates (4.3.39)—(4.3.43), there exists a subsequence {&j }ren
with e, \( 0 as & — +oo and some limit functions ¥ € HY(0,T;V*) N L*>(0,T; H) N
L*(0,T;V), ¢ € HY(0,T; V*)NL®(0,T; H)NL*(0, T; W), p € L*(0,T5V), & € L*(0,T; H)



MicHELE COLTURATO 51

and ¢ € L>(0,T; H) such that

J., =9 in H'(0,T;V*)NL®0,T; H), (4.4.1)
J., =0 in L*0,T;V), ( )
pe, =" i H'(0,T;V)NL>(0,T5V), (4.4.3)
0., = ¢ in L*0,T;W), (4.4.4)
pre, = p in L*(0,T;V), (4.4.5)
&, =& in L*(0,T; H), (4.4.6)
Cp =" ¢ in L¥(0,T; H), (4.4.7)

as k — +o00. From (4.4.1)—(4.4.4) and the well-known Ascoli-Arzeld theorem (see, e.g.,
[62, Sect. 8, Cor. 4]), we infer that

9., — ¥ in C°([0,7);V*)N L*0,T; H), (4.4.8
e, — i in CO([0,T); H) N L0, T3 V), (4.4.9)

as k — 4o00. As 7 is a Lipschitz continuous function, for a.e. s € [0,T] we have that
|7 (e, (5)) = m(p(s))| < Crlipe, (s) — ()] (4.4.10)
Thanks to (4.4.9), we conclude that
(e (8)) — 7lp(s)) in L*(0, T3 H), (4.4.11)
as k — +o0.
Passage to the limit on &. In this paragraph we check that £ € B(p) a.e. in Q. To
this aim, we recall that
¢., = inL*0,T;H) = L*(Q), (4.4.12)

&, —¢&  in L*(0,T; H), (4.4.13)

as k — +oo. Now, we introduce the operator B, induced by . on L*(Q) in the following
way

B.: L*(Q) — L*(Q)

& € B(p:) <= & (x,t) € Bo(pe(x,t)) for ae. (z,t) € Q. (4.4.14)
Due to (4.4.12)-(4.4.13), as k — 400, we have that
Be,(¢=,) = & in L*(Q),
{oe T R (419

limsup/ﬁakgpak :/fgp. (4.4.16)
Q Q

k—+o00
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Thanks to (4.4.15)—(4.4.16) and to the general result [1, Proposition 2.2, p. 38|, we con-
clude that

£ € B(p) in L*(Q), (4.4.17)
with analogous definition for B (see (2.4.4)—(2.4.5)). This is equivalent to saying that
€ pf(e) ae inQ. (4.4.18)

Passage to the limit on (.. In this paragraph we check that ((¢) € A(ad(t)+bp(t)—n*)
for a.e. t € [0,7]. Let us recall that

J., =9 in L*0,T;H), (4.4.19)
e — @ in LX0,T;H), (4.4.20)
(oo = ¢ in L*0,T; H), (4.4.21)
as k — +00. Setting
Nep = aﬁgk + bgOEk — T]*, n:i= ad + bg@ — T]*,

thanks to (4.4.19)—(4.4.20), we have that
n., —n in L*(0,T; H), (4.4.22)

as k — +o0o. Now, we introduce the operator A. induced by A. on L?*(0,T; H) in the
following way
A.: L*(0,T; H) — L*(0,T; H)

- € Ac(n:) <= ((t) € Ac(n:(t)) for ae. t €[0,T]. (4.4.23)
Due to (4.4.19)—(4.4.21), we have that
A, (n,,) = ¢ in L*0,T; H),
{ N, =M in L?(0,T; H), (4.4.24)
lim sup/ CepNep = / ¢n. (4.4.25)

Thanks to (4.4.24)—(4.4.25) and the convergence result [1, Proposition 2.2, p. 38|, we
conclude that
¢ € Aln) in L*0,T; H), (4.4.26)

with obvious definition for A (see (2.4.12)—(2.4.13)). This is equivalent to saying that
C(t) € A(av(t) + bp(t) —n*) for a.e. t € [0,T]. (4.4.27)
Conclusion of the proof Using (4.4.1)-(4.4.11), (4.4.18) and (4.4.27), we can pass to

the limit as € \, 0 in (4.2.19)—(4.2.25) obtaining (4.1.7)—(4.1.13) for the limiting functions
¥, ¢ and p.
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4.5 Regularity

This section is devoted to the proof of Theorem 4.1.2. In order to obtain additional regu-
larity for the solutions, we need further a priori estimates obtained from the approximating
problem (P.) (see (4.2.19)—(4.2.25)) in which we take ¥o. = ¥ and o = .

Seventh a priori estimate. We test (4.2.19) by 0,9, and integrate over Q, t € (0, 7.
We have that

\@19 ’2+€ (9tg058t19 + = /|V79 |+ Cgatﬁ =
Q¢

1
f58t195+—/ IVl (4.5.1)
Q¢ Q: 2 Ja

Qt

We now proceed with a formal estimate since we have to differentiate (4.2.20) and (4.2.21)
with respect to time. For a rigorous approach, one can argue, e.g., as in [20, Subsection
4.4]. By time differentiation of (4.2.20) and (4.2.21) we have

8”305 — A@tua = 0, (452)

Oppte = —VAGpe + BL(pe)Ope + ' (pe)Oppe — YO, 0e. (4.5.3)
According to (4.2.3), m(d;p.) = 0. Consequently, d;p. € D(N') and we can test (4.5.2)
by 5/\/ (Opp:). Integrating the resultant over @);, we obtain that

14 14
- at:uaat%pa = a”at%e(t” %/

14
- 5I|3t905(0)|2v

(4.5.4)
Qt

We test (4.5.3) by %(%pg and integrate over ;. We have that

Y4
- at,usat(ps
Q1

UE

Q1
By combining (4.5.1), (4.5.4) and (4.5.5), we infer that

/ g /
|V(9tg06|2 / Be(¢€)|at50€|2 + _/ T (¢€)|8t906|2 — ! Oy 0041 (4-5-5)
Qt Y Qt Qt

1
\8t19€]2+§/|V19 / |vat¢€\2+—|yat<ps 2. = /]Vﬁo
Q¢ Q
{ 5 4 ) s 4 ) 5
feat79€+2_”at¢a(0)| Vv (O — — 55(%)|3t%| - = 77(906)|at§06| .
Qt Y Q1 Y JQ Y JQ

(4.5.6)
By applying inequality (2.2.5) to the second term on the right-hand side of (4.5.6), we

infer that

1
£ < . e + 5 | 1007 (457)
Q1 Q:
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Moreover, as (. is a maximal monotone operator, we have that 5. > 0 and consequently

l
——/ BL(we)0up:]* < 0. (4.5.8)
T JQ
Due to (4.3.13), we have that
1 1
Ceatﬁs < |C€|2 + - ’at196|2 Sc+ -~ |(9t195|2. (4'5'9)
Q1 Q: 4 Qt 4 Qt
As 7 is a Lipschitz continuous function with Lipschitz constant C;, we have that
l Cl
| At <= [ wealowd < S [ ol (45.10)
v t T Jao

Adding % fQ |0sp<|? to both side of (4.5.6) and rearranging the right-hand side of (4.5.6)
using (4. 5 7)—(4.5.10), we obtain that

&
1 , 1 ol [t ) ¢ )
3 |, Vot [190:00+ 2 [l ds + 510l

V*
Cl vl t
%/*—I—Hf&”%?(O,T;H)_’_( +—>/ |0rpe(s)|
Y Y 0

Thanks to the compactness of the embedding V' C H C V*, the inequality stated by [62,
Lemma 8, p. 84] ensures that, choosing

vef(ce v \?
5= LYt ,
w\ v Ty

we can estimate the fourth term on the right-hand side of (4.5.11) as follows

Ol L i
(7 +7> [ ool ds < 2 [ ool ds+e [ (o)l
0

Due to (4.5.12), from (4.5.11) we have that

1 1
5 [ 1002+ [ 19000+ 2 [ 10wl ds+ o o0l
Q1 Q

2. ds+ec. (4.5.11)

1 l
< 19|12 4+ — |8y 02
< 510l + - 10re-(0)

2. ds. (4.5.12)

1 ¢ by
S—Hﬁoll2v+—2 ||3tsoe(0)ll2w+er|!iz<o,T;H>+c/ > 10v=(5)[[3 ds
i 0o <7

1 14
< 2|19 l2 + —
< Slvolly + 27II(%%(O)I

Since (—vAgg + B-(p0) + (o) — v¥) is bounded in V' uniformly with respect to e
according to (4.1.15), we deduce, by comparison in (4.2.20)—(4.2.21), that the second
term on the right-hand side of (4.5.13) is estimated by a positive constant. Hence, due
0 (4.1.14), (4.2.14)—(4.2.18) and (4.3.40), the right-hand side of (4.5.13) is bounded and
we conclude that there exists a positive constant ¢, independent of e, such that

T HfEH%Q(O,T;H) + CHQDEHJQLP(O,T;V*) +c. (4.5.13)

19|l &1 0,710y L 0 (0,1v) F || @ellwee 0, 75v ) (0,13 < . (4.5.14)
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Eighth a priori estimate. From (4.2.19), we have that
AV, = 0y(Ve + lp.) + (. — fo = he. (4.5.15)

We observe that (4.5.14) ensures that h. is bounded in L?(0, T'; H) uniformly with respect
to €. Then we infer that there exists a constant ¢ > 0, independent of ¢, such that

19|l &1 0,7,y L= (0,132 0,5w) < € (4.5.16)

Ninth a priori estimate. Due to (4.5.14)—(4.5.16), from (4.3.24) we deduce that

1€l Loe 0,7520 (@) < €. (4.5.17)

Now, using (4.3.27), we infer that ||m(su.)|/zr) < ¢. By comparison in (4.2.17) and
(4.2.33), it follows that

HMEHLOO(O,T;V) S C. (4518)
Moreover, from (4.3.35), we obtain that ||&||L~@©rm) < ¢ Then, by comparison in
(4.2.21), we conclude that

| A@ || Loo 0,11y L20,05w) < € (4.5.19)

Conclusion of the proof. As (4.5.14), (4.5.16) and (4.5.17)—(4.5.19) follow uniformly
with respect to €, the same estimates hold true for the limiting functions 9, ¢ and pu.
Hence, (4.1.16)—(4.1.18) are fulfilled and

||19||Hl(o,T;H)mLoo(o,T;V)mm(o,T;W) <g, (4.5.20)
|l wree 0,3y )1 (0,03 " Lo (0,05w) < €, (4.5.21)
|1l oo,y < e (4.5.22)

4.6 Uniqueness and continuous dependence

This section is devoted to the proof of Theorem 4.1.3.

Assume al = b. If f;, nf, no,, ¢o,, t = 1,2, are given as in (4.1.2)—(4.1.3) and (n;, ¢;),
i = 1,2, are the corresponding solutions of problem (P) (see (4.1.23)—(4.1.29)), then we
can write problem (P) for both (1;,¢;), i = 1,2 and take the difference between the
respective equations. Setting n := ny — 12, © = @1 — Yo, = 1 — po, f = f1 — fo,
n* =07 — 15, Mo = Mo, — Noys Po ‘= Yo, — Po,, We obtain that

o — An + bAp — An* +a(C — () = af, (4.6.1)

Op — Ap =0, (4.6.2)
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p=—0Bp+ & = & + (1) = wlipa) — L —bip 7). (46.3)

We observe that, due to (4.1.30), m(pg) = 0. Consequently, thanks to (4.1.21), m(y) = 0
and ¢ € D(N) a.e. in (0,7) (see (2.4.24)). Now, we test (4.6.1) by 7. Integrating over
Qq, t € (0,T], we have that

1
§/Q|77(t)|2+/Qt |V77|2—b/Qt VSO'VUﬂLa/Qt(Cl — C2)(m — n2)

:%/QWO\Q‘F/ (af + Ag)n. (4.6.4)

t

We test (4.6.2) by %/\/’gp. Integrating over (0,¢), we obtain that
b2 t 2

b
— [ (Owp(s),No(s))y=v ds+ — [ Vu-VNe=0,
() 0 v Q+

2. (4.6.5)

b , b b
—|le®)||3 + — =—
ol +% [ o= 5l

Testing (4.6.3) by —%gp and integrating over )y, we have that

b? b2
5 Lowe=t [ o= [ @ -e)e )
62 b2
"o Jo, [7(p1) — m(p2)](p1 — p2) + ZL—U /t(n — b+ 7). (4.6.6)

Then, we combine (4.6.4)—(4.6.6) and infer that

1 v?
SO+ [ (90 =690 Vi + BIV6R) + (0

Q1

2

—I—a/@t(Cl — G2)(m —m2) +%/Qt(§1 — &)1 — ¥2)

b b2 )
=—— [ [7(e1) = 7(@2)(p1 —2) + — [ (n—=bp+7")p
U JQ av Jo,
b2 2 1 2 *
+oglleollv- 4 Slinolle + [ (af +An)n. (4.6.7)

t

Since A and [ are maximal monotone, we have that

a/ (G = G)m —n2) 20, (4.6.8)

b2

n o (61— &) (w1 — @2) > 0. (4.6.9)
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Moreover, thanks to the Lipschitz continuity of 7, we infer that

B 0 R Wy (TN T [P
Q¢ Q¢

Cﬂb2
v Jo

< |2 (4.6.10)

We also notice that the integral involving the gradients is estimated from below in this
way:

1
|9 =696 Ty 219 = 5 /Q (IVn[2 + 12/ 9l?). (4.6.11)
Recalling that
753 2
— [ le]" <0, (4.6.12)
av Q¢

applying inequality (2.2.5) to the second and fifth term on the right-hand side of (4.6.7),
using (4.6.8)(4.6.11) and adding to both sides b [} || (s)||% ds, we infer that

1 ¢ v?
SOl + [ 190248 [ e} ds+ 3l
Q1 0 v

! 1 b 1 i
< (K +0?) / le(s)ll3 ds+5 /Q [0l + 5 Ipoli + 5 ol + 2% 1A 1130200y +3T Nl [
t

(4.6.13)
where
Cb? b*\ 2
K= |G (2 ]
v av
We observe that, for every § > 0,
) 1
le@llz = (@), e@ver < le@llv-le®llv < SleOIF + S5 le@llv- (4.6.14)

Choosing 0 = +b2 n (4.6.14), we can estimate the first term of the right-hand side of

(4.6.13) as follows:

) [ ety ds < 5 [ 1oty as+ EEE [ B oo as. @6

Then, due to (4.6.15), from (4.6.13) we obtain that

t b2
S0l + [ 192+ 5 [ el s+ el
0 v

<c/ (%un@)nif eI >ds+ lioll?

1 *
Ve F 510l + 21 120,00 + 3T 0 [
(4.6.16)
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Due to (4.1.2)—(4.1.6), the last four terms on the right-hand side of (4.6.16) are bounded
uniformly with respect to € . Then, by applying the Gronwall lemma, we conclude that

I+ 1Vl 22075y + [l 20,20 + [l0(D)]

< c(um

for some positive constant ¢ which depends only on €2, T" and the structure (2.4.2)—
(2.4.3), (2.4.9)—(2.4.11) and (4.1.1)—(4.1.3) of the system. Now, we recall that (4.6.17) is
equivalent to

V*

ve +lImolle + 1 f 20,00 + ||77*HW> (4.6.17)

H’?l - 772HL°°(0,T;H)mL2(0,T;V) =+ H901 - <P2HL°0(0,T;V*)0L2(0,T;V)

< ¢(lleo, — @oullve + 1m0, — moollar + 1 fr = fellzomm + lIms — n3llw)- (4.6.18)

If fi = fo, n7 = m5, mo, = Mo, and o, = @o,, from (4.6.18) we conclude that 1, = 7
and ¢, = ¢y, i.e., the solution of problem (P) (see (4.1.23)—(4.1.29)) is unique. From this
fact, we immediately infer the uniqueness of the solution for our initial Problem (P) (see
(4.1.7)-(4.1.13)).

4.7 Sliding mode control

This section is devoted to the proof of Theorem 4.1.4. The argument we use in the proof
relies in Lemma 2.3.2 (see [2, Lemma 4.1, p. 20]). We assume a = 1, b = ¢ and A = pSign
and consider the approximating problem (P.) obtained from (P.) (see (4.2.19)-(4.2.25))
with the usual change of variables

Ne = 196 + E@a - 7]*7 Toe = 1906 + 69005 - 7]*' (471)

We have that
aﬂk - Ana + KASOE - AT}* + po. = fs a.e. in Qu

(4.7.2)

Dipe — Ape =0 ae. in Q, (4.7.3)
fte = —VAP: + &+ m(pe) — v — bpe + 1) ae. in Q, (4.7.4)
o.(t) € Sign.(n.(t)) for a.e. t € (0,T), (4.7.5)

& € Be(pe) ae. in Q, (4.7.6)

Oy = Dype = Dypie =0 on X, (4.7.7)

(4.7.8)

n€(0> = Toe,» 805(0) = . in (.
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Further a priori uniform estimates. We test (4.7.2) by 0,7 and integrate over Q).
Recalling that

/ 900, = plln(Oll e — pllmollae. (4.7.9)

t

we have that

o+ / VP + plln e = / Vol

+plmollme + / A Om. + | foOme — / (Ap.Om.. (4.7.10)
t Qt t

We observe that ||no||g: < [|nol|m (cf. (2.5.10)). Then, thanks to (4.1.3) and (4.1.15), the

first two terms on the right-hand side of (4.7.10) are estimated as follows:

1
5/ Vn0|* + pllnoll e < e(1+ p). (4.7.11)
Q

Due to (4.1.3) and (2.5.17), applying (2.2.5) to the third and fourth term on the right-hand
side of (4.7.10), we have that

: 1 c2 L
/ An*ome. < —/ xR —|—/ |An*|* = —/ |Om:|* + ¢, (4.7.12)
: 4 /o, Q 4 Jo

1
faatna >~ 4/ |8t775|2 |fa|2 4/ |8t775|2+6. (4713)

Q1
Moreover, integrating by parts the last term of (4.7.10), we formally have that

—/ (ApOm. =L [ V.- V(On.)
t Q¢

=4AV%Q»Vm@—EAmev%—efjwa%er. (47.14)

Using (2.2.5) and the Holder inequality, the first term on the right-hand side of (4.7.14)

is estimated as follows:
<1 [ 1vnop+e [ 1900

/Vgoa - Vne(t)
t
V<g00+/ Orpe(s) ds)

1
:Z/ Vi (O + ¢
Q Q
(| [ vt as

2

2

1
Z/ V. (t |2+2e2/ |Vo|? + 202
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1
< Z/ [Vn-(6)* + 262/ Vol + 2T | [V (0p:) > (4.7.15)
Q Q Qt

Due to (4.1.3), the second term on the right-hand side of (4.7.14) and similarly the second
term on the right-hand side of (4.7.15) are estimated by a positive constant ¢ independent
of p and €. Indeed

1
—E/ Vo - Vi < 52/ [Vol® + —/ Viol® < c. (4.7.16)
0 0 4 Jo

Applying inequality (2.2.5) to the last term on the right-hand side of (4.7.14) we obtain
that .
—{ V(at@s) ’ V776 S n |V7k|2 + 62 |v<8t§05)|2' (4717)
Q: 4 Q1 Q1
Then, thanks to (4.7.11)—(4.7.17), from (4.7.10) we infer that

1 1
! / Ol + 2 / V)P + pllne ()] e
2 /o, 1 Jq

Sclltp)+£042m) | [ogl + ; /Q V. (1718)

Now, we formally differentiate (4.7.3) and (4.7.4) with respect to time and obtain that
O — Aoy = 0, (4.7.19)
Oepte = —vAyp + BL(p=)Orpe + ' (p2)Orpe — (0 — LOp2). (4.7.20)

According to (4.2.3), m(9yp.) = 0. Consequently, dyp. € D(N') and we can test (4.7.19)
by N (0rp.) and (4.7.20) by Oyp., respectively. Integrating over @Q;, we have that

. (4.7.21)

1 1
~ | Oudie. = 51060 OI}- — 51900.(0)]

Q1

OipOpe =v | |Vop* + | BLp:)|0rpe|
Qt Qt Q¢

+/ 7 () |Orpe > — g at%atn5+m/ |00 | (4.7.22)

Combining (4.7.21) and (4.7.22) we obtain that

1
Vet | VOl + 0y [ [rpef? = EH@%(O)H%/*

1
o)
Qt Qt

- ﬁé(‘ﬁs”aﬂ%’Q _/ 7T/(g0€)|3t<p5|2—0—’y 0 OneOpe. (4-7-23)
Qt t t

Thanks to (4.1.3) and (4.1.15), the first term on the right-hand side of (4.7.23) is bounded
by a positive constant ¢ independent of p and ¢ (cf. the analogous bound discussed below
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(4.5.13)). Since f. is maximal monotone, the second term on the right-hand side of
(4.7.23) is non-positive. As 7 is a Lipschitz continuous function with Lipschitz constant
C, we have that
- [ oo < [ 1ol (4.7.29
¢ Q1

Finally, using (2.2.5), the last term on the right-hand side of (4.7.23) is estimated as
follows:

1 v C(1+2T)+1
OmOpe om:> + dpel?, (4.7.25
[ oo < (arrsmer) [, 1om? +#HEE [ o, wnz

where the reason of such involved constants will be clear in a moment. Due to (4.7.24)—
(4.7.25) and the previous observations, from (4.7.23) we infer that

1
ol v [ Vo v [ oo

Q1

1 v 2(1+2T) +1
< 4 2 2 2. . .
= (62(1 +2T) + 1) /Qt 9mel” + (7 " +Cw) / [Orpel”. (4.7.26)

Multiplying (4.7.26) by (¢2(1+ 2T) + 1)/v and adding it to (4.7.18), we infer that

1
o+ [ VP ol + [ 1900+ [ o
Q: Q Q1 Q1

Vi +Cs | o, (4.7.27)

+Col|Orp(B)[[3 < (1 + p) +
4 Qt Q¢

where
637(1 +2T) + ly 62(1 +27)+1
Cl - U 5 02 - 2% 3

Cy =7 + 21+ 27).

2(1427) +1\? 2(1492T) + 1
(£(+ )+)+C”£(+U)+

Denoting by Cy the minimum between 1 and C, and applying the inequality (2.2.3) with
d = +/C4/+/2C5 to the last term on the right-hand side of (4.7.27), we obtain that

|0spe|? < —/ 100: ()13 ds+2K203/ 1002 (8) |3+ ds. (4.7.28)

o
Thanks to (4.7.28), from (4.7.27) we infer that

V*

1 1
i Lo g [onF - ol + G / 92211} + Calltng- (I}

VP + 2K°C / 1o (3)]2-

<c(l+4p)+ (4.7.29)

4 Jo,
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From (4.7.29), by applying the Gronwall lemma, we conclude that

||8t775||L2(0,T;H) + ||775||L°°(0,T;V) + ”atSOaHL‘X’(O,T;V*) + ||at905||L2(0,T;V) <c(l+ Pl/Q), (4.7.30)

whence
17221 0,731y Le 0,7y < (14 p'?), (4.7.31)

HQOE”WI’OO(O,T;V*)HHl(O,T;V) S C(l + p1/2). (4732)
Due to (4.7.31)—(4.7.32) and the change of variables stated by (4.7.1), we have that
HﬁeHHl(O,T;H)ﬂLOO(O,T;V) S C(l —+ p1/2). (4733)

Proceeding as in the second a priori estimate (cf. (4.3.15)—(4.3.23)) and recalling (4.7.32)—
(4.7.33), from (4.3.24) we infer that

€l oo o, )y < (1 + pt?). (4.7.34)

Now, with the analogous technique applied in the third a priori estimate, thanks to
(4.7.32)—(4.7.34), from (4.3.27) we obtain that

lm(pe)ll Loy < (1 + p'/?). (4.7.35)

Then, due to (4.7.35) and the Poincaré inequality, by comparison in (4.7.3) we deduce
that
el Lo orvy < e(1+ p'?), (4.7.36)

Finally, with the same computations as explained in the fifth a priori estimate (cf.
(4.3.32)—(4.3.34)), thanks to (4.7.32)—(4.7.33) and (4.7.36), from (4.3.35) we infer that

el oo 0,7y < (1 + pl/z), (4.7.37)

whence, by comparison of every term in (4.7.4), we conclude that

1A@ || ooy < (14 p'?). (4.7.38)

Existence of sliding mode. Dueto (4.1.3), (2.5.17) and (4.7.38), we can rewrite (4.7.2)
in the form
3t77€ - Ans T PO = ge 1= fs - EASOE + A’f]*, (4739)
with
19l o= 0,70y < (1 + p*?), (4.7.40)
where ¢ depends only on the structure and the data involved in the statement. In order
to prove the existence of sliding mode, we fix the constant ¢ appearing in (4.7.40) and set

2
p* = 2 + 2¢c+ THQ?O + KQDO — 77*HH (4741)



MicHELE COLTURATO 63

and assume p > p*. We also set
Ye(t) == |n-(t)||g for t € [0,T]. (4.7.42)

By assuming h € (0,7") and ¢t € (0,7 — h), we multiply (4.7.39) by o. = Sign_(n.) and
integrate over (¢,t + h) x 2. We have that

t+h t+h t+h
/ (Oum.(5), 0.(s)) s ds + / / Vi, - Vo. + p / low()I% ds
t t Q t

t+h
= /t (9=(5),02(8)) m ds. (4.7.43)

Recalling that Sign_(v) is the gradient at v of the C' functional | - ||ge, from (2.5.10)-
(2.5.11) we deduce that

d

(atne(s)v U€<S)>H = %

Pe(t)
/ min {s/e, 1} ds for a.a. t € (0,7).
0

Then, for the first term on the right-hand side of (4.7.43) we have that
t+h Ve (t+h)
/ (Ome(8),0:(8))g ds = / min {s/e, 1} ds.
t e (t)
We also notice that (2.5.11) implies that

Ve (t)[?

Vine(t) - Voe(t) = max {¢, [|1:(t) ||z}

>0 ae. in(, forae. te(0,7),

whence the second integral on the left-hand side of (4.7.43) is nonnegative. Moreover, as
lloz(s)|lg < 1 for every s (see (2.4.15)) and (4.7.40) holds, we infer from (4.7.43) that

Ye (t+h) t+h
/ min {s/e,1} ds + p/ |o.()||% ds < he(p? + 1). (4.7.44)
e (t) t

At this point, we let € N\, 0. Due to (4.4.8)—(4.4.9), (4.7.1) and the uniqueness of the
solution of the limit Problem (4.1.23)—(4.1.29) (cf. Theorem 4.1.3) we have that

ne—mn  inC%0,T; H). (4.7.45)

Besides, using standard weak, weakstar and compactness results, from (4.7.44) we infer
that
o —="0o in L>=(0,T;H). (4.7.46)

Then, taking the limit as ¢ \, 0 in (4.7.44) and denoting by

Y(t) = |Int)llz  forte[0,T], (4.7.47)
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we obtain that h
Bt +h) —0(t) +p / lo(s) 1% ds
t

Ye(t+h) t+h
< lim min {s/e, 1} ds + pliminf/ lou(s)|% ds < he(p? +1)  (4.7.48)
5\0 ¢€(t) E\O t

for every h € (0,7) and t € (0,7 — h). Finally, we multiply (4.7.48) by 1/h and let h
tend to zero. We conclude that

V' (t) + plle@®)]|% < c(p? 4+ 1) for a.a. t € (0,7). (4.7.49)

As ||lo(t)||g = 1if ||n(t)||lz > 0 (see (2.4.15)), we can apply Lemma 2.3.2 with ag = by = ¢
and we observe that our condition p > p* completely fits the assumptions by (4.7.41).
Thus, we find T* € [0,T) such that n(t) = 0 for every ¢ € [T*,T], i.e., (4.1.35).



Chapter 5

Singular system related to a sliding
mode control problem

In this chapter we consider a singular phase—field system located in a smooth and bounded
three-dimensional domain. The entropy balance equation is perturbed by a logarithmic
nonlinearity and by the presence of an additional term involving a possibly nonlocal max-
imal monotone operator and arising from a class of sliding mode control problems. The
second equation of the system accounts for the phase dynamics, and it is deduced from a
balance law for the microscopic forces that are responsible for the phase transition pro-
cess. The resulting system is highly nonlinear; the main difficulties lie in the contemporary
presence of two nonlinearities, one of which under time derivative, in the entropy balance
equation. Consequently, we are able to prove only the existence of solutions. To this
aim, we will introduce a backward finite differences scheme and argue on this by proving
uniform estimates and passing to the limit on the time step.

5.1 Statement of the problem and results

As far as the data of our problem are concerned, let £ and k > 0 be two real constants.
We also consider the data f, 9%, ¥y and ¢y such that

f e HY0,T; H)N LY0,T; L=()), (5.1.1)
9 eW, 9 >0 inQ, (5.1.2)
Y€V, >0 ae inQ, IndgeH, ¢y W (5.1.3)

We also assume that
wo € D(B) a.e. in 2, and there exists & € H such that &, € B(pg) a.e. in Q, (5.1.4)

whence

B(po) € L'(Q). (5.1.5)

65
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Indeed, thanks to the definition of the subdifferential and to (2.4.2), we have that

0< / Blgo) < (£0r00) < l&ollatllpollr

Our aim is to find a quadruplet (9, ¢, (, ) satisfying the regularity conditions

9 € L*(0,T;V), (5.1.6)
¥ >0 ae inQ and Inde H'(0,T;V*)NL>0,T;H), (5.1.7)
0 € H'(0,T; H)ynC°([0,T); V) N L*(0,T; W), (5.1.8)
¢ e L*0,T; H), ¢£€ L*0,T; H), (5.1.9)
and solving the Problem (P) defined by
Or(Ind(t) + Lp(t)) — kAD(t) + ((t) = f(t) in V™ forae. t € (0,7), (5.1.10)
Op—Ap+E+7m(p) =00 ae. inQ, (5.1.11)
C(t) e A(W(t) —v") forae. te (0,7), (5.1.12)
€€ B(p) ae inQ, (5.1.13)
0,0 =0, 0,0 =0 Iin the sense of traces on X, (5.1.14)
In9(0) = Indy, ©(0) = ¢ a.e. in Q. (5.1.15)

Here, we pointed out the boundary conditions (5.1.14) although they are already contained
in the specified meaning of —A (cf. (2.1.2)). By the way, a variational formulation of
(5.1.10) reads

(DI O(E) + Lot)) + C(8), v) + k /Q Vi(t) - Vo = /Q () (5.1.16)

for all v € V and for a.e. t € (0,7). About the initial conditions in (5.1.15), note that
from (5.1.7) it follows that In4 is at least weakly continuous from [0,7] to H.

The following result is concerned with the existence of solutions to Problem (P).

Theorem 5.1.1. Assume (5.1.1)—(2.4.11). Then the Problem (P) stated by (5.1.10)-
(5.1.15) has at least a solution (V,¢,(, &) satisfying (5.1.6)—=(5.1.9) and the regularity
properties

9 e L®(0,T;V),  (eL®0,T;H), (5.1.17)

p € WH(0, T H) N HY0,T; V)N L=(0,T; W), €€ L*(0,T;H).  (5.1.18)

The proof of Theorem 5.1.1 will be given in the subsequent three sections.
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5.2 The approximating problem (P;)

First of all, let us underline that, for simplicity, in this chapter the same symbol 8 and
A will be used for the maximal monotone operators induced by 3 and A on H = L*(Q)
and L*(0,T; H) = L*(Q).

In order to prove the existence theorem, first we introduce a backward finite differences
scheme. Assume that N is a positive integer and let Z be any normed space. By fixing
the time step

r=T/N, NeN,
we introduce the interpolation maps from Z¥*! into either L>(0,T; Z) or Wh>(0,T; Z).
For (2% 2, ..., 2N) € ZNT1 we define the piecewise constant functions z, and the piece-
wise linear functions z,, respectively:

Z, € L=(0,T;2), Z((i+s)r) =2, 2. e WH(0,T; 2),
2((i + s)7) = 2" + s(2" — 27, if0<s<landi=0,...,N—1. (5.2.1)

By a direct computation, it is straightforward to prove that

1z = Zllieorizy = _max  lzim — zillz = 7l0Z [1~01:2), (5.2.2)
N-1 9
17 = 2 leorey = 5 2 e = ally = SlH0E o), (5.2.3)
1=0
12 = Z oz = _max_ Nz = =3
N-1
< Y2 EN <705 o) (5.2.4)
i=0 Z

Then, we consider the approximating problem (P,). We set

) 1 T

f ::—/ f(s) ds, fori=1,... N, (5.2.5)

T J@i-1)r
and we look for two vectors (90,91, ... 9N) € VNTL (o0 ol ... o) € W satisfying,

fori=1,..., N, the system
¥'>0 ae inQ, IndeH 3¢ &€eH suchthat (5.2.6)
V290 £ In 0 + 0" 4+ 7C — ThAY = 7+ 7297 In T 4+ 0"t ae. in Q,

(5.2.7)
O — TAY + TE - Tr(p) = o 4 709 ae. in Q, (5.2.8)
e AW —9*) ae. in Q, (5.2.9)
& e By ae inQ, (5.2.10)
9,9 = al,gpi =0 ae onl, (5.2.11)
W =1y, ¢’ =¢o a.e. in Q. (5.2.12)
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In view of (5.1.1)—(5.1.3), we infer that for ¢ = 1 the right-hand side of (5.2.7) is an
element of H, and for any given ! (present in the left-hand side) we have to find the
corresponding 9!, along with ¢!, fulfilling (5.2.6)—(5.2.7) and (5.2.9); in case we succeed,
from a comparison in (5.2.7) it will turn out that 9! € W. Then, we insert 9!, depending
on ¢! in the right-hand side of (5.2.8) and we seck somehow a fixed point ¢! , together
with ¢! € H, satisfying (5.2.8) and (5.2.10). Once we recover ¢! and the related 9,
we can start again our procedure, and so on. Then, it is important to show that, for a
fixed ¢ and known data f, 9! In¥~! =1 we are able to find a pair (¢, ©*) solving
(5.2.6)—(5.2.11).

Theorem 5.2.1. There exists some fized value 7y < min{1,T}, depending only on the
data, such that for any time step 0 < 7 < 7 the approximating problem (P;) stated by
(5.2.6)~(5.2.12) has a unique solution

(W00 .. 9N eV x W (@00t o) e WL

Let us now rewrite the discrete equation (5.2.7)—(5.2.12) by using the piecewise con-
stant and piecewise linear functions defined in (5.2.1), with obvious notation, and obtain
that

20,0, + 00, + 0,3, +C. — kAU, = f, ae. in Q, (5.2.13)
0P, — AP, + &, +7(@,.) =09, ae. inQ, (5.2.14)

C(t) € AW.(t) —9*) for ae. t € (0,T), (5.2.15)

£ €B(p,) ae inQ, (5.2.16)

0,0, =0,p5, =0 ae. onY, (5.2.17)

9.(0) =d, @, (0)=¢ ae. in . (5.2.18)

5.2.1 The auxiliary approximating problem (APF.)

In this subsection we introduce the auxiliary approximating problem (AP.) obtained by
considering the approximating problem (P,) at each step i = 1,..., N and replacing
the monotone operators appearing in (5.2.6)—(5.2.12) with their Yosida regularizations.
About general properties of maximal monotone operators and subdifferentials of convex
functiions, we refer the reader to [1,11].

Definition of the auxiliary approximating problem (AP.). We fix 7 and specify an
auxiliary approximating problem (AP.), which is obtained by considering (5.2.6)—(5.2.11)
for a fixed ¢ and introducing the regularized operators defined above. We set

g =T AT T Y b= (5.2.19)
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and note that both g and h are prescribed elements of H (cf. (5.2.5), (5.1.1), (5.1.3),
(5.1.3) and (5.2.6)). We look for a pair (0., ®.) such that

20, +In.0, + TA(0, — ") — TkAO. = —(D. + g ae. inQ, (5.2.20)
O, — TAD, + 7L (P.) + T(Pe) = h+7(O,. a.e. in (5.2.21)
where In., A, and f3. are the Yosida regularization of In, A and 3 defined by (2.5.12), (2.5.6)

and (2.5.1), respectively. Here, according to the extended meaning of —A (see (2.1.2)),
we omit the specification of the boundary conditions as with (5.2.11).

Theorem 5.2.2. Let g, h € H. Then there exists some fized value 7 < min{l,T},
depending only on the data, such that for every time step 7 € (0,73) and for all € €

(0,1] the auziliary approximating problem (AP.) stated by (5.2.20)—(5.2.21) has a unique
solution (O, ®.).

5.2.2 Existence of a solution for (AF.)

In order to prove the existence of the solution for the auxiliary approximating problem
(AP.) we intend to apply [1, Corollary 1.3, p. 48]. To this aim, we point out that, for 7
small enough, the two operators

(7121 4+ In, + 7A(- — ") — TkA] appearing in (5.2.20), (5.2.22)
[[ + 76. 4+ mn — TA] appearing in (5.2.21), (5.2.23)

both with domain W and range H, are maximal monotone and coercive. Indeed, they
are the sum of a monotone, Lipschitz continuous and coercive operator:

V2 fn, +7A(- —9%) in (5.2.22), and I+ 7. +77 in (5.2.23),

and of a maximal monotone operator that is —A with a positive coefficient in front. We
now check our first claim. Letting vy, vo € H, we have that

((7'1/2] +n, +7A(- —9)(v1) — (72T 4+ In. + 7A(- — 99))(vy),v1 — )
> 7Y2)|lvy — vo]|% + (Inz(v1) — Inz(vs), v1 — vo)
+ 7(Ac (v — 9) = Ac(va — U7), (v1 — %) — (va — UY)).

Due to the monotonicity of In. and A., we have that the last two terms on the right-hand
side are nonnegative, so that

((7'1/2] +In. +7A(- —9))(vy) — (7Y 4+ In. + 7A(- — 9))(v2), 01 — )
> 712(|vy — vl (5.2.24)

i.e., the operator 7V/2I + In, + 7A.(- — ¥*) is strongly monotone, hence coercive, in H.
Next, for all v, vo € H we have that

(I + 76 +717m)(v1) — (I + 706 + 7m)(v2), v1 — ¥3)
> [Jor — walfr + 7(Be(v1) — Be(v2), v1 — v2) — Crr |l — w2 (5.2.25)
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where C; denotes a Lipschitz constant for 7. Since 3. is monotone, it turns out that

T(ﬂa(vl) - ﬂ&‘(UQ)a U1 — 02) Z 0
and, choosing 75 < 1/2C,, from (5.2.25) we infer that

1
(I 4784 1m)(v1) — (I + 70 + 77)(v1),v1 — v2) > §||v1 — |3, (5.2.26)
whence the operator I +708.+77 is strongly monotone and coercive in H, for every 7 < 5.

Now, in order to prove Theorem 5.2.2, we divide the proof into two steps. In the first
step, we fix ©. € H in place of ©. on the right-hand side of (5.2.21) and find a solution ®,
for (5.2.21). In the second step, we insert on the right-hand side of (5.2.20) the element
®. obtained in the first step and find a solution O, to (5.2.20). Now, let @175 and @2,5 be
two different input data. We denote by @, ., ®. the corresponding solutions for (5.2.21)
obtained in the first step and by O; ., ©,. the related solution of (5.2.20) found in the
second step.

_ Hence, taking the difference between the two equations (5.2.21) written for ©; . and
O, and testing the result by (®;. — 5. ), we have that

((I + Tﬁs + 7'7T) ((I)l,a) - ([ + Tﬁa + Tﬂ)(q)ls)? (I)l,a - (I)Q,a)
+ 7/ IV(@1,. — Do)|? < 70(O1. — Oa, @1 — o). (5.2.27)
Q

Then, applying (5.2.26) and (2.2.5) to the first term on the left-hand side of (5.2.27) and
to the right-hand side of (5.2.27), respectively, we infer that

1 1 — —
s = Bl 47 [ V(@0 — B0 < 7101, = Ruclfy + 7B - Bl
Q

whence B B
[@1e — Do cllf < 47°%(©1 — Oac|F- (5.2.28)

Now, we take the difference between the corresponding equations (5.2.20) written for the
solutions @, ., @5 obtained in the first step and test by (0. — ©2.). We obtain that

(72T + Ine + 7A(- = 97))(O10) — (72T +In. + TA(+ —07))(Os,), 01 — Oy)
2 F1/2
+ Tk/ﬂ |V(@1,€ - @276>|2 < 971/2 H(I)Ls - (1)2,€||?{ + Tu@l,e - @2,6”%1- (5-2-29)

By recalling (5.2.24) and using it in the left-hand side of (5.2.29) we infer that

62
2101 — 0o < el AR Dy I3 (5.2.30)
Then, by combining this inequality with (5.2.28), we deduce that
H@LE - @27€H12q S 47’64“@175 - @Q’EH%{, (5231)

whence we obtain a contraction mapping for every 7 < 7, provided that 7 < 1/(8¢%).
Finally, by applying the Banach fixed point theorem, we conclude that there exists a
unique solution (6., ®.) to the auxiliary problem (AP.).
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5.2.3 A priori estimates on AP.

In this subsection we derive a series of a priori estimates, independent of ¢, inferred from
the equations (5.2.20)—(5.2.21) of the auxiliary approximating problem (AF;).

First a priori estimate. We test (5.2.20) by 7(0. — ¢*) and (5.2.21) by ®., then we
sum up. By exploiting the cancellation of the suitable corresponding terms and recalling
the definition (2.5.15) of A., we obtain that

7210, = 0|5 + TA(O:) + TP (A(O. — 97), 0. — ") + r%/ V(0. — 972

+((I+TBE+T7T)(¢> )= (I + 78+ 71m)(0 —|—7'/ |Vo,|?
— (0%, 0. = 0*) + TAL(D) —T%/ Vit V(0. — )
+ U7 (P.,9) + 7(g,0. —V*) — 7(7(0), D) + (h, D.). (5.2.32)

Let us note that all terms on the left-hand side are nonnegative; in particular, recalling
(5.2.26), we have that

(I + 7B +7m)(D.) — (I + 75 + 7m)(0),D.) > %H@all?q, (5.2.33)

Due to (5.1.2) and the continuity of the positive function ¥*, (2.5.16) helps us in estimating
the second term on the right-hand side of (5.2.32):

TA (V") < TA(W*) < cT. (5.2.34)

Since g, h € H and (5.1.2) holds, by applying the Young inequality (2.2.5) to the other
terms on the right-hand side of (5.2.32), we find that

+3/2

—TR 0 —07) < )10 — "l o7, (5.2.35)
2k
—T%/ V" V(0. — ") < 7/ V(0. — ) +cr  (5.2.36)
Q Q
1
0r(®.,9*) < §||<I>a||§{ +ec7?, (5.2.37)
73/2
T(g, @5 - ’19*) S TH@E - ’19*”%_[ + C71/2 (5238)
1
— 7(n(0),®.) < §||<1>5||§, + 72, (h,®,.) < ||<1> 1% + c. (5.2.39)

Then, in view of (5.2.33)—(5.2.39), from (5.2.32) and (5.1.2) it is not difficult to infer that
TV NOclli +TIVONr + |1 @e]l + 72V < € (5.2.40)

taking into account that 7 < 7.
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Second a priori estimate. We test (5.2.21) by 5.(®.) and obtain that

(@ p.00) +7 [ B@IVEL 47 [ |a(20P
<7 /Q 7(®.)6.(3.) + 7t /Q 0.0.(0.) + /Q hB.(.). (5.2.41)

Thanks to the monotonicity of 8. and to the condition 5.(0) = 0, the terms on the left-
hand side are nonnegative. As 7 is Lipschitz continuous, by applying the Young inequality
(2.2.5) to every term on the right-hand side of (5.2.41) and using (5.2.40), for 0 < 7 <1
we obtain that

-
- (I)z-: € (I)s = 7 € (I)s 2 ) el
r [ @) < ] [ 1n@)R e (5:2:42)
Té/ﬂ@gﬁg(fba) < /|ﬂa I+ 1/2, (5.2.43)
2

/Qhﬁg(@E) < Z/Q\ﬂg(cbgﬂ —|—;. (5.2.44)

Then, owing to (5.2.42)—(5.2.44), from (5.2.41) it follows that
TB:()5 < c(l+77), sothat 7)B8.(P.)||w < c (5.2.45)

Hence, by comparison in (5.2.21), we conclude that 7||A®. ||y < ¢ and, from (5.2.40) and
standard elliptic regularity results,

7| @[l < c. (5.2.46)

Third a priori estimate. Recalling (2.5.9), (5.1.2) and (5.2.40), we immediately de-
duce that
T|A: (O — 9)||lg < 7CA(1+ ||Oc]|mr + |9 1) < e (5.2.47)

Next, we test (5.2.20) by In.O. and obtain that

lin.0. 1% + 7k / (O)IVO.P < - 72(0.,1n.6.)
Q
— 7'(145(@E — ), lns@e) —4(P.,In.0.) + (g,1n.0,). (5.2.48)

Then, by applying the Cauchy—Schwarz inequality to every term on the right-hand side
and using (5.2.40) and (5.2.47), we infer that

.0, ||z < 7Y20.||g + ¢ < 0(7'_1/4 +1), (5.2.49)

whence
V4 In.0, ||y < c. (5.2.50)

Moreover, due to (5.2.50) and (5.2.40), by comparison in (5.2.20) it is straightforward to
see that 7°/4||AO,||i < ¢ and consequently

540w < c. (5.2.51)
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5.2.4 Passage to the limit as ¢ \ 0

In this subsection we pass to the limit as € ™\, 0 and prove that the limit of subsequences
of solutions (0., ®.) for (AP.) (see (5.2.20)-(5.2.21)) yields a solution (9%, ") to (5.2.6)—
(5.2.10); then, we can conclude that the problem (FP;) has a solution.

Since the constants appearing in (5.2.40) and (5.2.45)—(5.2.51) do not depend on ¢, we
infer that, at least for a subsequence, there exist some limit functions (9, %, L', Z%, BY)
such that

0.~ and &, — " in W, (5.2.52)
In(0.) = L', A(6.,—-9")—Z" and B.(d.)— B" in H, (5.2.53)
as € N\, 0. Thanks to the well-known compact embedding W C V, from (5.2.52) we

infer that . '
©. =¥ and P.— ¢ in V. (5.2.54)

Besides, as 7 is Lipschitz continuous, we have that |m(®.) —w(¢")| < Cy|P. — |, whence,
thanks to (5.2.54), we obtain that
m(®.) = w(v")  in H, (5.2.55)

as € \y 0. Now, we pass to the limit on In.(0,.), A.(©. — ¥*) and [.(P.). In view of a
general convergence result involving maximal monotone operators (see, e.g., [1, Proposi-
tion 1.1, p. 42]), thanks to the strong convergences in H ensured by (5.2.54) and to the
weak convergences in (5.2.53), we conclude that

L'eln(y’), Z'€ AW —9%), B'€B(y). (5.2.56)

In conclusion, using (5.2.52)—(5.2.56) and recalling (5.2.19), we can pass to the limit as
e \( 0 in (5.2.20)-(5.2.21) so to obtain (5.2.6)-(5.2.10) for the limiting functions 9" and

@

5.2.5 Uniqueness of the solution of (F;)

In this section we prove that the approximating problem (P;) stated by (5.2.6)—(5.2.12)
has a unique solution. Then, the proof of Theorem 5.2.1 will be complete.

We write problem (P,) for two solutions (9%, %), (95, %) and set ¥ := ¢4 — % and
0=t — b i =1,...,N. Then, we multiply by 79 the difference between the corre-
sponding equations (5.2.7) and by ¢ the difference between the corresponding equations
(5.2.8). Adding the resultant equations, we obtain that

32|19Y)|% +7(Ind] —Invy, 9 — %) +7°(¢f — G, 9 — 0 — (9% —9)) + 7'2/ |V
Q

+||¢i||z+rL|V¢i|2+T(£i—£§,soi—soé)= —7(m(eh) = m(#h) o — ). (5:2.57)
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Since In, A and § are monotone, in view of (5.2.9) and (5.2.10) the second, the third and
the seventh term on the left-hand side of (5.2.57) are nonnegative. Besides, if 7 < 1/(2C),
thanks to the Lipschitz continuity of 7, the right-hand side of (5.2.57) can be estimated
as

—7(m(p1) = m(en), o1 — ) < Sll¢ll7 (5.2.58)

Then, due to (5.2.58), from (5.2.57) we infer that
) ) 1., . .
P+ [ V0P + S+ [ Ve <o (5:2:5)
Q Q

whence we easily conclude that 9" = ' = 0, i.e., ¥ = 9% and ¢} = @i fori =1,...,N.

5.3 A priori estimates on (AP;)

In this section we deduce some uniform estimates, independent of 7 and inferred from the
equations (5.2.6)—(5.2.12) of the approximating problem (P;).

First uniform estimate. We test (5.2.7) by 9" and (5.2.8) by (¢’ — ¢*~1)/7, then we
sum up. Adding (%, ¢* — ¢*"!) to both sides of the resulting equality and exploiting the
cancellation of the suitable corresponding terms, we obtain that

P20 =99+ (I — o) 4 7(CL 0~ 9) + Tk’/ Vo2
Q
2

+ (@@ — )+ (V' V' =V ™) + (&9 — ')
H

= —7(C, )+ 7(f,07) — (7(@") — ¢, 0" — ). (5.3.1)

i i1
+7 h

Due to (2.2.6), we can rewrite the first, the fifth and the sixth term on the left-hand side
of (5.3.1) as

1/2 172 1/2

W= ) = 0 = T I I = (5.32)

7 7 7— i 7 i— 1 7 1 7— 1 7 71—
(@' ¢ — ") + (Vo' Vo' = Vo 1)=§||<,0||3/—§||90 1||2v+§||90 — oM. (5.33)

Moreover, since the function v — €* is convex and e€* turns out to be its subdifferential,
by setting u’ = In1" we obtain that

(o'~ o, 0) = (u—u", ") Z/e“i—/e“i_l e — 19 ey (5.3.4)
Q Q
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Recalling that A is a maximal monotone operator and 0 € A(0), by (5.2.9) the third
term on the left-hand side of (5.3.1) is nonnegative. We also notice that, since 3 is the
subdifferential of 3, from (5.2.10) it follows that

(€0 — ) > / Bleh) — / B, (5.3.5)

while, due to (2.2.2), (2.2.5) and the sub-linear growth of A stated by (2.4.11), we deduce
that

—7(¢,97) < Car(L+ 10" =) [0l < er (L + |19 ]|m) < er (1 + [19']lv)
< cer(L+ |9 ) + IV ||g) < er + 7CL |11 ) + T§||V191||%{, (5.3.6)
where we have applied the Young inequality in the last term and where the constant C}

depends on Cjy, ||9*||gz and C,. Due to the the boundedness of f* in L*°(Q) and the
Lipschitz continuity of 7, we also infer that

7(f50) <7l il @19l 1 @), (5.3.7)
i i1
i i i i -9
—(n(¢") — @' @' =) <er(1+ HH)‘ (5.3.8)
H
i i—11|2
T — .
< ||| e+ 1), (5.3.9)
T H

where Cy depends on Cy, |w(0)| and |2|. Now, we apply the estimates (5.3.2)—(5.3.9) to
the corresponding terms of (5.3.1) and sum up for i = 1,... ,n, letting n < N. We obtain
that

172 n /2

—Hﬂ?"HHJrZ—W P+ 19 @ + 5 Z IV |15

=1
Folle 4 ZII%@ S+ /ﬁ
1/2

90 _90
2 2 7 i
< —||190||H+||190||L1 §||900||v+/95(<ﬂ0)+72||f [z @ 19"l L2 @)
i=1

n n

+O0 Y Tl + Co Y T I + e (5.3.10)

i=1 =1

On account of (5.1.3)—(5.1.3) and (5.1.5), the first four terms on the right-hand side of
(5.3.10) are bounded. Now, recalling the definition (5.2.5) of f*, we have that

nrt

Tz:HfZ | oo @ 19| 210y = ||19”||L1(Q)/ 1£ ()]0 dSJrz:HfZ | Leo@ 19l 210

(n—1)7
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Thanks to the absolute continuity of the integral, if 7 is small enough (independently of
n) we have that

" 1 1 1
() ds < — Cir < - Cor < - 5.3.11
/(n . 1f ()l ds < 7, m< Gr<o ( )
Then, on the basis of (5.3.11), from (5.3.10) we infer that
172 n1/2 X
—||19”||H+Z—||19’ I+ —||19”||L1(m+ ZTHVQ?ZHH
o — ! ;
O [ [ ano o+ [ e
i=1
n—1
<c+t ZT(||f’|!L°o<Q)H191HL1<m + Ol |y + cgnwnz,). (5.3.12)
=1
Now, we observe that
n—1 N n—1 N
TCl < ZTCl = ClT, ZTCQ < ZTCQ = CQT (5313)
i=1 i=1 i=1 i=1

and, according to (5.1.1),

n-l N o pir T
IS /( s s = / 17(5) | ey ds < c-
i=1 i=1 i—1)T 0

Then, we can apply Lemma 2.3.3 and, recalling the notations (5.2.1), we conclude that

Tl/QHETH%OO(o,T;H) + TS/ZHatﬁTH%?(o,T;H) + |WTHL°°(0,T;L1(Q)) + HVETH%Z(O,T;H)
+ HatS/O\TH%?(o,T;H) + H@TH%‘X’(O,T;V) + THat@TH%%QT;v) + ||ﬁ(¢r)”L°°(0,T;L1(Q)) e
(5.3.14)

Since the third and the fourth term of the left-hand side of (5.3.14) are bounded, owing
to (2.2.2) we also infer that B
H/ISQTHLQ(O,T;V) S C. (5315)

Besides, in view of (5.2.9) and due to the sub-linear growth of A stated by (2.4.11) and
o0 (5.1.2), we deduce that

¢ 20y < e (5.3.16)

Second uniform estimate. We formally test (5.2.8) by £ and obtain

(" — L) + 7)€% < T(m(eh) + 0, €. (5.3.17)



MicHELE COLTURATO 77

We point out that the previous estimate (5.3.17) can be rigorously derived by testing
(5.2.21) by B.(®.) and then passing to the limit as ¢ \, 0. Since 3 is the subdifferential

of 3, we have that
i il i 00y | AfLi-1
(¥ =, ¢) 2/96(90) /Qﬁ(so )- (5.3.18)

Moreover, due to the Lipschitz continuity of 7, applying the Young inequality (2.2.5) to
the right-hand side of (5.3.17), we deduce that

i i 1 i i i
T(m(@") + 00, &) < 57lig 1% + (L4117 + 19°]1%)- (5.3.19)

Now, combining (5.3.17)—(5.3.19) and summing up for ¢ = 1,... ,n, with n < N, we
infer that

e+ 530 < [ At +Z (Lol + 191). (5820

whence, due to (5.3.14)—(5.3.15), we obtain that

HETHLQ(O,T;H) <ec. (5.3.21)

Finally, by comparison in (5.2.14), we conclude that ||AG, | z2¢0,7,n) < ¢. Then, thanks to
(5.3.14) and elliptic regularity, we find that

18- e20mw) < e (5.3.22)

Third uniform estimate. We introduce the function ¢, : R — R obtained by trun-
cating the logarithmic function in the following way:

In(u) if u>1/n,
Unlu) = { —In(n) if u<1/n.

It is easy to see that 1), is an increasing and Lipschitz continuous function. Then, defining

= / Un(s)ds, weR, and ju)= / Insds, wu>0, (5.3.23)
1 1
and testing (5.2.7) by v, (9), we obtain that
1/2(qi _ qi—1 i i i—1 i V|2
T2 =9 0 (09) + (Ind' —Ind" ' 4, (")) + 7k —_—
onfwiz1/ny U’
= —L(" = "0 (0) = 7(C 0 (9) + 7 (f, n(9)). (5.3.24)
Recalling that j, is a convex function with derivative 1,,, we have that
T = 0 () > 72 / Jn(07) =72 / Jn(0h), (5.3.25)
Q Q
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and consequently from (5.3.24) we infer that

\VLh i 2 ' .
7'/41/ | | ?91| < /]n(ﬁz 1) 1/2/]n(19)
Qn{¥i>1/n} Q

— /Q(w — In 9" N, () — /Q (U — @) +7¢" = T ) ha (). (5.3.26)

Due to the properties of the subdifferential, we have that
0<j (W) <j1)+ (Inv* ¥ —1) for k=0,1,...,N. (5.3.27)

Since Inv¥* € H, 9* > 0 a.e. in Q and ¥* € H, from (5.3.27) we infer that j(9*) € LY(Q);
consequently, passing to the limit as n — 400, we obtain that

wn(ﬁk) — Ino* in H and a.e. in €,
Gn() = (%) in L'(Q2) and a.e. in Q,

for k = 0,1,..., N. Then, taking the liminf in (5.3.26) as n — +oc and applying the
Fatou Lemma and (2.2.6), we have that

1|2
/|V,L9‘ / (191_1)—7'1/2/](1%)—1-1/|1n191_1|2—1/|1n191|2
Q 2 Q 2 Q
——/ |In 9’ — Iny" ' — /(é(gpi—gpi_l)—{—TCi—Tfi) In o' (5.3.28)

Now, sum up (5.3.28) for i = 1,... , k, with £ < N, and obtain that

2 k

1 1 In¥ — InYi-1! | V9|2
1/2 ,19]? Il 191@ 2 - 2 k
A )+ 5l ||H+2;r | L
1/2 . 1 2 1 i SOi—SDZ PP
<7 (o) + 5oy + 7 ZTHM 1%
Q H
k k
+e > T+ T (5.3.29)
=1 =1
We observe that if 7 <1 then
k 1
—ZTHMZHH ZTHmWHH -|\1m9’fy|§[. (5.3.30)
=1

We also notice that the fourth and the fifth term on the right-hand side of (5.3.29) are
bounded by a positive constant ¢, due to (5.3.14) and (5.3.16), respectively. Moreover,
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thanks to (5.1.1) and to the definition (5.2.5) of f*, by using the Holder inequality the
last term on the right-hand side of (5.3.29) can be estimated as follows:

CZTHJ”HH<CZ /( £(s) ds

k iT
1f () ds < el 1220000 (5.3.31)
i—1)

2

H

Then, combining (5.3.29) with (5.3.30)—(5.3.31) (see also (5.1.3) and (5.3.27)), we infer
that

In — Ini—t|?

k
. 1 1
P )+ e+ 5 30

T

i=1 H
k ) =
4k V)2 <e+ = In ¥ ||?
" Z/| PP <o s T rlm T,

whence, by applying Lemma 2.3.3, we conclude that
T30 =z + 0z |z + VOV oo gy < (5:3:32)

Moreover, due to (5.3.14) as well, we also infer that
Hﬁl/z‘rHLOO(O,T;H)QLQ(O,T;V) S C. (5333)

Fourth uniform estimate. We test (5.2.7) by (¢ —9*~!). Then, we take the difference
between (5.2.8) written for ¢ and for ¢ — 1, and test by (¢* — 1) /7. Using (2.4.10) and
adding, it is note difficult to obtain that

7_1/2”,(91' - 192—1”%{ + (111’[91 o lnﬁi_l 197, o ,192'—1) + g(wz - S02‘—1’197,' o 192'—1)
+ 7T —07) = TXWT =) + 73 B+ IV = 0 — 99 3)

T\t =@ P Tt — ¢! soi‘l | | il |
+ o[ +3 - — |

2 T g 2 T T g 2 T H

i _— iil 2 . . . . . . i _— iil
+ 2| VEE—|| (6 - ) 7t (19% —0 &)
T u T
i i1
T(fl, 9 — 79171) — 7T (71.(801) _ 71_(@171), &)7 (5334)
T

fori=2,...,N. Now, we write (5.2.7) and (5.2.8) for i = 1 and test the corresponding
equations by (9! — %) and (! — %) /7, respectively. Since ¥° = ¥y and ©° = y, we have
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that
2|9t — 90| + (lnﬁ1 —Ind®, 9t —9%) + L(p" — 0,9t — ) + 7Y (I — )
1,072
—TX(0 —9") + 7 V1R, + IV — 02 — (Vo)) + || 2
H

1.0
IV = O + (€ = 60, — o) < —r(w«ol) (D), u)

T

10
+ 78(191 — 99, %) +7(f1 9" = 9%) + (o + Ao — & — (o), ' — ).
(5.3.35)

Then, we divide (5.3.34) and (5.3.35) by 7 and sum up the corresponding equations for
i=1,...,n, with n < N. Since  is maximal monotone and (5.2.10) and (5.1.4) hold,
then the eleventh term on the left-hand side of (5.3.34) and the ninth term on the left-hand
side of (5.3.35) are nonnegative. Assuming ¢! = g, we infer that

191‘ _ 197;—1
T

T

n n

2
1 . . . .
Z(In® — Ini—t 9 — it T — 9*
H+ZT(“ ny )+ 71( )

172

=1

—HVﬁ”IIH + TZ

192 1 (pn . SOnfl 2

2 1‘
_|__
T

g 2
21‘

H

+Z H s0—<P

0112

i—1 i—2
— ¥

T

o =ty

+ =
g 2

H

k 1
< Yo —9°) + 5 Volly + 11690 + Ao — & — w(0) [ +

% i—1

-
T

‘901—90

H
n—1

+ (70" = (f190) = D (f T = fL ) + ) Car
i=1

=1

2

(5.3.36)

H

In view of (2.4.3)—(5.1.4) and noting that Jy € V', ¢y € W and T has at most a quadratic
growth (see (5.1.3)—(5.1.3) and (2.4.10)), the first three terms on the right-hand side of
(5.3.36) are bounded by a positive constant. Besides, using (2.2.5), (2.2.2) and the Holder
inequality and recalling (5.1.1) and (5.3.14), the fifth and the sixth term on the right-hand
side of (5.3.36) can be estimated as follows:

)< N a0 < Coll s o (19 sy + 1797 )

q n k n
< Gyl fllooqoran (19 limiorany + IV9"lln) < ZIVI" I+, (5:337)
(1 00) < ol < 1 fllcogomsm I9oller < e (5.3.38)
With the help of (2.2.5), Holder’s inequality and (5.3.15) we also infer that

n—1 fz 1 .
(f4 = )| < | 1

i=1

=2
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2 n—1

fZ 1 1 fz . fi—l 2
<3 ' — . 5.3.39
sy XA <A e eam)
Recalling (5 1 1) and the definition of f* (see (5.2.5)), we have that
7 i—11|2 iT (i—1)7 2
1 1
e T T R CL =Y L
T H T (i—1)r T (i—2)7 o
1 iT 2
=5 (£() = f(s = 7)) ds
7 /(i—l)T H
1 T 2 1 T s 2
<[ - so-nuas| <% [0 | [ aswa as
T (i—-Dr ™ J@i-1r s—T H
<L [T ([ 1o as< Lo
— s < — 20 .
- 72 (i1)r o t H = 5 tJ L2 ((i—2)7,im;H)
so that
fz 11|12 )
5 Z <0 f 220, (5.3.40)
H

Next, we take advantage of Lemma 2.3.1 in order to deal with the second term on the
left-hand side of (5.3.36). Indeed (cf. (2.3.1)), we realize that

‘(191‘)1/2 - (191‘—1)1/2‘2 < (lnﬁi gl — 19@'—1)’

whence

n 2

i B (Ind’ — Iy~ 9" =) =) "7

=1 =1

Collecting now (5.3.37)—(5.3.41), from (5.3.36) and (5.3.14) we infer that

(191‘)1/2 _ (191'—1)1/2

T

(5.3.41)

ﬁ

H

VN0 2oy + 10002 | 2oy + |1 T (0r — 97) || oo,y + 1107l Lo 0,75v7)

+ Tl/QHatﬁTHLQ(O,T;V) + HatS/D\THLOO(O,T;H) + ]|8t@7]|L2(07T;V) <ec. (5342)
Therefore, thanks to (5.2.15) and using (2.4.11) and (5.1.2), we have that
1C | oo 0.1y < (5.3.43)

Moreover, by comparison in (5.2.13) and in view of (5.3.14)—(5.3.16), (5.3.21)—(5.3.22),
(5.3.32)—(5.3.33) and (5.3.42), we obtain that

[|0:In 797—”L2(0,T;V*) < 671/2|’3t’§7||L2(0,T;H) + CH&%@T”L?(O,T;H)

+ Al N2 + EIAI- 200+ + el Foll2omm < ¢ (5.3.44)
Furthermore, recalling (5.2.14), a comparison of the terms yields the bound
1A, + & [~ orm) < c (5.3.45)

Hence, by arguing as in the Second uniform estimate, we can improve (5.3.21) and (5.3.22)
to find out that

1€ oo 0,150 + 1Bl Loe0,15m) < e (5.3.46)
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Summary of the uniform estimates. Let us collect the previous estimates. From
(5.3.14)—(5.3.16), (5.3.21)—(5.3.22), (5.3.32)—(5.3.33) and (5.3.42)—(5.3.46) we conclude
that there exists a constant ¢ > 0, independent of 7, such that

19: 0wy + 107l 0.2y + 7410002 | p20,7:00)

+ HmTHL"O(O,T;H) + MO || 1 0,039+ Loe (0,1 1)

+ [0V | oo 0.0 myn2 070y + 1922 [0, myenz o) + 1€ 2 0,7m)

+ 18|20,y + 18- lwree .75 0,z o, rwy + 1€ Loy < ¢ (5.3.47)

5.4 Passage to the limit as 7 \ 0

Thanks to (5.3.47) and to the well-known weak or weak™* compactness results, we deduce

that, at least for a subsequence of 7 X\, 0, there exist ten limit functions 9, 19 A, )\ w, W,
¢, ¢, @, and ¢ such that

U, =" in L=(0,T;V), (5.4.1)
9, —=*9 in L=(0,T;V), (5.4.2)
19, =0 in 1(0 T:H)NL®(0,T;V), (5.4.3)
Ind, =* X in L*(0,T; H), (5.4.4)
Ind, =* X in HY0,T;V*) N L>(0,T;: H), (5.4.5)
92, —~*w in L=(0,T; H)N L*0,T;V), (5.4.6)
912, 5§ in 1(0 T; H) N L*(0,T; V), (5.4.7)
¢, —*¢ in L™(0,T;H), (5.4.8)
B, =" ¢ in L>(0,T; W), (5.4.9)
Oy —=* @ in WE(0,T; H)yNnH'(0,T; V)N L>(0,T; W), (5.4.10)
E —*¢ in L™(0,T; H). (5.4.11)

First, we observe that ¢ = 9J: indeed, thanks to (5.2.3) and (5.4.3), we have that

19, = el 20y < fuatﬁ 2oy < e/ (5.4.12)

and consequently 0, — 1§T — 0 strongly in L?*(0,T; H). Moreover, it turns out that A = \:
in fact, on account of (5.2.4) and (5.4.5) we have that

M0, — D, || oo+ < 77200 D, || 20y < e/, (5.4.13)

whence L
11{% ||h'l ’197— —In 79T||L°°(O,T;V*) = 0. (5414)
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Similarly, thanks to (5.2.3) and (5.4.10), we see that

1972, — 912 | oo sy < —= 10002 || 2o 2ty < e, (5.4.15)
V3
which entails .
lim [[972, — 7| 2(oran) = 0 (5.4.16)

and w = w. Finally, we check that ¢ = @. In the light of (5.2.4), we have that

1@, — @rllLeorv) < 711060 | L20v) < eT (5.4.17)
and consequently
lim [[Z; — &-lz=.rv) = 0. (5.4.18)

Next, in view of the convergences in (5.4.5), (5.4.7), (5.4.10) and owing to the strong
compactness lemma stated in [62, Lemma 8, p. 84|, we have that

nd, » A in CO[0,T]; V), (5.4.19)
912 5w in L2(0,T; H), (5.4.20)
- — ¢ in C°([0,T]; V). (5.4.21)

Then, by (5.4.14)-(5.4.18) we can also conclude that

Ind, = X\ in L®(0,T;V*), (5.4.22)
92w in L*0,T;H), (5.4.23)
B, =@ in L>(0,T;V). (5.4.24)

Thanks to (5.4.24) and to the Lipschitz continuity of 7, we have that
m(@,) = m(p) in L>=(0,T;H). (5.4.25)

Now, we check that A = In#: in fact, due to the weak convergence of 9, ensured by (5.4.1)
and to the strong convergence of In(¥,) in (5.4.22) (see (5.4.4) as well), we have that

T T
limsup// (Ind;) J, = lim (1 9., 0,) :/ (A, 0) :/ /)\19, (5.4.26)
7\,0 ™0 0 0 JQ

so that a standard tool for maximal monotone operators (cf., e.g., [1, Lemma 1.3, p. 42])
ensure that A = In 4. In the light of (5.2.16) and of the convergences (5.4.11) and (5.4.24),
it is even simpler to check that ¢ and ¢ satisfy (5.1.13).

At this point, recalling also (5.4.4), (5.4.5), (5.4.10) and passing to the limit in (5.2.13)
and (5.2.14), we arrive at (5.1.10) and (5.1.11). In addition, note that (5.2.12) implies
that 1?1797(0) = Iny and $,(0) = @o; thus, thanks to (5.4.22) and (5.4.24), passing to the
limit as 7 N\, 0 leads to the initial conditions (5.1.15).
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It remains to show (5.1.12). To this aim, we point out that (5.4.23) implies that,

possibly taking another subsequence, 9¥/2. — w almost everywhere in ). Then, using
(5.4.1) and the Egorov theorem, it is not difficult to verify that

_ N2
U, = (19”%) —w? ae. in Q and in L*(0,T; H), (5.4.27)

as well as ) = w?. Details of this argument can be found, for instance, in [10, Exercise 4.16,
part 3, p. 123]. Then, as A induces a natural maximal monotone operator on L?(0,T; H),
recalling (5.2.15) and observing that (cf. (5.4.8))

T

T T
1i C 0, —0%) =1 C, 0, —0), = L9 =0, 5.4.28
imsup /0 (& Ju =l | (G )i /O (c Juo (5:428)

we easily recover (5.1.12). Therefore, Theorem 5.1.1 is completely proved.
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