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Introduction

Overview

A new drug or medical device for being marketed, need to follow a number
of complexes and long stages but mandatory for the approval of the investi-
gational product. The practical method of performing these stages is called
Clinical Trial. Clinical trials are the way of proving or deny the e�ectiveness
and the safety of a treatment or a medical device on humans. In clinical trials
subjects are randomized to receive di�erent treatments or di�erent sequences
of treatment throughout the duration of the study. The randomization is the
instrument used to create comparable groups of subjects. At the end of the
study the hypothesis of the trial is tested and the e�cacy/safety of the new
drug is claimed or rejected.
The developing process of a new drug is long and expensive. It starts from
pre-clinical studies where the experimentation is usually done in vitro and
the objective is to �nd the safe dose for �rst-in-man study. The process
follows with the experimentation on human and is divided in three phases.
Moving from phase 1 to phase 3 the number of subjects included in the study
increase, the duration of treatments is extended, the centres are added and
the objective move from a safety to an e�cacy evaluation. In each phase
more than one clinical trial with the same objective may be performed. If
the treatment pass the phase 3 and it is approved by a regulatory agency,
such as EMA1 for European Union or FDA2 for United States, the drug is
marketed. Every clinical trial needs to be planned and accurately detailed.
All the information related to the trial are collected in a document called Pro-
tocol. The protocol should be reviewed and approved by the agency before
the start of the study. Given the importance of a well written and detailed
document the FDA and NIH3 released a protocol template for phase 2 and
3 clinical trials. The protocol needs to include the rationale of the study,

1European Medicines Agency
2Food and Drug Administration
3National Institute of Health
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the objectives, the methods and every other information needed to conduct
the trial. During the planning of a clinical trial there are various aspects
to consider, such as the design of the study, the randomization method or
statistical techniques adopted, but it is important to describe every choice
taken and the reason why has been taken. In addition to the Protocol the
practical analysis is performed using the Statistical Analysis Plan (SAP), this
is a document were technical details about the derivation of the variables,
the statistical analysis method and the list of analysis needed is provided.
Writing a Protocol and a SAP is a process that requires time and where
experts of the di�erent �elds such as clinicians, statisticians, programmers
should be involved.

Thesis contribution

In this thesis a review of an early stage clinical trial based on real data was
performed. The study is a non-inferiority crossover design study, comparing
a new drug versus a standard approved treatment. An evaluation of the tech-
niques adopted and an overview on di�erent methodologies was performed
and described. Especially, the sample size estimation and the analysis of
the primary endpoint based on parametric and non-paramedic techniques
were proposed. The review was done in accordance to FDA guidelines and
Good Clinical Practice (GCP) standard. The aim of this thesis is not only
to present a speci�c statistical analysis for a single study but to provide an
overview of the steps and the mechanics involved when planning a clinical
trial form a practical point of view.

Structure of the thesis

In Chapter 1 an introduction on the types of study in medical research is
provided. The focus will be on Clinical trials. Study Protocol of phase 2 and
3 Clinical trials and Statistical Analysis Plan will be presented in detail in
Chapter 2. In Chapter 3, crossover design studies are introduced and �nally
in Chapter 4 the review and statistical considerations are presented for a
real study. Conclusions and Appendix end this thesis. In the Appendix the
SAS code written for implementing the methodology proposed in this thesis
is presented.
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Chapter 1

Types of study in medical

research

The term medical research includes a wide range of di�erent types of re-
searches aimed to analyse the cause, the progress, the e�ect of diseases and
to �nd the answer to the question "Does this intervention cure a disease, or
relieve the symptoms?"
After a general overview on medical research we concentrate on clinical trials
and the key concepts for planning a trial that is the subject of this thesis.

1.1 Classi�cation of research

General classi�cation of medical research may be done as follow:

• Experimental studies

• Quasi-Experimental studies

• Observational studies

1.1.0.1 Experimental studies

In experimental studies the experimental unit is manipulated by the investi-
gator, randomization is one of the methods used to control data. They are
divided in:

• Laboratory studies: are studies conducted in laboratory not done on
human but usually used as prerequisite for human experiments. The
experimental unit is exposed to a chemical, physical, biological or psy-
chological stimulus in order to verify the variation of a parameter of
interest.
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• Clinical trials: are studies on human conducted to assess the e�cacy
and safety of a new drug or device. Clinical trials are the objective of
this thesis and will be described in detail later in this chapter.

• Community intervention: are similar to clinical trials but the experi-
mental unit is not a single human but the community.

1.1.0.2 Quasi-Experimental studies

In quasi-experimental studies the experimental unit is manipulated by the
investigator, for example giving a treatment, but the randomization process
is not used.

1.1.0.3 Observational studies

In observational studies there is no manipulation by the investigator. The
aim of the research is to study the e�ect of a certain substance or condi-
tion on subjects exposed. The most famous observational studies are the
cohort studies and case-control. The cohort studies are investigations done
on a group of individuals experiencing a same event or having in common
certain characteristic, where the researcher is interested on �nding the rela-
tion between the common characteristic and the incidence of the disease. In
case-control study the individual with the disease (case) is compared to an
individual without disease (control) but similar for other characteristic such
as age or sex.

1.2 Clinical trials

Clinical trials are medical research aimed to verify the tolerability and e�cacy
of a new treatment (drug, medical device) or to answer a question related to
speci�c intervention. The subjects of the clinical trials are humans, either
healthy volunteers, subjects a�ected by the disease or seriously ill patients
depending on the phase of the experimentation.

1.2.1 Phases

A new drug, to be approved and marketed, needs to follow a four steps
process plus pre-clinical studies. Each phase corresponds to one or more
clinical trials, the approval on a speci�c stage is the mandatory requirement
for entering the following phases.
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1.2.1.1 Pre-clinical studies

Pre-clinical studies are the only researches where the experimentation is not
done on human but in vitro or on animal in vivo. The aim is to �nd the
toxicity of a new drug and to estimate a safe starting dose for human. Despite
the animal testing in the research have been decreased during the past year
for ethical reasons, some studies still involve animals because of similarity in
anatomy with human.

1.2.1.2 Phase 1

Phase 1 studies are the �rst experimentations on human. The number of
subjects recruited is usually small (near 20) and they are usually healthy
volunteers or �nal-stage patients whose have had all the treatments available.
The aim of the trial is to verify the safety and tolerability on human, recording
every side e�ect. Three di�erent types of study may be identi�ed:

• SAD (Single Ascending Dose study): the goal is to �nd the maximum
tolerated dose (MTD). The subject receives an increasing dose step by
step during time, the trial is stopped when a prede�ned dose is reached
or side e�ects occurred.

• MAD (Multiple Ascending Dose): during these trials the subject re-
ceives multiple low doses, the dosage is then increased till a speci�c
prede�ned level.

• Food E�ect: trial evaluating the drug absorption with or without the
ingestion of food.

1.2.1.3 Phase 2

In Phase 2 clinical trials the number of subjects involved in the analysis is
increased (can be over 200 participants) and the period of examination is
extended. The objective is the evaluation of the e�cacy of the treatment
in addition to con�rmation on safety and tolerability already given during
phase 1.

1.2.1.4 Phase 3

Phase 3 trials are designed to evaluate the e�cacy of the treatment. The
number of subjects recruited signi�cantly increases and the duration may be
from few months to years, depending on the disease and the availability of
patients. The cost of the study is enormous considering the amount of time
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and people involved but if a drug succeeds this phase, i.e. the treatment is
demonstrated to be e�ective, it could be submitted to a regulatory agency
and then be commercialized. The agency during the study or preliminary
phase may request clari�cation or modi�cation on the methodology of the
trial, this leads to an exchange of answers/questions between agency and
sponsor that should �nally pass the review of the agency. Further, it may
request more than one positive clinical trial on a drug to be approved, indeed
is not uncommon that for a speci�c drug/disease two identical clinical trials
are conducted at the same time, saving time in case of e�ectiveness but
wasting money in the eventuality that one of the two is negative.
Even if a drug is marketed it may be reported a serious adverse e�ects, in
this case the drug needs to be recalled immediately from the market and
further studies need to be planned.

1.2.1.5 Phase 4

Phase 4 studies are post-marketing researches, made on large population
or sub-population like pregnant women which could not have been tested
before for ethical reasons. These trials evaluate the long term e�ect of the
treatment.

1.2.2 Planning a clinical trial

When planning a clinical trial there are di�erent aspects that have to be
taken into account. They depend on the phase of the study, the disease
(variable of interest) and the treatment(s) to be tested. In this section the
principal components of clinical trial are described.

1. Primary endpoint
The �rst important decision is the selection of primary endpoint. The
primary endpoint is at the base of the planning of the study, it is the
parameter that allows the investigator to claim or deny the e�ective-
ness of the drug, and all the subsequent decisions have to be done in
accordance to what is considered to be the primary goal of the trial.
The primary endpoint could be a single variable or a combination of
di�erent endpoints. The variable of interest may be quantitative, qual-
itative or also the time until a speci�ed event happens.
The primary endpoint of the study presented in this thesis will be de-
scribed in section 4.1.2.
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2. Design of the study
Given the objectives of the study and the interventions to be analysed
the �rst aspect to consider is the design of the study, three big categories
are described below:

• Parallel design : the patient is randomized to one treatment and
remains on that treatment throughout the duration of the trial.
The number of treatments is arbitrary; it can be placebo or an
existing treatment versus a new drug, or more than two di�erent
treatments or also the same treatment with di�erent dosage.

• Crossover design : the patient is randomized to a sequence of
treatments, i.e. he/she receives all the treatments in the study in
a speci�c order and the randomization is used to determine the
order.

• Factorial design : the patient is randomized to the di�erent drugs
as in parallel study plus to take placebo and the combination of
the drugs. The factorial design aims to study the e�ect of the in-
tervention but also the interactions between di�erent treatments.

This thesis will focus on crossover design, the theoretical aspect will
be described in Chapter 3 and the application in a real study will be
presented in Chapter 4.

3. Aim of the study
If the trial compares a new treatment against an already used drug a
second distinction on the design is outlined as follow:

• Non-inferiority : the aim is to evaluate if the new treatment is not
much worse than standard treatment.

• Equivalence : the aim is to evaluate if the new treatment behave
in a similar way of standard treatment.

• Superiority : the aim is to evaluate if the new treatment is better
than standard treatment.

The word "worse", "similar", "better" in practical are tested by choos-
ing a level of tolerability, if the variable of interest cross this level than
the hypothesis of the trial is rejected.
The study presented in this thesis is a non-inferiority trial, the reason
of this choice will be presented in section 4.1.

4. Sample size estimation
The third question is "How many subjects should be recruited in order
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to validate or reject my hypothesis with a certain con�dence?" the
answer is what is called "sample size estimation". The sample size
estimation is the determination of the number of subjects that have
to be included in the study for having statistically meaningful results
on the primary endpoint analysis. There are di�erent procedures that
could be used to estimate the size and they are based both on the
nature of the primary endpoint variables and on the assumption that
could be done based on a priori consideration or results from previous
studies.
The sample size estimation of the study presented is described in section
4.1.8.2.

5. Randomization
The randomization assigns the subjects to the di�erent arms of treat-
ment randomly. It is a powerful instrument that creates comparable
groups of subjects. Di�erent types of randomization could be per-
formed, some of them are:

• Simple randomization : each patient has equal probability to be
assigned to one treatment arm.

• Block randomization : n patients are assigned to k treatments
with block of size m.

• Strati�ed randomization : the patients are divided into subgroup
based on factors assumed to be prognostic for the endpoint. A
simple or block randomization is done for every combination of
factors.

• Minimization: is the only non random technique, the patients are
randomized in order to minimize the di�erence among groups.

The simple randomization method is used in the study of this thesis as
described in section 4.1.8.1.

6. Blindness
Another aspect is the blindness that is the procedure of hiding the
treatment received to the subject and/or to other individuals involved
in the trial.
Open label de�nes studies where neither the patients nor the investiga-
tor are blinded, everybody knows exactly which treatment is adminis-
tered.
In Single blind studies the treatment is masked only to the patients,
the investigator knows the real assignation.
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In Double blind studies both the investigator and the patients are not
aware of the real treatment assignation. The single blind or double
blind trial are often used because reduce the risk of bias due to in-
�uences from the preferences or expectations of the investigator. Bias
in the real e�ect of treatment may also arise from patient in the so
called "placebo-e�ect". The placebo e�ect or placebo response is a
phenomenon in which a placebo, or in general a inert substance, can
sometimes improve a patient's condition simply because the person has
the expectation that it will be helpful.
In blinded study, the list of randomization, that contain the name of
the real treatment given, is connected to the data only at the end of
the study where all subjects have been recruited, all information are
available and thus the database is closed. An early loss of information
may determine the termination of the study. However there is the pos-
sibility of breaking the code for a patient before the end of the study.
This is admitted only in case of medical emergency for which knowing
the treatment received is fundamental for the patient cure.
The study of this thesis is a double-blind trial.

1.2.2.1 Adaptive design

The adaptive design clinical trials are speci�c trials in which modi�cation
of the design is allowed during the course of the study and it is based on
the results obtained from the data itself. The modi�cations need to be pre-
speci�ed at the beginning but the general structure is more �exible compared
to the common trial.
The development of these methodologies arises from the necessity of creating
new instrument for the evaluation of drugs or medical device that makes the
study more e�cient for example reducing the cost and the duration.
The adaptive designs are very attractive for both safety and e�cacy point of
view, the advantages, if applied correctly, are remarkable. They may reduce
the time and the cost of clinical trials obtaining the same results as common
design but with a more e�cient method with the advantage of reducing the
risk of the subjects due to exposure. Although there are many advantages,
the application of adaptive strategies is still a matter of study. In particular
the major concerns are related to the choice of the correct statistical model
and the control of type I error in presence of modi�cations of the design. For
these reasons in 2010 FDA released draft guidelines for researchers who aim
to conduct a clinical trial with adaptive method.
The term "adaptive" includes a wide range of di�erent kind of modi�cation,
the most commons are:
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• Adaptive randomization design: the adaptive randomization is a pro-
cedure in which the probability to be assigned to a treatment is not
�xed a priori but it changes during the study, i.e. it is adjusted based
on the number of subjects already assigned to a treatment.

• Adaptive dose �nding : the adaptive dose �nding design is used to �nd
the minimum or maximum tolerated dose. Few subjects are randomized
to receive di�erent dosages, the dose-response is evaluated and then the
more subjects are allocated to the most-informative doses.

• Sample size re-estimation design : this adaptive method consists on
the re-estimation of the sample size based on the data observed during
interim analysis. The adjustment is done to preserve the initial type I
error and power.

• Group sequential adaptive design : the group sequential design allows
the premature stop of the trial if there are strong evidences of e�cacy or
futility of the treatment. The stopping rule is planned at the beginning
of the study.
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Chapter 2

Clinical trials: documentation

and data

The general introduction presented in Chapter 1 gives an overview of the
di�erent types of clinical trials and the di�erent methodologies that could
be applied in medical research, but it is important to understand the phases
of the experimentation and what is requested for starting a clinical trial.
The conduction of a clinical trial can be simpli�ed in the following steps:
recruiting subjects, drug administration, evaluation of the safety and e�-
cacy. Every single step needs to be planned and detailed before the start
of recruiting, in order to minimize the probability of error and thus under-
mining the validity of the study. For these reasons, a series of documents
containing all information related to trial need to be produced and detailed.
The �rst and most important document is called Protocol this is the key
document and every action is performed based on what is written in it. The
protocol provides also a general explanation of the statistical analysis to be
produced, but the detailed description in terms of derivation of the variables
and programming actions is described in the Statistical Analysis Plan; the
SAP could be considered as the technical instruction to produce the analysis
of the protocol from the data collected. The document for understanding
how data are collected is the Case Report Form (CRF). In this chapter we
describe what protocol, SAP, CRF are, how they are structured and their
usage.

2.1 Protocol

The protocol is the key document of experimentation, it contains the reason
at the basis of the trial, the aim of the study, the planning of the research
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and all information required to conduct the study or the reference documents
needed. Given the importance of a complete and well written protocol the
FDA1 and NIH2 in May, 2017 released a protocol template for phase 2 and
3 clinical trials that require Investigational New Drug applications (IND)
or Investigational Device Exemption (IDE) applications, an earlier version
opened to comments was released in 2016, some of them were incorporated in
the latest version. Following the template structure and the guideline �Good
Clinical Practice (GCP)� released during the International Conference on
Harmonisation (ICH) the content and the order of the items are described
in the section below.

2.1.1 Structure of the protocol

The �rst page should include the protocol number, the title (easy to re-
member), the investigator, the sponsor and the version number. All versions
should be recorded with the date and a rationale on the reason of the updates.
The following chapters are structured as shown below:

1. Protocol summary: this includes the synopsis, where there is a short
study description with the objectives, the primary endpoint, the par-
ticipants, the duration and the phase. A graphical schema of the study
and the scheduled activities (study visit and study endpoints) is pre-
sented.

2. Introduction: name and description of the product under study, a sum-
mary of the previous clinical trials or pre-clinical studies to justify the
starting of the trial, description of the population and the risks or ben-
e�ts.

3. Objectives and endpoints: description of the objectives and endpoints
of the study in addition to the reason why the endpoints were chosen.
Includes study visit or time point at which data will be collected for
the analysis.

4. Study design: description of the design of the study (e.g. double-
blinded, open-label, crossover, dose-�nding, superiority, non-inferiority),
the number of treatments, methodology for avoiding bias (e.g. random-
ization, blindness), single centre or multi-centre, end of study de�nition.

1Food and Drug Administration
2National Institute of Health
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5. Study population: description of the study population with the crite-
rion of exclusion and inclusion and the recruitment strategies. De�ni-
tion of screening failure subject.

6. Study intervention: description of the interventions to be tested (more
than one intervention could be tested), description of the preparation of
the intervention (storage, packaging and labeling), administration and
schedule, admitted and not admitted medications during and before
the trial, rescue therapies.

7. Study intervention discontinuation and participant discontinuation/with-
drawal: description of reasons and criteria for study intervention dis-
continuation or study discontinuation.

8. Study assessments and procedures: description of all assessments or
evaluations used to calculate the e�cacy of the intervention, how they
are collected and when, criterion for safety evaluation's including ad-
verse event.

9. Statistical consideration: description of the statistical methodologies
applied. Sample size determination, selection of subjects for the e�cacy
analysis, methodology for missing data handling, statistical considera-
tion and analysis of primary/secondary endpoint, analysis of safety,
planning and methodology of subgroup or interim analysis and ex-
ploratory analyses

10. Supporting documentation and operational considerations: in this sec-
tion operational considerations are described such as the approval of
the protocol by the institutional review board (IRB) or independent
ethics committees (IECs), the protocol amendment approval process,
the obtaining of the informed consent and the �nal reporting of study
results and publication.

The references to the articles or books used in the protocol ends the docu-
ment.

2.2 CRF

A Case Report Form (CRF) is a printed or electronic (eCRF) document
used by the sponsor to collect data required by the protocol from each trial
subject. Usually it is designed after the protocol is �nalised but it can also
be prepared during the development of the protocol, thus a control version

15



is adopted. The sponsor is in charge of designing the CRF, it need to be
accurate and detailed in order to represent the request of the protocol. The
electronic CRF is preferred to paper CRF because it is designed is such a way
to reduces the risk of duplicated pages or data entry errors and it facilitates
the collection of data when multiple centres are involved.

2.3 From Protocol to SAP

After the protocol has been reviewed and approved, all the documents are
ready (e.g. informed consent, CRF) and all the people involved are well in-
formed on the procedure to follow, the trial may start with the recruiting of
subjects.
During the conduction of the study interim analyses on the blind or unblind
data are performed. The analyses to be performed are described on a docu-
ment called Statistical Analysis Plan (SAP), di�erent SAP for the di�erent
purposes should be created:

• CCM (Central Clinical Monitoring): are periodical blind analyses usu-
ally produced every month (or two) where mostly safety evaluations
are requested. They are performed internally and are used to review
the data, check if information are well collected or to evaluate possible
variables of interest.

• DSUR (Development Safety Update Report): are blind analyses re-
quested every six months or year from regulatory agencies for monitor-
ing the safety of the drug. They contain few outputs, indicatively less
than 10 tables, on demographic, exposure, death and adverse events.

• DSRC (Drug Safety Review Committee): are blind analyses performed
internally with a frequency that may vary from 3 months to one year.
The DSRC SAP is an extended version of DSUR SAP, the number
of outputs is greater and in addition to demographic, exposure and
adverse events are also included laboratory, ECG and vital signs as-
sessments and abnormalities.

• DMC (Data Monitoring Committee): this is the only unblinded anal-
ysis and is produced by independent experts. The analysis includes
a large number of outputs related to both safety and e�cacy evalua-
tions. The role of the independent group is to evaluate the safety of
the patients in relation to the treatment received. The members of
DMC group have a high responsibility role since they can decide for
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the termination of the study if they found signi�cant risk to the safety
of the subjects.

• CSR (Clinical Study Report): this is the �nal analysis used to produce
the clinical study report document. Includes all analyses needed in the
study and they are performed few time with blinded data in order to
verify that everything is computed in the correct way and that possible
error in the data have been solved. The �nal unblinded CSR analysis is
performed after the database lock. The unblinded results will be used
for evaluation of the e�ectiveness of the drug.

Given the importance of the CSR SAP a presentation of the content of CSR
SAP is provided in the following section.

2.4 SAP

The Statistical Analysis Plan is a document written after the protocol is
�nalized, where more technical details about the inferential analyses and
statistical method outlined in protocol are given. The SAP includes explicit
guidance for the programmers on how to perform the analysis and the list of
tables, listings and �gures needed for the �nal report. The document is re-
viewed by the programmers, biostatisticians and clinicians during the course
of the study and can be updated after a blind review of the data, in any
case it should be �nalized before the unblinding of the data. If the blind
review of the data results in a need of updating the protocol then a protocol
amendment has to be done and approved.
In the ICH (International Conference on Harmonisation of Technical Re-
quirements for Registration of Pharmaceuticals for Human Use) guidelines
[9], especially E9 (Statistical Principles for Clinical Trials), is outlined the
importance of writing a detailed SAP, but contrary to protocol there isn't
approved version of SAP template. Mimicking the structure of the protocol
a list of information that needs to be included in SAP is given. The list
of content follows the ICH guidelines E9 and E3 (Structure and Content of
Clinical Study Reports), and the CONSORT guidelines (Consolidated Stan-
dards of Reporting Trials).
The �rst page contains the purpose of the study (CCM, DMC, CSR etc), the
title as on the protocol, the investigational drug, the sponsor, the author of
the document and the reviewers with their role, the version of the document
and the status (Draft, Final).

1. Study design and �ow: description of the study design, the random-
ization method and the sample size calculation. Graphical �ow of the
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conduction of the study and visit assessments.

2. Objectives: de�nition of primary, secondary and other e�cacy end-
points as outlined in the protocol.

3. Change or clari�cations to analyses planned in study protocol: in this
section minor deviation from the protocol are described. If major
change are needed, they has to be done in a protocol amendment and
not here.

4. De�nition of variables: detailed description of variables displayed in
the outputs and their derivation. It includes safety and e�cacy assess-
ments.

5. Protocol deviation: de�nition of the protocol deviation. The protocol
deviations should be grouped also in category for example "PV at study
entry" "PV during study".

6. Analysis set: de�nition of analysis sets and reason for exclusion. In
this section it is also provided their usage in the analysis for example
the safety evaluations are done on the treated set instead the e�cacy
on the mITT.

7. Subgroup: de�nition of subgroup, if applicable.

8. Statistical Analyses: description of statistical methodology and imple-
mentation for the analysis of the endpoints of the study, it includes
imputation of missing data.

9. General de�nition: list of de�nitions or derivations used such as base-
line, treatment start and end date, end of study.

10. Handling of missing/incomplete date and time �eld: description of the
imputation rules used for date and time variable

11. List of summary tables, listings and �gures: this includes the list of the
outputs to be produced indicating the name, the title, the analysis set
and the reference to the shell document.

12. References and Appendices: the SAP ends with the list of references
used for the analysis and in the appendices further detail on statistical
consideration may be described.

Together with SAP the layouts shell documents is provided. It contains the
exact layout for every tables, listings and �gures included in the SAP.
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2.5 Data collection

The data collected from the medical records needs to be pulled together and
prepared for the statistical analysis written in SAP. A common standard for
data submission for clinical studies, required by some regulatory agencies
such as FDA, PMDA and used by EMA, is the CDISC standard [1]: SDTM
and ADaM.
SDTM stands for Study Data Tabulation Model and corresponds to the trans-
lation of the data from the medical record to dataset. The SDTM is com-
posed by a group of datasets and a metadata to describe their content. Each
dataset corresponds to a speci�c domain and its name is a clue of the content;
for example the DM dataset contains demographic characteristics, the AE
dataset is related to adverse event, EX to exposure etc. The creation of the
dataset needs to follow speci�c rules regarding the variables to be included
their name and the length. The structure is subject oriented, this means
that usually there is one raw per subject, per visit and per assessments. The
number of record is not �xed except for DM domain where a single raw for
each subject is required.
ADaM (Analysis Data Model) are the �nal datasets used for the creation
of outputs. They are created from SDTM according to what is required in
SAP and like SDTM they need to follow speci�c standard. The name of
the dataset is 4/5 letters long, the �rst two letters correspond to pre�x AD
for Analysis Dataset the other letters are related to the contents. ADSL is
the subject-level dataset it is created from DM domain adding information
related to treatment exposure, baseline characteristics, population �ags and
all other subject speci�c information. The other ADaM datasets may follow
two general structures, BDS and OCCDS.
BDS, basic data structure, it is used for many analysis datasets and the struc-
ture is suitable when there is one or more records for analysis parameters for
timepoint, an example of the use is for laboratory or vital sign assessment.
The variables included in BDS, in addition to subject identi�er or variables
coming from ADSL such as subject speci�c variables (i.e. treatment, popu-
lation �ags etc), are:

• Analysis Parameter: includes all variables used to identify the param-
eter, for example PARAM (parameter name), PARAMCD (parameter
short name), PARAMN (unique numeric identi�er of the parameter),
PARCAT(category of the parameter).

• Analysis Timepoint: includes all variables for describing the timepoint,
for example ADT/ATM/ADTM (date, time, datetime of the assess-
ment), VISIT (name of the visit), VISITNUM (numeric identi�er of
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the visit).

• Analysis Value: includes the variables for the results of the assessment,
for example AVAL (numeric value of assessment), AVALC (character
value of AVAL), DTYPE (derivation type).

Some of the variables such as PARAM and PARAMCD are required some
are permitted but not explicitly required.
In table 2.1 is presented a simple example of BDS structure applied to labora-
tory assessment. The USUBJID variable is the unique subject identi�er, each
row represent the information collected during a speci�c visit; the ABLFL
�ag is the baseline �ag that is the value of the parameter before the start of
treatment. The BDS structure could be used also for e�cacy endpoint, in
this case the name of the dataset is indicated with ADEFF or also for time
to event analysis and the common name used is ADTTE.
The other standard structure is OCCDS used for Occurrence Dataset. The
OCCDS is used when one or more "events" may happen to a subject and
the interest is to analyse how many subjects have this given term. For OC-
CDS datasets as for BDS the variables included are the subject identi�er or
subject speci�c variables (from ADSL) and in addition:

• Event term: includes all variables used to identify the event, for exam-
ple the term reported in the CRF (�TERM) and the term coded with
a speci�c dictionary (�DECOD).

• Event Timepoint: includes all variables for describing when the event
occurred, for example the event start date (ASTDT) and end date
(AENDT).

One example of occurrence dataset is ADAE. ADAE is the adverse event
dataset, it is created from AE and merged with ADSL. In Table 2.2 is pre-
sented a simple example of Adverse Event dataset, AETERM is the term
of the adverse reaction as reported in CRF instead AEDECOD is the coded
term using the MedDRA (Medical Dictionary for Regulatory Activities) dic-
tionary, AEBODSYS is the body system organ class, ASTDT and AENDT
are the start and end date of the adverse reaction, and TRTEMFL is the
�ag indicating whether the event occurred during the drug administration or
not.

USUBJID AETERM AEDECOD AEBODSYS ASTDT AENDT TRTEMFL
idsubj1 BRONCHITIS Bronchitis Infections and infestations 01JAN17 16JAN17
idsubj1 RUNNING NOSE Rhinorrhoea Respiratory, thoracic and mediastinal disorders 03FEB17 07FEB17 Y
idsubjn COUGH Cough Respiratory, thoracic and mediastinal disorders 13FEB17 Y

Table 2.2: Example of ADAE, Analysis Dataset for Adverse Event
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The conversion from SDTM to ADaM is performed for every domain
needed in the analysis.
The description of CDISC standard presented in this section is just a general
overview of the method, for understanding the potentiality or for learning
the rules for creating datasets it is possible to download the ADaM imple-
mentation guide from the CDISC web site [1]. The importance of having a
worldwide standard for data is enormous, it facilitates the exchange and the
submission of data, it enables the interoperability of clinical research, and it
reduces the time for setup and conducts a study and is easier to understand.
Even if SDTM and ADaM seem quite simple, creating a correct structure
and metadata requires a considerable amount of planning and e�ort.

2.6 From data to CSR analysis

The description given in the previous sections provides the ingredients needed
in a clinical trial, the interesting part is also understanding how exactly they
are combined together and the timing of the process. Given a speci�c ques-
tion: "Does this medication cure the disease?" the �rst thing to do is writing
the Protocol, this may takes a lot time because as shown in Section 2.1 this
is the base document of the trial, many experts are involved in this pro-
cess from programmers, statisticians, pharmacologists for review pre-clinical
studies or clinicians in general. In addition to the protocol is created the
informed consent document to be signed by the subject before entering into
the study. The protocol and the informed consent should be submitted for
review to the regulatory agencies and to institutional review board (IRB)/
ethics committees (EC) in order to ensure that the study is planned follow-
ing the ICH guideline and subjects are exposed to minimal risks compared
to any bene�ts that might result from the research. If the review teams ap-
prove the documents the study may start. Together with the protocol the
CRF is created this should be well-designed in order to allow the easy col-
lection of data relevant for the analysis. When all the documents have been
reviewed and approved and every people well instructed and informed on the
procedures to adopt, the enrolment of the subject may start. The starting
of the enrollment means that the �rst data based on the designed CRF are
collected. The data management team collects all the data coming from dif-
ferent centres and merges them together for creating datasets with SDTM
structure as described in previous section. The statisticians start developing
the CCM SAP, this SAP is used for checking data if there are unexpected
situation and for preparing the �nal analysis, when the SAP is �nalized the
statistical programmers start to develop the analysis. The statistical pro-
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grammer called "main" converts the SDTM datasets in ADaM structure and
from them produces all the analysis requested in the SAP, in a double blind
study this analysis are blinded. Another programmer called "validator" re-
produces independently the same datasets and analysis as requested in SAP
and check if the main programmer results are correct, this process is called
validation. When the validation process is terminated the programmer in-
forms the statisticians. The statisticians review the analysis and may decide
to modify the SAP or request changes to the program based on the results
of the data. This process is repeated during the course of the study and it
is used for preparing the �nal analysis. Close to the end of the study the
CSR SAP for the �nal analysis is prepared. The �nal CSR SAP should be
approved before the end of the study, when the last data are collected. In a
double-blind study when the last data are collected is called "database lock"
this means that data can't be further modi�ed, after the database lock the
programmer receive the real list of randomization and attach it to the data,
at this point the �nal analysis is produced. The ADaM and the outputs
are created and validated, the statisticians start the review of the �nal re-
sults and when approved they could be released to the external. From the
database lock to the release of the �rst outputs usually takes 3 days, all the
outputs (over than 100) should be then produced in one week.
The process described above is really short and simplifying summary of the
actions and stages for producing a clinical trial analysis. Many people are
involved and the timing is really demanding, thus the high preparation and
the experience are fundamental in this process.
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Chapter 3

Crossover design

The parallel clinical trial are commonly used to design a clinical research but
the biggest issue related to this design is the requirement of a great number
of subjects and consequently needs more time and resources. Sometimes, due
to the kind of disease, is not easy to �nd a su�cient number of recruitable
subjects and thus parallel design is not always feasible, a solution is the
crossover design. In this chapter a general description of crossover design
and its characteristics is provided, some of the procedures presented will be
applied in Chapter 4 in a real study.

3.1 Crossover design: overview

Crossover trials are studies where the experimental unit (patient) receives
di�erent treatments in the di�erent periods of study, crossing over from one
treatment to another. The simplest crossover design is the AB/BA design
where two treatments are given in two periods, subject are randomized to
take �rst A and then B or the opposite as shown below.

Design Period 1 Period 2
sequence A B
sequence B A

Adding treatments or number of periods is possible to obtain more com-
plex designs for example the 3-treatments 3-periods may correspond to the
sequences:

Design Period 1 Period 2 Period 3
sequence A B C
sequence B A C
sequence C A B
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or also it is possible to incorporate non-crossover sequence like in the Bal-
aam's design as shown below.

Design Period 1 Period 2
sequence A A
sequence A B
sequence B A
sequence B B

It is logical that the more treatments/periods are incorporated the more the
design is complicated and di�cult to analyse.

Advantages

The �rst advantage of crossover design compared to parallel study is the
fact that the patient serves as her/his own control. This is useful because
removes the between subjects variability and in this way the in�uence of
confounding factors is reduced. The second advantage is that requires fewer
patients to obtain the same power compared to parallel study and as a con-
sequence lower resources are needed.

Disadvantages

On the other side there are limitations of choosing this kind of design. The
�rst is related to the type of disease, it has to be a long term disease with
the primary endpoint of reducing symptom instead of cure the disease. In-
deed, for example, assuming that during the �rst period treatment A cured
the disease, in the second period there is no possibility to demonstrate the
e�cacy of treatment B or also if the treatment in �rst period lasts longer
than the disease, the e�ect on response in the subsequent period can't be
evaluated. The second limitation is the carryover e�ect; it is de�ned as the
e�ect of the previous treatment period on the response of the current period
therefore it may a�ect the �nal results.
The drop-out subjects are another aspect to be considered. A drop-out, i.e.
subject who prematurely discontinued the study, is an inconvenient also in
parallel study even if it could give information on the reason of the discon-
tinuation, in crossover design is extremely di�cult to gain advantages from
subject who discontinued because information are not directly linked to the
treatment or sequence if for example the subject discontinued during the �rst
period.

Carryover

26



As mentioned before one of the biggest disadvantages of crossover design
is the carryover e�ect, but what can be done to limit it? A common solution
is the introduction of a wash out period that is a time interval between the
treatment periods in order to "prepare" the subject for the second admin-
istration. The issue is that is not always clear how much longer the wash
out should be in order to eliminate the e�ect of the previous treatment. The
second issue is that the carry-over e�ect of the treatment could be di�erent,
making the interpretation of the results. The suggestion is to apply quite
long wash out period in order to not apply statistical correction at the end.
The very last chance if a strong carry-over is showed is to perform the anal-
ysis only taking the data of the �rst period, in this case the results and the
power of the analysis are questionable.

3.2 Sample size estimation for AB/BA design

Sample size estimation is the �rst step in clinical research. The sample size
should be computed based on the parameter of interest and the hypothesis
tested in order to obtain statistical inferences with a certain con�dence. The
sample size estimation should be divided for qualitative and quantitative
outcome and also for testing the non-inferiority, superiority or equality of
a drug A compared to B. The sample size computation is presented for a
generic signi�cance level α and power 1− β.

3.2.1 Continuos Outcome

Assuming that the variable of interest is a continuous outcome, we should
distinguish between parametric and non-parametric techniques.

3.2.1.1 Parametric

Using a parametric method the mean response can be used as indicator of
worsening or improvements. The hypothesis can be written as follow:

Equality:

H0 : µA − µB = 0

H1 : µA − µB 6= 0
(3.1)
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Non-inferiority/Superiority:

H0 : µA − µB ≤ (≥)δ

H1 : µA − µB > (<)δ
(3.2)

where
µA = mean of treatment A
µB = mean of treatment B
δ = non-inferiority/superiority margin
If we assume a normal distribution of the response, then the di�erence in
mean with known variance can be estimated by a t-student [2]. The formula
is then approximated by:
Equality:

N =
σ2(zα + zβ)2

2(ε)2
(3.3)

where
zα = value of Normal distribution at α level
σ = is the standard deviation
ε = is the estimated treatment e�ect under H1

Non-inferiority/Superiority:

N =
σ2(zα + zβ)2

2(µA − µB − δ)2
(3.4)

Has been demonstrated [9] that the use of a normal approximation to the
t-student may result in an overestimating of the power or alternatively under-
estimating the sample size. The solution is given by the use of a non-central
t-distribution, the formula for non-inferiority(superiority) is given by:

T2n−2

(
tα,2n−2|

2n(µa − µB − δ)
σ

)
= β (3.5)

where
α = signi�cance level
β = 1- power
tα,2n−2 = value of t distribution at α level with 2n-2 degree of freedom
µA = mean of trt A
µB = mean of trt B
δ = non-inferiority margin
σ = is the standard deviation
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This equation is solved using the distribution values in tab. 3.1.

α=2.5% α=5%
1− β = 1− β =

θ 80% 90% 80% 90%
0.30 176 235 139 191
0.32 155 207 122 168
0.34 137 183 108 149
0.36 123 164 97 133
0.38 110 147 87 120
0.40 100 133 78 108
0.42 90 121 71 98
0.44 83 110 65 90
0.46 76 101 60 82
0.48 70 93 55 76
0.50 64 86 51 70
0.52 60 79 47 65
0.54 55 74 44 60
0.56 52 68 41 56
0.58 48 64 38 52
0.60 45 60 36 49
0.65 39 51 30 42
0.70 34 44 26 36
0.75 29 39 23 32
0.80 26 34 21 28
0.85 23 31 18 25
0.90 21 27 16 22
0.95 19 25 15 20
1.00 17 23 14 18
1.05 16 21 12 17
1.10 15 19 11 15
1.12 14 18 11 15
1.15 13 17 11 14
1.20 12 16 10 13
1.25 12 15 9 12
1.30 11 14 9 11
1.35 10 13 8 11
1.40 10 12 8 10
1.45 9 12 7 9
1.50 9 11 7 9

Table 3.1: Values of T2n−2(tα,2n−2|
√
nθ/
√

2) <= β
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3.2.1.2 Non-Parametric

When information on data suggest that a normal distribution can't be as-
sumed then a non-parametric techniques can be used. Noether in 1987 [13]
and subsequently Rahardja in 2009 [15] provided an estimation of the sam-
ple size based on Wilcoxon�Mann�Whitney test, traduced in the following
formula:

N =
(zα

2
+ zβ)2

12t(1− t)(π1 − 0.5)2
(3.6)

where
α = signi�cance level
β = 1- power
t = fraction of subject treated nA/N
π1 = Pr(A > B) + 0.5Pr(A = B), where A and B are random variables with
cumulative density function FA and FB , respectively, referring to trt A and
B.
Formal estimator of π1 was given in [15].

3.3 Statistical analysis for AB/BA design

The statistical analysis of crossover design depends on the nature of the data,
i.e. qualitative or quantitative variable. Consider a crossover AB/BA design
where the aim is to evaluate if A is equal to B, in the following section an
overview of the methodologies will be presented

3.3.1 Binary Outcome

Suppose that the variable of interest is a binary outcome, where the results
is given by 0 for failure and 1 for success. In Table 3.2 the possible results are
presented. Our hypothesis is to test whether the probability of preferring A

Group (0,0) (0,1) (1,0) (1,1) Total
1(AB) n11 n12 n13 n14 n1.

2(BA) n21 n22 n23 n24 n2.

Total n.1 n.2 n.3 n.4 n

Table 3.2: AB/BA binary crossover design

(i.e. response 1) is equal to preferring B, in mathematical annotation could
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be written as:

H0 : πA = πB (3.7)

A statistical test that can be used is the McNemar's test. This test considers
the number of patients who prefer (i.e. response 1) each treatment regardless
of the order the treatments were received in and ignoring those patients who
do not express a preference. If we de�ne np = n.2 + n.3 the total number of
subject that show a preference and nA = n13 + n22 the subject who have a
preference for A under the null hypothesis, nA has a binomial distribution
with parameters 1/2 and nP . The p-values is then given using the equation of
the binomial distribution under the alternative hypothesis that nA/np > 1/2
(one-tailed test) the equation is given by:

P =

np∑
r=nA

(
np
r

)
1

2

r 1

2

np−r
(3.8)

For n large the binomial could be approximated with the normal distribution.

3.3.2 Continuous Outcome

Suppose now that the variable of interest is a continuous outcome, our hy-
pothesis in mathematical annotation could be translated in this way:

H0 : µA − µB = 0 (3.9)

T-test

The simplest way of analysing a crossover design is using a t-test. Let Yij
be the response of the ith subjects during period (j = 1, 2), nAB number of
subjects in sequence AB, nBA number of subjects in sequence BA and de�ne
di = yi2− yi1 the di�erence between period 2 and period 1 irrespective of the
sequence, then the treatment e�ect can be estimated by:

T =
d̄AB − d̄BA

ŜE(d̄AB − ¯dBA)
(3.10)

where
d̄AB =

∑
i∈AB di

d̄BA =
∑

i∈BA di

ŜE(d̄AB − ¯dBA) = sd
√

1
nAB

+ 1
nBA

and sd =

√
(nAB−1)s2dAB+(nBA−1)s2dBA

nAB+nBA−2
with
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s2dAB , s
2
dBA

the estimated variance of the di�erences of the sequences.
Assuming the normality distribution of the y and the equal variance the test
statistics will have a t-distribution with nAB + nBA − 2 degrees of freedom.
From the table of t-distribution is then computed the p-value and the hy-
pothesis of equality is then validated or rejected.
The α con�dence intervals for the mean di�erence are computed as follow:

1

2
(d̄AB − d̄BA)± 1

2
tα/2(nAB + nBA − 2)ŜE[d̄AB − ¯dBA] (3.11)

T-test is easy to compute but needs normally distributed data to performed,
assumption that is not always easy to do.
In the non-inferiority scenario that is the design used in the study presented
in this thesis, the hypothesis is adjusted in the following way:

H0 : µA − µB ≤ δ

H1 : µA − µB > δ
(3.12)

δ is considered as the inferiority margin. Simirarly, as above the treatment
e�ect is estimated by:

T =
d̄AB − d̄BA − δ
ŜE(d̄AB − ¯dBA)

(3.13)

In the non-inferiority test the result is evaluated using the con�dence inter-
val, indeed for claiming the non-inferiority the lower bound of the con�dence
limit should be greater than the margin. This means that with a certain con-
�dence (alpha level) the new treatment is not much worse than the standard.

Linear mixed model

The linear mixed model is an extension of the linear model where the re-
lation between a response and covariate is still linear but the assumption of
a single slope coe�cient is relaxed giving the possibility to vary across the
individuals and be predicted by the covariate. The model is composed from
a �xed part that are the observed covariate (qualitative or quantitative) and
a random part that usually is the individual experimental units.
The mixed model can be written as:

Y = Xβ + Zγ + ε (3.14)

where
Y is the vector of responses
X is the �xed-e�ects design matrix
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β are the �xed e�ects
Z is the random-e�ects design matrix
γ are the random e�ects
ε is the vector of errors
The assumption of the model is that γ and ε are normally distributed with

mean 0 and variance:

[
G 0
0 R

]
The estimation of the covariance can be done by using a likelihood-based
method, two methodologies can be used: the maximum likelihood (ML) or
the restricted/residual maximum likelihood (REML). ML method underes-
timates the covariance parameters because it assumes that the �xed param-
eters are known without uncertainty. The REML method updates the likeli-
hood function in order to estimate the covariance parameters independently
of the estimates for the �xed e�ects.
The �xed e�ect is then computed by minimizing the mixed model equations
obtaining: β = (X tV̂ −1X)X tV̂ −1y where V is the variance of y, this is called
generalized least squares.
In crossover design Y is the variable of interest, X is the matrix of the ob-
served e�ects that is the sequence (i.e. AB or BA), the period (1 or 2) and
other possible covariates of interest for example the value of the parameter
of interest at study entry and �nally Z are the subjects.
The advantages of using a model is the possibility to include possible ex-
planatory covariates.
In the hypothesis of the non-inferiority, the con�dence limit of the coe�cient
related to treatment e�ect will be evaluated. As for the t-test if the lower
bound of the CL is above the non-inferiority margin then the null hypotheis
will be accepted.

Wilcoxon�Mann�Whitney test

The Wilcoxon-Mann-Whitney test is a non parametric approach for anal-
ysis of continuous data. This test is useful when parametric assumption on
the distribution of the data can't be derived. Using the annotation described
above in t-test section for Yij and di = yi2 − yi1, then equation 4.1 in a
non-parametric view can be translated as:

H0 : FdAB(.) = FdBA(.) (3.15)

where F is the cumulative distribution function of di.
The statistics is then computed pooling the estimated di�erences for both
sequences and assigning a rank to each observation, then equation is then
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written as:

W =

√
12(RAB − nAB(nAB + nBA + 1)/2√

nABnBA(nAB + nBA + 1)
(3.16)

where RAB is the sum of the rank in sequence AB.
Under the null hypothesis 3.15 W is normally distributed with mean 0 and
variance 1, p-value is computed using the standard normal tables. The con-
�dence interval for the treatment e�ect are estimated using the Hodges-
Lehmann estimator [14]. The non-inferiority could be evaluated by adding
the non-inferiority margin to the traetment cosidered to be non-inferior and
then the statistics will be computed as shown above calculating the one-sided
p-value.

34



Chapter 4

Crossover design: a case study

In this chapter we present the application of the crossover design in a real
study. First a presentation of the disease and the primary objective is pro-
vided, then we will try to go through the point of the protocol as described
in Chapter 3, the analysis of secondary endpoint will not be presented.

4.1 Case study

The case study of this thesis is non-inferiority, early stage, multicentre, ran-
domized, double-blind, active comparator-controlled and crossover trial. For
con�dentiality reasons, due to undergoing process of submission, actual infor-
mation on drug and disease cannot be disclosed. Thus, only methodological
and statistical review will be presented. The hypothesis of the trial and the
data will be slightly modi�ed in order to not connect to the speci�c trial, but
maintaining the overall statistical and methodological consideration. Con-
sidering that data and parameters have been modi�ed, this work should be
considered as an example of application of a crossover design and not a pre-
sentation of the real study results.
The objective is to evaluate if a new drug A is non-inferior to standard drug
B in improving the disability in subjects a�ected by a chronic worsening dis-
ease.
The standard drug B is the only approved treatment in commerce for the
disease under study, the non-inferiority design is the best con�guration in
order to �nd an alternative treatment, because contrary to superiority the
requirement are lower.
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4.1.1 Introduction

The disease of this study is a chronic progressively worsening disease, the
prevalence is estimated to be 3 per 200,000 and incidence 10 per million years.
Usually a�ects subjects from 20 to 70 years and the median onset time is
around 50 years. The standard and �rst line treatment used is drug B, the
placebo-controlled trials have demonstrated an improvement on disability
and the safety of that treatment.
Drug A is in the same therapeutic class of drug B, pre-clinical studies have
demonstrated the safety pro�le of the drug and clinical studies have con�rmed
the safety and demonstrated the e�cacy on other related diseases. Given the
positive results obtained on the safety of drug A, the objective is to provide
data on e�cacy in treatment of the disease.

4.1.2 Objectives and endpoints

The primary objective of this study is to evaluate the e�cacy of drug A
compared to drug B for treatment of patients with this worsening disease.
The variable used for this evaluation is the sum of 5 scores representing the
level of disability on a speci�c parameter measured in the body. Each score
scale ranges from 0 to 10 in 1 unit increments that represent lower levels of
disability. The hypothesis that will be tested is the non-inferiority, i.e. drug
A is not much worse than drug B in improving the disability. The primary
endpoint chosen is commonly used to evaluate the improvement or worsening
of the disease on subjects.
The secondary objective is to have con�rmation on safety. The safety eval-
uation is assessed recording the adverse e�ects happened during treatment
period and evaluating the change from baseline to post-baseline assessment
in vital sign or laboratory parameters.
Exploratory objective is to evaluate if the speed of worsening in drug A is
lower than drug B. The evaluation is done using the same variable used in
the primary endpoint evaluation.
Other objectives included in the protocol will not be presented in this thesis.

4.1.3 Study design

The study is a non-inferiority, early stage, multicentre, randomized, double-
blind, active comparator-controlled and crossover trial. The diagram is
showed in Fig. 4.1.
Considering the low prevalence of the disease, the issue was to �nd adequate
number of evaluable subjects to be included in the analysis, this is the major
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Figure 4.1: Study design

reason why the crossover design has been chosen. Indeed the crossover re-
quests a lower number of subjects compared to parallel study to obtain the
same power and is particularly suitable when the endpoint is the change in
some parameters and not the cure from the disease.
The study includes 2 consecutive periods:
The Screening period will be completed in a maximum of 30 days prior to
Randomization. During this period patients meeting the eligibility criteria,
if they agreed to participate, should sign the informed consent. Baseline dis-
ease characteristics and demographics information will be collected in this
phase.
The treatment period will last from randomization up to Week 32. Subjects
are randomized to follow drug A for 16 weeks and subsequently drug B for
other 16 weeks or vice versa.
The end of study visit will take place from 4 to 8 weeks after the last admin-
istration of drug.
Carryover e�ect bias is not expected in this trial.
Even if the drug is considered to be safe an independent DMC will review
blinded and/or unblinded data on a regular basis during the trial.

4.1.4 Study population

Twenty subjects will be randomized in order to have at least 18 subjects
who have an evaluable e�cacy assessment. The patients included are all
subjects a�ected by the disease aged from 18 to 70 that did not receive the
standard treatment or other investigation product in the last month. Other
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exclusion criteria were considered and there were related to potentially risk
of the subject.

4.1.5 Study intervention

Active drug and controlled have been provided as identical �lm-coated tablets
to be taken once a day.
The drug will be supplied in a blid-labeled bottle containing 28 tablet for 4
weeks of treatment.

4.1.6 Study intervention discontinuation and participant
discontinuation/withdrawal

All patients were free to withdraw from participation in this study at any
time, for any reason, and without prejudice. Patients who withdraw their
consent will be asked to undergo the study assessments scheduled at the end
of study visit. The participation to the end of study visit is voluntary.

4.1.7 Study assessments and procedures

4.1.8 Statistical analysis

Recalling previous sections the disease of this study is chronic and progres-
sively worsening disease, the aim of the trial is to evaluate the non-inferiority
of a new drug A, compared to the standard drug B. Patients were random-
ized in a ratio 1:1 to sequence AB or BA and then were followed for about
16 weeks in each period. The primary endpoint is a continuous outcome
indicating the level of disability. Therefore the hypothesis to be tested can
be written as follow:

H0 : µA − µB <= δ

H1 : µA − µB > δ
(4.1)

where µA is the mean of the response variable in drug A, µB is the mean of
the response variable in drug B and δ is a �xed level of non-inferiority. The
chosen level was δ = -1, the level was considered to be clinically signi�cant.

4.1.8.1 Randomization

Patients meeting the eligibility criteria were randomized in a 1:1 ratio in the
two groups corresponding to the sequence AB or BA. The simple random-
ization method was used.
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Comments: in parallel study the decision of simple randomization method
compared to other more complex methodology is evidence that no strong re-
lation between the primary endpoint and a possible covariate is supposed.
If otherwise, previous studies or clinicians showed a prognostic factor, this
should be included in the randomization process avoiding creation of incom-
parable groups.

4.1.8.2 Sample size estimation

The sample size was estimated to be of 18 subjects, accounting for a drop-
out rate of 10% a total of 20 subjects have been recruited. The sample size
estimation was done considering a non-inferiority margin of 1 point on the
mean di�erence between the two treatment groups. The trial was planned
in order to have a power of 90% with a level of signi�cance α = 2.5% and
based on the assumption of no di�erence between the two treatments mean.
The last assumptions, computed from previous studies was the within sub-
ject variance to be 3.2.
Considering the information provided from clinicians and from previous stud-
ies related to the mean and variance, the non-parametric approach is not a
useful technique because we don't have the information required in equation
3.6. The assumption of a normal distribution is not denied from previous
studies, so replacing in 3.3 the values given above we obtain:

N =
3.2(1.96 + 1.29)2

2(0− (−1))2
≈ 17 (4.2)

if we apply the exact equation de�ned in 3.4 and using Table 3.1 with our
value on the non-central t-distribution with k = 1 and θ = 2(µa−µB−δ)

σ
we

obtain 18 subjects. In crossover design with a low prevalence disease, i.e.
expecting a lower number of subjects, is more advisable to use the non ap-
proximated equation.

4.1.8.3 Analysis set

Four di�erent analysis sets were de�ned and each analysis set was used for a
speci�c analysis:
Randomized set : The randomized set consists on all subjects who under-
went randomization.
All-Treated Set : This analysis set includes all randomized subjects, who
took at least one dose of study drug.
Modi�ed Intention-To-Treat set: all treated subjects, with the baseline
and at least one post treatment baseline e�cacy assessment available.
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Per Protocol Set: This analysis set comprises all subjects included in the
Modi�ed Intention-To-Treat set who did not violate the protocol in a way
that might a�ect the evaluation of the e�ect of the study drug on the e�cacy
endpoint. The list of protocol deviation were given in the study.

The Randomized set was used for subject's listings, in this way for all sub-
jects included in the study is possible to know the data collected. Safety
evaluations were done on All-Treated set because only subjects who received
a treatment are potentially at risk and the safety pro�le need to be explored,
the Modi�ed Intention-To-Treat set was used for the analysis of the primary
endpoint because include all subject treated with at least one e�cacy param-
eter available for the evaluation and �nally the Per Protocol set was used on
secondary endpoints where more strict condition have been applied. Subjects
included in the di�erent population were summarized in a table as shown in
Fig. 4.2.

Figure 4.2: Summary of analysis set

Twenty subjects were randomized, one subject randomized to sequence BA
discontinued the study after the start of treatment and so he was not included
in the Modi�ed Intention-To-Treat set and Per Protocol Set.

4.1.8.4 Demographics, baseline and disposition

The �rst analysis performed in clinical trial is the description of the popula-
tion. Demographics such as age, sex, race, height, weight, BMI at screening
were presented in a table as shown in Fig. 4.3.
The same was done for baseline disease characteristics, for example the dis-
ability score or other disease speci�c parameters evaluated at screening visit
have been showed.
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Figure 4.3: Summary of demographics

No substantial di�erence where highlighted during the subject characteristic
analysis.
The baseline information are presented only in a descriptive way.

4.1.8.5 Exposure

The exposure of the subject to treatment is evaluated in term of duration of
study treatment. Reasons for discontinuation were collected and displayed
in a summary table. The exposure was evaluated per drug considering the
sum of the two periods and displayed as in Fig. 4.4.
All subjects, except for the patient who previously discontinued, have been
treated as planned.

4.1.8.6 Safety evaluation

The onset of adverse events during the treatment period was evaluated as
safety parameter. The treatment emergent adverse event are those adverse
event started during the treatment period, these were summarized by period,
drug and overall as shown in Fig. 4.5.
The number of AE recorded for drug A was quite similar to drug B, es-
pecially nine during administration of drug A and ten during drug B. The
same summary was done on serious and related treatment emergent adverse
event, no serious adverse event was registered. Vital sign parameters includ-
ing systolic and diastolic blood pressures (mmHg), heart rate (beats/minute)
and body temperature (C) and laboratory parameters including hemoglobin
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Figure 4.4: Summary of exposure

(g/L), platelets (109/L), AST (IU/L), ALT (IU/L), ALP (IU/L), Creatinine
(umol/L), total and direct bilirubin (umol/L) were also considered for safety
analysis. The absolute value at each post-baseline visit as shown in Fig. 4.6
and the change from baseline to end of study (Fig. 4.7) were evaluated. No
statistical analysis was performed to compare the value, the manual evalu-
ation didn't highlight substantial di�erences in the di�erent phase of treat-
ment.

4.1.8.7 Statistical analysis for the primary endpoint

The primary endpoint is to evaluate if treatment A is not inferior to treat-
ment B, using as level of non-inferiority -1 and comparing the mean di�erence
for A minus B. If the lower limit of the con�dence limit for the mean di�er-
ence is bigger than -1 then the non-inferiority is demonstrated.
The �rst consideration to be done in crossover design is the evaluation of
carryover e�ect, i.e. the assessments during the second period may be in-
�uenced by the �rst period. A solution is to plan a long wash-out interval
between the two phases of administration, in this way the data of the second
period are "cleaned" from the in�uence of the �rst. The wash-out should
be planned at the beginning of the study but it was not done in this trial
because no carryover e�ect is expected, in any case a statistical evaluation
of the carryover e�ect was performed. This is done in combination with the
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Figure 4.5:

analysis on primary endpoint; in the following section we will see di�erent
methodology.
The analysis was performed using SAS 9.3 version, the code is available in
Appendix.

Two sample t-test:

The �rst approach that can be used is a two sample t-test for the di�er-
ence in mean as described in Chapter 3. The variable of interest is the mean
of the 5 sum score during the evaluation period of each treatment. In SAS 9.3
we can already compute the t-test for crossover design. First the carryover
e�ect could be tested, a t-test is applied to the sum of the two periods for
each subject the p-value is given by:

p-value
Di�erence seq BA/AB 0.1564

The non signi�cant p-value for the sequence implies that a carryover e�ect has
not been highlighted. Then a two sample t-test for comparing the treatment
is applied:

Mean 95% CL
-0.2060 (-0.6811, 0.2690)

as we can see the lower limit of the con�dence limit is bigger than -1 showing
the non-inferiority of treatment A. Introducing the option ho=-1 the non
inferiority test is performed giving the result:
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Figure 4.6: Summary at each post-baseline visits in safety parameters

tValue p-value
Non-inferiority 3.50 0.0012

The rejection of the primary hypothesis is the demonstration of the non-
inferiority of treatment A compared to B. In case of evidenced treatment
sequence e�ect the analysis could have been produced by replacing the mean
of the 5 sum score with the last available assessment per period.
A negative aspect of the t-test is the impossibility of taking into account the
baseline value or other baseline characteristic that may be of interest in the
analysis.

Linear mixed model:

The second solution consists of applying a statistical model to the response
variable. As anticipated in previous section, the model is a more advisable
choice because introduce the possibility of adding covariates of interest.
The model chose in this trial is the linear mixed model described in Chapter
3 and includes the treatment, the period and the sequence as �xed factors
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Figure 4.7: Summary of change from baseline to end of study in safety pa-
rameters

then the baseline 5 sum score is added as continues covariate, patients are
considered as random factor. The baseline 5 sum score is the value obtained
before the �rst drug intake of period 1. The results of the �tted model are
shown in Table 4.1. The lower limit of the con�dence interval is bigger than

Covariate Least Squares Means Di�erences of Least Squares Means
Estimate (95% CI) Estimate 95% CI p value

Treatment
A 44.5 (43.48, 45.59) -0.01 (-0.51, 0.48) 0.9640
B 44.5 (43.61, 45.49 )

Treatment period
Period 1 44.4 (43.36, 45.49) -0.24 (-0.73, 0.25) 0.3224
Period 2 44.7 (43.74, 45.59)

Treatment sequence
Sequence AB 45.0 (43.94, 46.05) 0.90 (-0.85, 2.65) 0.2959
Sequence BA 44.1 (42.58, 45.61)

Table 4.1: Linear mixed model results

-1, con�rming the non-inferiority of A versus B. The p-value of the sequence
is not signi�cant meaning that there isn't an appreciable di�erence of taking
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A before B or vice versa. The least square means gives an estimate of the
mean of the response variable for a speci�c setting (example: mean in drug
A or mean in period 1) controlling for the other covariates. As we can see
from the table the means of drug A and drug B is quite similar with a non
signi�cant p-value. The p-value of non inferiority was computed adding 1
to the mean of the 5 sum score at the end of the treatment period only for
treatment A, the mean of treatment B was left unchanged. The resulting
p-value is shown in Table 4.2, since it is below the signi�cance level the null
hypothesis of inferiority is rejected thus A is considered non-inferior to B.

p value
Non-inferiority A versus B 0.0002

Table 4.2: Non-inferiority tests

Non-parametric :

During the planning of the study a strong deviation from the Normal as-
sumption may be observed from previous studies or supposed from the na-
ture of the data, in this case a non-parametric approach could be used. The
Wilcoxon test described in Chapter 3 is applied as for the t-test to the di�er-
ence period 1 - period 2. First a comparison between the periods is done by
applying the test to the sum of period 2 and period 1, the p-value obtained
us given by:

p-value
Di�erence seq BA/AB 0.2906

The Wilcoxon test is not a test based on the mean, thus is not possible to
obtain a con�dence interval for the mean treatment di�erence. The non-
inferiority could be tested with a one-tail test adding the estimated level for
non-inferiority to treatment A, the results is given by:

p-value
Non-inferiority A versus B 0.0027

This presentation is only for describing di�erent methodologies and their
application, in a clinical trial the statistical method should be planned at the
beginning.
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4.1.8.8 Exploratory endpoint

An interesting aspect that could be evaluated in presence of a variable that
may increase or decrease is the relationship with time, in this case how fast
the new drug compared to standard treatment is bene�cial to the subject.
For doing this evaluation a random coe�cient model is applied. The ran-
dom coe�cient model is an extension of the linear mixed model described in
Chapter 3 and applied previously where the time is incorporated as random
e�ect. The time is not considered as a �xed covariate with a corresponding
slope but the slope may vary with the subject. The model is therefore
Fixed e�ect: time, treatment, treatment*time
Random e�ect: subject, subject*time
In cross-over trial, the subject is allocated to di�erent treatment over-time
thus it is not meaningful to include all data in the model, an evaluation of
the two periods is performed separately.
Period 1, Reference Drug A

E�ect Estimate SD p-value
time 0.02934 0.05665 0.6102

Period 1, Reference Drug B

E�ect Estimate SD p-value
time 0.07509 0.06347 0.2502

The time was evaluated in weeks, the rate of increase of the 5-score in mean
per weeks in treatment B is 0.03 instead in treatment A 0.06, and the values
are both non-signi�cant.
Period 2, Reference Drug A

E�ect Estimate SD p-value
time 0.01836 0.01703 0.2940

Period 2, Reference Drug B

E�ect Estimate SD p-value
time -0.01438 0.01548 0.3636

In period 2, as for period 1 there is no signi�cant di�erence in the rate of
change, thus the only conclusion is that Drug A is not much di�erent from
drug B in improving the disability.
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4.2 Conclusion

In this study more than 80 tables and 30 �gures were programmed and
validated, as discussed above they include subject characteristic at study
entry, safety evaluation (adverse events, vital signs and laboratory parame-
ters), exposure and study treatment discontinuation/ interruption, analysis
of primary endpoint and even if they were not mentioned secondary and ex-
ploratory endpoints. This study example showed a non-inferiority of drug A
and the safety pro�le of the drug was con�rmed.
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Discussion

In this thesis we have presented a randomized controlled trial application in
a real life context.
Clinical trials are the techniques used to demonstrate the safety and e�cacy
of a new drug or a medical device. The di�culty of planning a medical re-
search is to �nd the correct way to set up the study and the appropriate
statistical method for the analysis. Furthermore the request of regulatory
agencies for the submission of a clinical trial are becoming increasingly de-
manding and the direction is to have a worldwide standard method for the
report of the trials.
The study of this thesis is a non-inferiority, early stage, multicentre, ran-
domized, double-blind, active comparator-controlled and crossover trial. The
choice of the design depends on di�erent factors and is not automatically easy
to �nd the best con�guration. The disease under study is a chronic progres-
sively worsening disease, with a really low prevalence and incidence. The
issue was to have an adequate sample size to obtain a statistical power of
90%. The crossover design seemed to be the appropriate choice in this situa-
tion because compared to parallel study needs to recruit less subjects and is
suited for researches where the aim is not to cure the subject but to relieve
the symptoms. The non-inferiority to the standard drug was assessed com-
paring the mean of the sum of 5-score representing the level of disability on a
speci�c parameter measured in the body, higher values of the score represent
a lower disability. The second issue raised from the application of crossover
design was the carryover e�ect that is the e�ect of the �rst treatment pe-
riod on the second period. Usually this is reduced incorporating a wash out
interval between the two periods, but this was not done in this study assum-
ing from previous study improbability of carryover e�ect, anyway during the
analysis of the primary endpoint the test for estimating the possible carry-
over has been described. For the analysis of the primary endpoint parametric
and non-parametric techniques were presented to give a general overview of
the di�erent methodologies, but the model chosen was a linear mixed model
because it allows the introduction of covariate and considering the subjects
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as a random e�ect allow a more �exible structure. The non-inferiority of
drug A was claimed in this example analysis. An exploratory endpoint was
then proposed, when we are in presence of a variable that may increase or
decrease over time, it may be of interest to evaluate the relationship with
the time. The evaluation was performed using a random coe�cient model
that is an extension of the linear mixed model where the time is included in
the analysis not as covariate but as a random e�ect. The variation over time
including all data is not meaningful in crossover trial due to the sequence of
treatment taken, the evaluation was then performed dividing the analysis in
the two periods and comparing the results obtained. The results showed no
signi�cant di�erence on the rate of change in the two treatment, two period,
it may be of interest of future research to �nd how to link the di�erent re-
sults in presence of contrasting value and if it can be evaluated in term of a
carryover e�ect. To complete the presentation of the study the description
of the population, the subject characteristic and the safety parameters were
presented, displaying how the results are summarized for external review. No
serious adverse events or abnormal vital sign or laboratory parameter was
collected during the administration of drug A.
The aim of this work was not only to present a clinical trial with its statisti-
cal consideration but to gives an overview of the di�culty that may arise in
planning a clinical trial, and the steps and documents that has to be done.
The randomized clinical trials are the most common method used in clinical
research, but is not always easy to �nd the perfect design that allow a pow-
erful analysis of the data reducing the exposure of the subjects to potentially
ine�ective drug. Furthermore planning a clinical trial is expensive in term
of cost and duration, and the results are not always positive even with a rig-
orous planning. Future works are aimed to apply more advanced techniques
that may increase the e�ciency of the analysis. This area of study is called
adaptive design and it means the possibility to vary some parameters of the
study, during the course of the trial, given the results obtained from the data
itself. Given the importance of this techniques FDA in 2010 released a draft
guidelines on adaptive design encouraging this new approach to drug trials.
In the example of the crossover design, one "adaptive" application is based
on the allocation of the subject to the most powerful treatment sequence,
considering two-treatment two-period design the possible treatment combi-
nation are AB, BA, AA, BB, the adaptive cross-over design may assign the
new subject to the sequence more safe or e�ective. This choice is ethical be-
cause more subjects are allocated to better treatment limiting the drop-out
and avoiding the missing data issue. In a crossover trial a useful adaption
could be the sample size re-estimation, considering the application in pres-
ence of rare disease, the treatment is usually long and as a consequences it
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could be frequent the withdrawal of the subject, a simple size re-estimation
could be the method to increase the number of subjects and the power of the
analysis in situation where there is an inadeguate sample size. The concern
of the adaptive design is the statistical procedure to be used and its validity
changing the initial hypothesis. Although the results of adaptive design are
still a matter of study because of the doubt on the statistical procedure and
the interpretability of the results, the application in clinical trials is increas-
ing over time.
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Appendix A

SAS-code

A.1 sas

*dat dataset have one row for each subject and the variables are:

subj = number of subject;

seq = sequence of treatment (AB or BA)

trt1 = treatment for period 1

trt2 = treatment for period 2

mp1= mean of endpoint of period 1

mp2= mean of endpoint of period 2

sump = mp1 + mp2

diff=mp1-mp2

diif2=mp2-mp1 (increasing the A values of 1 point);

* t-test carryover;

proc ttest data=dat;

class seq;

var sump;

run;

* t-test treatments difference;

proc ttest data=dat ;

var mp1 mp2 / crossover= (trt1 trt2) ;

run;

* t-test non-inferiority;

proc ttest data=dat1 ho=-1 alpha=0.025 side=U;

var mp1 mp2 / crossover= (trt1 trt2) ;

run;
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*mixed model;

proc mixed data=dat2 method=reml empirical;

class trt period seq subj;

model val = trt period seq base / s residual;

random int / type=UN subject=subj;

lsmeans trt period seq / pdiff diff alpha=0.05 cl;

run;

*non-parametric carryover;

proc npar1way data=datt wilcoxon;

class seq;

var sump;

run;

*non-parametric non-inferiority;

proc npar1way data=datt wilcoxon;

class seq;

var diff2;

run;

*random coefficien model;

proc mixed data=dat1;

class trt subj;

model val= trt time trt*time/ solution ddfm=kenwardroger;

random int time/subject=subj type=un solution;

run;
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