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## Notations and conventions

Throughout this thesis, we will use natural units $\hbar=c=1$. Light italic roman type will be used for four-vectors, while boldface italic will be used for threevectors and two-vectors. The latter will be also indicated with the " $\perp$ " suffix. Greek indices range from 0 to 3 and refer to Lorentz components; Latin indices range from 1 to 3 and refer to spatial components, namely ( $a^{1}, a^{2}, a^{3}$ ) = ( $a_{x}, a_{y}, a_{z}$ ). Einstein's convention for summation of repeated Latin indices will always be assumed, whereas repeated Lorentz indices are meant to be contracted with the metric tensor: $a^{\mu} b_{\mu}=a^{\mu} g_{\mu \nu} b^{\nu}$.
We will consider the Levi-Civita totally-antisymmetric tensor in four dimensions with the convention $\varepsilon_{0123}=1$; accordingly, in three dimensions we will take $\varepsilon^{i j k}=\varepsilon_{0 i j k}$, while in two dimensions $\varepsilon^{i j}$ is defined through $\varepsilon^{12}=-\varepsilon^{21}=1$, $\varepsilon^{11}=\varepsilon^{22}=0$
We will use the Standard representation for Dirac matrices:

$$
\gamma^{0}=\left(\begin{array}{cc}
\mathbb{1} & 0 \\
0 & -\mathbb{1}
\end{array}\right), \quad \gamma^{i}=\left(\begin{array}{cc}
0 & \sigma^{i} \\
-\sigma^{i} & 0
\end{array}\right), \quad \gamma^{5}=\left(\begin{array}{ll}
0 & \mathbb{1} \\
\mathbb{1} & 0
\end{array}\right),
$$

where $\sigma^{i}$ are the $2 \times 2$ Pauli's matrices

$$
\sigma^{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma^{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma^{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

The commutator of Dirac matrices is $\sigma^{\mu \nu}=\frac{i}{2}\left[\gamma^{\mu}, \gamma^{\nu}\right]$. We will also adopt Feynman's slash notation $\not p=\gamma^{\mu} p_{\mu}$.


## Introduction

In this thesis we will discuss examples of applications of the light-front quantization formalism in Quantum Field Theories. The purpose of this Introduction is to describe the background of our studies and to provide the motivations that inspired this research.

### 1.1 Quantum Field Theory

In the mid 1920s, when Quantum Mechanics was emerging as the formalism that describes Physics at the subatomic scale, the theory of Special Relativity was already well-established. A lot of effort was therefore immediately devoted to reconcile the two theories in a unified framework. It soon became clear that the approach offered by Quantum Field Theory (QFT), as presented in the pioneering works by Born, Jordan, Heisenberg and Dirac [1,2], was the most suitable to attack the problem. Quantum Electrodynamics (QED), in particular, proved to be extremely successful in the description of the interactions between radiation and matter.
Thanks to the subsequent introduction of renormalization techniques, which made it possible to obtain an incredibly precise predictive power, QED has become over the years the best-tested and one of the most consolidated theories in all of Physics [3]. Quantum Field Theory is nowadays the underlying framework of the Standard Model (SM), that describes elementary particles and the fundamental forces ruling their interactions.

In the canonical QFT formulation, given some boundary condition on a three-dimensional hypersurface at fixed time $t=0$, the state associated to a given system is evolved in the time direction according to the Schrödinger equation. As noticed already by Dirac in 1949 [4], however, the choice of a preferred direction for the evolution of the system is somewhat arbitrary: there are (infinitely many, in principle) equivalent possibilities, or forms of relativistic dynamics, as Dirac called them. The canonical one is referred to as the
instant form. The light-front form, instead, mixes the direction of time and of the $z$ coordinate, thus rotating the $t=0$ hypersurface to make it tangent to the light cone centered at the origin. The formulation of QFT in the light-front form is named light-front quantization.

As we will extensively discuss throughout this thesis, the different forms of dynamics eventually provide perfectly equivalent results. Nevertheless, they turn out to be more or less suitable for the analysis of a given problem. In the framework of Particle Physics, light-front quantization proves to be an elegant language for the description of a composite particle in terms of its elementary constituents. For this reason, this formalism is effectively employed in the context of Hadron Physics and Quantum Chromodynamics (QCD), although it can be in principle applied to any QFT.

### 1.2 Hadronic Physics and QCD

The main goal of Hadronic Physics is to describe the global properties of nucleons (namely, protons and neutrons) in terms of the underlying properties of their constituents (namely, quarks and gluons) and of the interactions among them. The latter are ruled by QCD, which is the Standard-Model theory of strong interactions. Its non-Abelian nature makes it far different from the electroweak sector of the SM, introducing in particular the phenomena of asymptotic freedom and confinement. These aspects complicate the treatment of QCD both from the theoretical and the experimental side, making the final goal extremely challenging to achieve.
Besides lacking a complete mathematical formulation, QCD misses to explain the nature of fundamental physical quantities related to protons and neutrons. Over the last few years, tremendous progresses have been made in matching the QCD theoretical predictions of nucleons' fundamental physical quantities, mainly through the lattice-QCD approach. Nevertheless, QCD still lacks a complete mathematical formulation; it cannot therefore, at present, provide a method for the analytical derivation of such quantities, and eventually explain of their generation mechanisms. Typical examples in this regard are given by the origin of the nucleons' mass (which amounts to about $99 \%$ of the mass of the visible universe) as due to the gluon dynamics [5,6], and the decomposition of the nucleons' spin in terms of contributions from spin and orbital angular momentum of the constituents [7].
The fundamental primary tools for the inspection of the internal structure of nucleons are the partonic distribution functions, which provide us with multidimensional maps of the inside of nucleons both in momentum and position space. A proper determination of these functions, both from the theoretical and the experimental point of view, would hence be key to shed light on the above-mentioned open problems. For this reason, over the last few decades the worldwide Hadronic Physics community has spent a major effort in their
investigation.
The light-front quantization formalism is a precious theoretical instrument for the study of partonic distributions since, other than simplifying practical calculations, it allows one to have an intuitive physical interpretation of their content [8]. Furthermore, the possibility to apply it to a generic Quantum Field Theory makes it a suitable common ground for the comparison of theories with different properties, such as QED and QCD, thus highlighting their similarities and differences.

### 1.3 Outline of the thesis

The goal of this thesis is to present some novel applications of the light-front quantization formalism to the fields of QED and QCD.
In Chapter 2 we will review the basic concepts that form the foundations of light-front quantization. We will adopt a historical perspective, stressing at the same time the advantages of this formalism with respect to the usual instantform quantization.
In Chapter 3 we will prove that light-front Time-Ordered Perturbation Theory and the covariant Feynman-diagram approach in light-front coordinates and in light-cone gauge are equivalent at one-loop level in QED. As we work in a gauge theory, the presence of instantaneously-propagating photons makes the problem non-trivial. Our proof clarifies which form should be used for the gauge-field propagator in light-cone gauge.
In Chapter 4 we will give a brief overview of the available distribution functions in Hadronic Physics. These instruments allow one to investigate the internal structure of composite particles in terms of their constituents. Examples of their application both in the field of QED and in that of QCD will be showed in Chapters 5 and 6.
In Chapter 5 we will study the $\alpha$-order structure of the dressed electron, considering it as composed of a bare electron and a virtual photon ${ }^{1}$. To this aim, we will consider the Generalized Transverse-Momentum Dependent and the Transverse-Momentum Dependent distribution functions in QED. We will provide their analytical calculation and discuss their gauge-invariance, with particular focus on the role of the transverse gauge link. Besides the academic interest in viewing the point-like electron in a new perspective as a composite system, the purpose of working in the QED framework is to gain a deeper knowledge of light-front quantization methods by enlightening their general features.
In Chapter 6 we will turn our attention to Hadronic Physics and describe angular-momentum distributions of quarks in position space inside the nu-

[^0]cleon. At the level of densities, the interpretation of contributions from orbital angular momentum and spin of the constituents to the total spin of the nucleon is not straightforward, due to divergence terms that vanish upon integration. A correct assessment of these quantities is nonetheless crucial if we want to understand how the nucleon's spin originates from the properties of the partons. We will illustrate our findings in the scalar-diquark model of the nucleon, in terms of Generalized Parton Distribution functions in the impact-parameter space.
We will finally summarize our results and offer some outlooks for future perspective of this work in Chapter 7.

## Chapter

## Light-front quantization

All throughout the present work, we will adopt the formalism of light-front quantization, discussing some of its applications in the contexts of Quantum ElectroDynamics (QED) and Quantum ChromoDynamics (QCD). Over the last few decades, light-front quantization has become a well-established language for the investigation of composite systems in Quantum Field Theory, providing a clear intuition of the physical picture under analysis and relevant simplifications of the practical calculations. In this Chapter we recall the basic ideas behind this approach and show some of the advantages that it offers, mainly following the discussion in Ref. [9].

### 2.1 Foundations

Quantum Field Theories provide a quantum-mechanical description of a physical system in the arena of a flat, four-dimensional Minkowski spacetime $(\mathcal{M}, g)$, endowed with the metric

$$
g_{\mu \nu}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{2.1}\\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right)
$$

and with coordinates written canonically as $x^{\mu}=\left(x^{0}, x^{1}, x^{2}, x^{3}\right)=(t, \mathbf{x})$. Let $\psi(t, \mathbf{x})$ be the state that describes the system at a certain point in spacetime. As we deal with the dynamics of the system, the "time" coordinate $t$ plays a special role, since $\psi(t, \mathbf{x})$ evolves along the time-like direction through the Schrödinger equation

$$
\begin{equation*}
i \frac{\partial}{\partial t} \psi(t, \mathbf{x})=P_{0} \psi(t, \mathbf{x}) \tag{2.2}
\end{equation*}
$$

Eq. (2.2) is uniquely solved once we have fixed some boundary conditions $\psi\left(t_{0}, \mathbf{x}_{0}\right)$ on a space-like hypersurface at fixed time $t=0$, and yields an operational definition for the Hamiltonian $P_{0}$ as a displacement operator with
respect to time $t$.
It is easy to realize that the concepts of "time" and "space" are to some extent arbitrary in the context of a covariant theory: one can obtain a new parametrization of spacetime by taking some generalized coordinates $\tilde{x}^{\mu}\left(x^{\mu}\right)=$ $\left(\tilde{x}^{0}, \tilde{\mathbf{x}}\right)\left(x^{\mu}\right)$ and considering initial conditions $\psi\left(\tilde{x}_{0}^{0}, \tilde{\mathbf{x}}_{0}\right)$ on the null-time hypersurface $\tilde{x}^{0}=0$. The system would then evolve in the direction of the new "time" $\tilde{x}^{0}$, orthogonal to the null-time hypersurface, still according to the Schrödinger equation:

$$
\begin{equation*}
i \frac{\partial}{\partial \tilde{x}^{0}} \psi\left(\tilde{x}^{0}, \tilde{\mathbf{x}}\right)=\tilde{P}_{0} \psi\left(\tilde{x}^{0}, \tilde{\mathbf{x}}\right) \tag{2.3}
\end{equation*}
$$

which we can interpret as the definition of the Hamiltonian operator $\tilde{P}_{0}$ in the new coordinates.

The minimal constraint to be required for the transformation $\tilde{x}^{\mu}$ is that it should be an invertible function of the canonical coordinates. The metric tensor in turn changes according to

$$
\begin{equation*}
\tilde{g}_{\mu \nu}=\left(\frac{\partial x^{\rho}}{\partial \tilde{x}^{\mu}}\right) g_{\rho \lambda}\left(\frac{\partial x^{\lambda}}{\partial \tilde{x}^{\nu}}\right) \equiv C_{\mu}^{\rho} g_{\rho \lambda} C_{\nu}^{\lambda} \tag{2.4}
\end{equation*}
$$

thus conserving the volume element $d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu}=\tilde{g}_{\mu \nu} d \tilde{x}^{\mu} d \tilde{x}^{\nu}$. Such a transformation would of course leave the physics of the system unaffected. There are, in principle, infinite possibilities for the choice of the parametrization. One must exclude, however, all those which are connected to each other through a Lorentz transformation, since they are already included in a covariant formalism. In fact, it turns out that only five independent parameterizations [10] survive; each of them can be characterized, in general, by the respective null-time hypersurface (see also Fig. 2.1). In 1949, Dirac [4] identified three of them, which he referred to as forms of relativistic dynamics:

- The instant form, which refers to the canonical coordinates $x^{\mu}=(x, t)$ and to the metric tensor (2.1). The null-time hypersurface is given by the condition $t=0$.
- The front form, which is associated to the transformation $\tilde{x}^{\mu}\left(x^{\mu}\right)=$ $\left(\tilde{x}^{0}, \tilde{x}^{3}, \tilde{x}^{1}, \tilde{x}^{2}\right)=\left(x^{+}, x^{-}, \boldsymbol{x}_{\perp}\right)$, where:

$$
\begin{equation*}
x^{+}=\frac{1}{\sqrt{2}}\left(x^{0}+x^{3}\right), \quad x^{-}=\frac{1}{\sqrt{2}}\left(x^{0}-x^{3}\right), \quad \boldsymbol{x}_{\perp}=\left(x^{1}, x^{2}\right) \tag{2.5}
\end{equation*}
$$

In this case, the null-time hypersurface $x^{+}=0$ is obtained via rotation of the hyperplane $t=0$ by an angle of $\pi / 4$, making it tangent to the lightcone centered at the origin. For this reason, the coordinates in Eq. (2.5) are called light-front coordinates and the front-form dynamics is referred to also as light-front quantization. The new metric reads

$$
\tilde{g}_{\mu \nu}=\left(\begin{array}{cccc}
0 & 1 & 0 & 0  \tag{2.6}\\
1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right) .
$$



Figure 2.1: Null-time hyperplanes in Dirac's forms of relativistic dynamics. From top to bottom: hyperplane $t=0$ (instant form), hypersurface $x^{+}=0$ tangent to the light-cone (front form), hypersurface $x^{2}=1$ (point form).

- The point form, which is associated to the transformation that takes $x^{\mu}=$ $(\tau \cosh \omega, \tau \sinh \omega \sin \theta \cos \phi, \tau \sinh \omega \sin \theta \sin \phi, \tau \sinh \omega \cos \theta)$ into $\tilde{x}^{\mu}\left(x^{\mu}\right)=$ ( $\tau, \omega, \theta, \phi$ ), with the new metric given by

$$
\tilde{g}_{\mu \nu}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -\tau^{2} & 0 & 0 \\
0 & 0 & -\tau^{2} \sinh ^{2} \omega & 0 \\
0 & 0 & 0 & -\tau^{2} \sinh ^{2} \omega \sinh ^{2} \theta
\end{array}\right) .
$$

The corresponding null-time hypersurface is identified by the condition $x^{2}-a^{2}=0$, with $x^{0}>0$.

The two remaining parameterizations are characterized by the following nulltime hypersurfaces:

- $\left(x^{0}\right)^{2}-\left(x^{1}\right)^{2}-\left(x^{3}\right)^{2}-a^{2}=0$, with $x^{0}>0$.
- $\left(x^{0}\right)^{2}-\left(x^{3}\right)^{2}-a^{2}=0$, with $x^{0}>0$.

Although the five forms eventually produce the same physical results, they may be more or less suitable for attacking different problems. For the purposes of this work, we will focus on the front form, which turns out to offer a particularly intuitive framework when dealing with many-body systems. We will enlighten some of the motivations supporting this choice in the next Sections.

### 2.2 Relation with the infinite-momentum frame

After Dirac's work in 1949, the alternative forms of dynamics were not further investigated until the late 60's and early 70 's, when considerable interest grew around the possibility of studying current algebras and scattering processes in a reference frame moving with velocity close the speed of light [11-20]. It was later recognized that this approach (which offers significant simplifications, as we will briefly illustrate) is completely equivalent to that of light-front quantization.

Let us consider a reference frame moving along the $z$ direction with velocity $-v(v>0)$ with respect to a given "ordinary" reference frame. If a particle travels with four-momentum $p=\left(E, p_{x}, p_{y}, p_{z}\right)$ as observed in the ordinary frame, Lorentz transformations provide us with the components of the corresponding four-momentum $p^{\prime}$ in the moving frame:

$$
\begin{equation*}
E^{\prime}=\frac{1}{\sqrt{1-v^{2}}}\left(E+v p_{z}\right) \tag{2.7}
\end{equation*}
$$



Figure 2.2: Triangle diagram for the scalar $\phi^{3}$ theory (a), as a sum of the corresponding time-ordered diagrams (b)-(g). Time $t$ flows from left to right and dashed lines indicate intermediate states at a fixed value of time.

$$
\begin{align*}
& p_{x}^{\prime}=p_{x},  \tag{2.8}\\
& p_{y}^{\prime}=p_{y},  \tag{2.9}\\
& p_{z}^{\prime}=\frac{1}{\sqrt{1-v^{2}}}\left(p_{z}+v E\right) . \tag{2.10}
\end{align*}
$$

By taking the limit $v \rightarrow c=1$ of a frame moving with velocity close to the speed of light, the momentum along the $z$ direction becomes infinite; it is thus justified to refer to such a frame as Infinite-Momentum Frame (IMF).
Weinberg [12] was the first to examine the consequences of working in the IMF by discussing the rules of old-fashioned Time-Ordered Perturbation Theory (TOPT) in the infinite-momentum limit, for a scalar $\phi^{n}$ theory. We briefly recall that in order to calculate a scattering amplitude $\mathcal{M}_{\alpha \beta}$ for a given process with initial and final states $|\alpha\rangle$ and $|\beta\rangle$, respectively, the TOPT rules prescribe that one should:

- Sum the contributions from all possible diagrams for the process $\alpha \rightarrow \beta$, drawn by assigning to each interaction vertex a time index $i=1, \ldots n$ and by considering as distinct the $n$ ! diagrams which have a different ordering of the vertices. We show in Fig. 2.2 an example for the case of the triangle diagram in the scalar $\phi^{3}$ theory.
- Require conservation of three-momentum (and not of energy) at each vertex, considering each intermediate state on the mass-shell.

Notice that the last requirement marks a difference with respect to the Feynman diagram approach, where four-momentum is conserved at each ver-
tex, but particles in the intermediate states are virtual. Moreover, in TOPT manifest covariance is lost, since a single diagram is not Lorentz-invariant (while their sum of course is); on the other hand, unitarity is explicit, since all particles propagate forward in time.
Weinberg showed that, by taking the limit of the total incident momentum $P=|\mathbf{P}|$ to infinity, all time-ordered diagrams containing vacuum fluctuations (i.e. creation from / annihilation into vacuum of two or more particles) vanish, since they are power-suppressed as $P^{-2}{ }^{1}$. This means that in the case of the triangle diagram shown in Fig. 2.2, out of the six possible time-ordered diagrams, only two [namely (b) and (c)] survive in the infinite-momentum frame. It was later suggested that the infinite-momentum-frame results could be achieved through a simple change of variables, without needing to take explicitly the limit of infinite momenta $[13,14]$. Chang and Ma [15], in particular, proved that it is possible to reproduce the rules of TOPT for the scalar $\phi^{3}$ theory in the infinite-momentum frame by introducing new variables $\eta=t+z$ and $s=t-z$. More recently, Sawicki [22] considered again the triangle diagram in the same model to prove that the TOPT formalism in light-front coordinates exactly reproduces the covariant result in the Feynman approach. We will come back to this argument in Chapter 3 in the framework of QED. A rigorous extension of the IMF formalism to the case of QED was obtained by Bjorken, Kogut and Soper [17,23], using the light-front coordinates (2.5). They also derived the rules for the fermion and photon propagators from the expansion of the Scattering matrix $S$. We finally mention that the first application to the quark parton model of QCD is due to Drell, Levy and Yan [18-20].

### 2.3 Poincaré group on the light-front

In general, a field theory is described by a Lagrangian density

$$
\begin{equation*}
\mathscr{L}=\mathscr{L}\left(\varphi_{r}(x), \partial_{\mu} \varphi_{r}(x), x\right) \tag{2.11}
\end{equation*}
$$

depending on the fields $\varphi_{r}(x)$ along with their derivatives. Invariance of the theory under translations results, via Noether's theorem, into conservation of the energy-momentum tensor

$$
\begin{equation*}
T^{\mu \nu}(x)=\pi_{r}^{\mu} \partial^{\nu} \varphi_{r}(x), \quad \partial_{\mu} T^{\mu \nu}=0 \tag{2.12}
\end{equation*}
$$

where

$$
\pi_{r}^{\mu}=\frac{\partial \mathscr{L}}{\partial\left(\partial_{\mu} \varphi_{r}(x)\right)}
$$

is the momentum conjugate to the field $\phi_{r}(x)$. Lorentz invariance leads instead to the conservation of the so-called generalized angular momentum density

$$
\begin{equation*}
J^{\mu \nu \rho}(x)=L^{\mu \nu \rho}(x)+S^{\mu \nu \rho}(x), \quad \partial_{\mu} J^{\mu \nu \rho}=0 . \tag{2.13}
\end{equation*}
$$

[^1]Here

$$
\begin{equation*}
L^{\mu \nu \rho}(x)=x^{\nu} T^{\mu \rho}(x)-x^{\rho} T^{\mu \nu}(x) \tag{2.14}
\end{equation*}
$$

is a Orbital Angular Momentum (OAM) contribution, while

$$
\begin{equation*}
S^{\mu \nu \rho}(x)=-i \pi_{r}^{\mu}\left(\Sigma^{\nu \rho}\right)_{s}^{r} \varphi_{s}(x) \tag{2.15}
\end{equation*}
$$

is interpreted as the intrinsic spin contribution to the total angular momentum density. The spin operator is [7]:

$$
\begin{array}{lr}
\left(\Sigma^{\mu \nu}\right)_{s}^{r}=0, & \text { spin-0 particle } \phi_{r}(x), \\
\left(\Sigma^{\mu \nu}\right)_{s}^{r}=\frac{i}{2}\left(\left[\gamma^{\mu}, \gamma^{\nu}\right]\right)_{s}^{r}, & \text { spin-1/2 Dirac particle } \psi_{r}(x) \\
\left(\Sigma^{\mu \nu}\right)_{\alpha}^{\beta}=i\left(\delta_{\alpha}^{\mu} g^{\nu \beta}-\delta_{\alpha}^{\nu} g^{\mu \beta}\right), & \text { spin-1 particle } A_{\alpha}(x) \tag{2.18}
\end{array}
$$

The conserved charges associated with the quantities in Eqs. (2.12) and (2.13) are, respectively, the four-momentum vector

$$
\begin{equation*}
P^{\nu}=\int \mathrm{d}^{4} x T^{0 \nu}(x) \tag{2.19}
\end{equation*}
$$

and the angular momentum tensor

$$
\begin{equation*}
M^{\mu \nu}=\int \mathrm{d}^{4} x\left[x^{\mu} T^{0 \nu}(x)-x^{\nu} T^{0 \mu}(x)+S^{0 \mu \nu}(x)\right] \tag{2.20}
\end{equation*}
$$

Let us now consider these objects as operators at the level of algebraic quantummechanics. The algebra of operators is generated by $x^{\mu}, p^{\mu}$ and the identity $\mathbb{1}$ with the canonical commutation relation

$$
\begin{equation*}
\left[x^{\mu}, p^{\nu}\right]=-i \mathbb{1} . \tag{2.21}
\end{equation*}
$$

If we write $P^{\mu}=p^{\mu}, M^{\mu \nu}=x^{\mu} p^{\nu}-x^{\nu} p^{\mu}$, we find

$$
\begin{align*}
& {\left[P^{\mu}, P^{\nu}\right]=0,}  \tag{2.22}\\
& {\left[M^{\mu \nu}, P^{\rho}\right]=-i\left(g^{\mu \rho} P^{\nu}-g^{\nu \rho} P^{\mu}\right),}  \tag{2.23}\\
& {\left[M^{\mu \nu}, M^{\rho \sigma}\right]=-i\left(g^{\mu \rho} M^{\nu \sigma}-g^{\mu \sigma} M^{\nu \rho}-g^{\nu \rho} M^{\mu \sigma}+g^{\nu \sigma} M^{\mu \rho}\right) .} \tag{2.24}
\end{align*}
$$

These coincide with the commutation relations of the Lie algebra that generates the Poincaré group, where $P^{\mu}$ are the translations and $M^{\mu \nu}$ the Lorentz transformations. In the instant form, rewriting the Lorentz group generators in terms of rotations $J^{i}=\varepsilon^{i j k} M^{j k}$ and boosts $K^{i}=M^{0 i}$, we can equivalently express the relations (2.23)-(2.24) as

$$
\begin{align*}
& {\left[J^{i}, P^{l}\right]=i \varepsilon^{i l m} P^{m}}  \tag{2.25}\\
& {\left[J^{i}, P^{0}\right]=0}  \tag{2.26}\\
& {\left[K^{i}, P^{l}\right]=-i \delta^{i l} P^{0},}  \tag{2.27}\\
& {\left[K^{i}, P^{0}\right]=-i P^{i},} \tag{2.28}
\end{align*}
$$

$$
\begin{align*}
& {\left[J^{i}, J^{l}\right]=i \varepsilon^{i l m} J^{m}}  \tag{2.29}\\
& {\left[J^{i}, K^{l}\right]=i \varepsilon^{i l m} K^{m}}  \tag{2.30}\\
& {\left[K^{i}, K^{l}\right]=-i \varepsilon^{i l m} J^{m}} \tag{2.31}
\end{align*}
$$

We distinguish two types of operators, calling kinematic operators those which leave the hypersurface $t=0$ invariant; the remaining ones, which evolve equal-time hypersurfaces along the direction of time, are referred to as dynamical operators or Hamiltonians, in the spirit of Eq. (2.2) [4]. Kinematic operators do not depend on the interaction, whereas dynamical operators do. In instant form, the three rotations $J^{i}$ and the three space-translations $P^{i}$ are kinematic, while time translation $P^{0}$ and the three boosts $K^{i}$ are dynamical.

The interpretation of the algebra of Poincaré generators in light-front quantization is one of the crucial features of the formalism. In order to obtain the commutation relations corresponding to Eqs. (2.22) and (2.25) to (2.31) in light-front coordinates, we apply the transformation $M^{\mu \nu} \rightarrow \tilde{M}^{\mu \nu}=C_{\rho}^{\mu} M^{\rho \sigma} C_{\sigma}^{\nu}$, with $C_{\nu}^{\mu}$ defined in Eq. (2.4). One finds [17]:

$$
\tilde{M}^{\mu \nu}=\left(\begin{array}{cccc}
0 & -K^{3} & B^{1} & B^{2}  \tag{2.32}\\
K^{3} & 0 & S^{1} & S^{2} \\
-B^{1} & -S^{1} & 0 & J^{3} \\
-B^{2} & -S^{2} & -J^{3} & 0
\end{array}\right)
$$

where

$$
\begin{array}{ll}
B^{1}=\frac{1}{\sqrt{2}}\left(K^{1}+J^{2}\right), & B^{2}=\frac{1}{\sqrt{2}}\left(K^{2}-J^{1}\right) \\
S^{1}=\frac{1}{\sqrt{2}}\left(K^{1}-J^{2}\right), & S^{2}=\frac{1}{\sqrt{2}}\left(K^{2}+J^{1}\right) \tag{2.34}
\end{array}
$$

The ten generators of the Poincaré group in light-front coordinates are then $P^{\mu}=\left(P^{+}, P^{-}, \boldsymbol{P}_{\perp}\right), \boldsymbol{B}_{\perp}=\left(B^{1}, B^{2}\right), J_{z}=J^{3}, \boldsymbol{S}_{\perp}=\left(S^{1}, S^{2}\right), K_{z}=K^{3}$. Note that, in terms of the angular momentum tensor in light-front coordinates, we can write ${ }^{2} B_{\perp}^{i}=M^{+i}, S_{\perp}^{i}=M^{-i}, K_{z}=M^{-+}$and $J_{z}=M^{12}$. Furthermore, in terms of the energy-momentum tensor, from Eqs. (2.19) and (2.20) we have

$$
\begin{align*}
& P^{\nu}=\int \mathrm{d}^{4} x T^{+\nu}(x)  \tag{2.35}\\
& M^{\mu \nu}=\int \mathrm{d}^{4} x\left[x^{\mu} T^{+\nu}(x)-x^{\nu} T^{+\mu}(x)+S^{+\mu \nu}(x)\right] \tag{2.36}
\end{align*}
$$

The generators satisfy the following commutation relations:

$$
\begin{equation*}
\left[P^{\mu}, P^{\nu}\right]=\left[J_{z}, P^{+}\right]=\left[J_{z}, P^{-}\right]=\left[B_{\perp}^{i}, P^{+}\right]=0 \tag{2.37}
\end{equation*}
$$
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$$
\begin{align*}
& {\left[P^{-}, B_{\perp}^{i}\right]=i P_{\perp}^{i},}  \tag{2.38}\\
& {\left[J_{z}, P_{\perp}^{i}\right]=i \varepsilon^{i l} P_{\perp}^{l},}  \tag{2.39}\\
& {\left[J_{z}, B_{\perp}^{i}\right]=i \varepsilon^{i l} B_{\perp}^{l},}  \tag{2.40}\\
& {\left[P_{\perp}^{i}, B_{\perp}^{l}\right]=i \delta^{i l} P^{+},}  \tag{2.41}\\
& {\left[B_{\perp}^{i}, B_{\perp}^{l}\right]=\left[S_{\perp}^{i}, P^{-}\right]=\left[S_{\perp}^{i}, S_{\perp}^{l}\right]=\left[J_{z}, K_{z}\right]=\left[P_{\perp}^{i}, K_{z}\right]=0,}  \tag{2.42}\\
& {\left[B_{\perp}^{i}, K_{z}\right]=i B_{\perp}^{i},}  \tag{2.43}\\
& {\left[P^{ \pm}, K_{z}\right]= \pm i P^{ \pm},}  \tag{2.44}\\
& {\left[S^{i}, K_{z}\right]=-i S_{\perp}^{i},}  \tag{2.45}\\
& {\left[J_{z}, S_{\perp}^{i}\right]=i \varepsilon^{i l} S_{\perp}^{l},}  \tag{2.46}\\
& {\left[S_{\perp}^{i}, B_{\perp}^{l}\right]=i\left(\delta^{i l} K_{z}+\varepsilon^{i l} J_{z}\right),}  \tag{2.47}\\
& {\left[P^{+}, S_{\perp}^{i}\right]=i P_{\perp}^{i},}  \tag{2.48}\\
& {\left[P_{\perp}^{i}, S_{\perp}^{l}\right]=i \delta^{i l} P^{+},} \tag{2.49}
\end{align*}
$$
\]

as can be readily checked from Eqs. (2.25) to (2.31).
The relations (2.37) to (2.41) are particularly interesting since they allow us to single out a subgroup of the Poincaré group spanned by $P^{\mu}, \boldsymbol{B}_{\perp}$ and $J_{z}$ and isomorphic to the two-dimensional subgroup of non-relativistic Galilean transformations. To this extent, we can identify $P^{-}$with the Hamiltonian, $P^{+}$with the mass and $\boldsymbol{P}_{\perp}, \boldsymbol{B}_{\perp}$ and $J_{z}$ respectively with translations, Galilean boosts and rotations in the transverse plane of coordinates $x, y$ [13,17]. Notice also from Eqs. (2.42) to (2.45) that the boost operator along the $z$ direction $K_{z}$ simply acts as a rescaling of the other generators, as can be explicitly seen by exponentiating: we have, for instance,

$$
e^{i \omega K_{z}} P^{ \pm} e^{-i \omega K_{z}}=e^{ \pm \omega} P^{ \pm}
$$

and similarly for the other generators.
We will now naturally transpose the nomenclature adopted for the instant form to the light-front scenario and call kinematic the operators that leave invariant the hypersurfaces at instant-form time $\tau=0$. It is easy to check that this is the case for the generators $P^{+}, \boldsymbol{P}_{\perp}, \boldsymbol{B}_{\perp}$ and $J^{3}$ belonging to the Galilean subgroup. This entails, in particular, that boosts in the transverse plane are independent of the interaction; that is a crucial difference compared to the instant-form case, whose consequences will be pointed out later in more detail.
A final remark concerns the interpretation of the $P^{-}$generator as the Hamiltonian of the system. If we compute the on-shell relation $M^{2}=P^{\mu} P_{\mu}=$ $2 P^{+} P^{-}-\boldsymbol{P}_{\perp}^{2}$ in light-front coordinates, we can rewrite

$$
\begin{equation*}
P^{-} \equiv H=\frac{\boldsymbol{P}_{\perp}^{2}}{2 P^{+}}+\frac{M^{2}}{2 P^{+}}, \tag{2.50}
\end{equation*}
$$

which has a manifestly non-relativistic form. Furthermore, the operator $P^{-}$ acts as a translation with respect to the light-front time $\tau$, accordingly with

Eq. (2.3). We also notice that Eq. (2.50) helps to support the interpretation of $P^{+}$as a mass parameter, which is in fact justified by the fact that $P^{+}$is a positive semi-definite operator.

### 2.3.1 The Impact-Parameter space

The isomorphism between generators of the Poincaré group on the light front and generators of the two-dimensional Galilean subgroup of Lorentz transformation helps us to interpret the structure of composite systems in the transverse plane, as we will be better illustrate in Section 4.4.1. Here we introduce some key concepts to this extent.

In non-relativistic quantum mechanics, when dealing with a composite system, if the Hamiltonian is invariant under translations it is possible to separate the dynamics of the center of mass

$$
\begin{equation*}
\boldsymbol{R}=\sum_{i=1} x_{i} \boldsymbol{r}_{i} \tag{2.51}
\end{equation*}
$$

from that of the constituents and work in the center-of-mass frame. In Eq. (2.51) each constituent contributes with a fraction $x_{i}=m_{i} / M$ to the total mass $M$ of the system and has coordinates $\boldsymbol{r}_{i}$ in position space. It should be emphasized here that the center of mass also corresponds the generator $\boldsymbol{B}$ of (three-dimensional) Galilean boosts up to a factor of $M$ [24]:

$$
\begin{equation*}
\boldsymbol{B}=-M \boldsymbol{R} . \tag{2.52}
\end{equation*}
$$

Let us now restrict to the description in the transverse plane. Recall that the isomorphism described in Section 2.3 associates the mass $M$ with the translation operator along the longitudinal direction $P^{+}$and the transverse boosts $\boldsymbol{B}_{\perp}$ with the operators $B_{i}$ introduced in Eq. (2.33), suggesting us to define the center of transverse momentum

$$
\begin{equation*}
\boldsymbol{R}_{\perp}=\sum_{i=1} \frac{k_{i}^{+}}{P^{+}} \boldsymbol{r}_{i, \perp}=\sum_{i=1} x_{i} \boldsymbol{r}_{i, \perp}, \tag{2.53}
\end{equation*}
$$

where now

$$
\begin{equation*}
x_{i}=k_{i}^{+} / P^{+} \tag{2.54}
\end{equation*}
$$

is the boost-invariant longitudinal momentum fraction carried by the $i$-th parton. This means that Eq. (2.52), in two dimensions, will correspond to

$$
\begin{equation*}
\boldsymbol{R}_{\perp}=-\frac{1}{P^{+}} \boldsymbol{B}_{\perp} . \tag{2.55}
\end{equation*}
$$

Another way to justify the relation (2.55) is to consider the field-theoretical definition of center of transverse momentum [25]

$$
\begin{equation*}
\boldsymbol{R}_{\perp}=\int \mathrm{d} x^{-} \mathrm{d}^{2} \boldsymbol{x}_{\perp} \boldsymbol{x}_{\perp} T^{++}(x)=-\frac{1}{P^{+}} \boldsymbol{B}_{\perp} \tag{2.56}
\end{equation*}
$$

where $T^{\mu \nu}$ is the energy momentum tensor and hence $T^{++}(x)$ represents the light-front momentum density. In order to recover the right-hand side of Eq. (2.56), we write $B^{i}=M^{+i}$ and use Eq. (2.36) in the limit ${ }^{3} x^{+}=0$.
We define the coordinates of the $i$-th parton in the transverse plane relative to the center of transverse momentum as the impact parameter

$$
\begin{equation*}
\boldsymbol{b}_{i, \perp}=\boldsymbol{r}_{i, \perp}-\boldsymbol{R}_{\perp} . \tag{2.57}
\end{equation*}
$$

In particular, we call impact-parameter space the coordinate system $\boldsymbol{b}_{\perp}=$ $\left(b_{x}, b_{y}\right)$ in the transverse plane whose origin coincides with the center of transverse momentum, namely $\boldsymbol{R}_{\perp}=\mathbf{0}_{\perp}$.

### 2.4 Light-Front Wave Functions

We now address explicitly the problem of describing the state of a composite particle in terms of its elementary constituents. Light-front quantization provides an elegant language for this purpose, in terms of the so-called Light-Front Wave Function representation [26].

### 2.4.1 Light-front helicity states

In the following, we will focus on composite particles endowed with a spin degree of freedom. To this end, in the context of light-front quantization, it is useful to introduce the concept of light-front helicity [24].
Consider the operator

$$
j_{z}=J_{z}-\boldsymbol{R}_{\perp} \times \boldsymbol{P}_{\perp},
$$

where $\boldsymbol{R}_{\perp}$ is given by Eq. (2.55). It is defined as the difference between the longitudinal component $J_{z}$ of the total angular momentum operator and the orbital angular momentum operator along the $z$ direction $\boldsymbol{R}_{\perp} \times \boldsymbol{P}_{\perp}$, thus deserving the interpretation as an "intrinsic" angular momentum operator. It can be proved $[17,24]$ that $j_{z}$ coincides with the ordinary helicity operator $\boldsymbol{p} \cdot \boldsymbol{S} / p$ in the infinite-momentum-frame limit. We label with $|p, \Lambda\rangle \equiv\left|p^{+}, \boldsymbol{p}_{\perp}, \Lambda\right\rangle$ an eigenstate of $j_{z}$ which is, at the same time, an eigenstate of the momentum operators $P^{+}$and $\boldsymbol{P}_{\perp}$ with eigenvalues $p^{+}$and $\boldsymbol{p}_{\perp}$, respectively. The eigenvalue $\Lambda$ satisfying

$$
\begin{equation*}
j_{z}|p, \Lambda\rangle=\Lambda|p, \Lambda\rangle \tag{2.58}
\end{equation*}
$$

is the light-front helicity of the particle. Strictly speaking, we can consider ordinary and light-front helicities to be equivalent in the infinite-momentum limit up to effects of order $M / p^{+}$.
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### 2.4.2 Fock-state decomposition

Let $|\Psi\rangle$ be the state that describes a composite, or parent, particle of mass $M$ and light-front helicity $\Lambda$, satisfying the eigenvalue equation for the Hamiltonian $H$

$$
\begin{equation*}
H|\Psi\rangle=\frac{M^{2}+\boldsymbol{P}_{\perp}^{2}}{2 P^{+}}|\Psi\rangle \tag{2.59}
\end{equation*}
$$

The state $|\Psi\rangle$ will be in general dependent on $M, P^{+}, \boldsymbol{P}_{\perp}$ and $\Lambda$. It can be conveniently decomposed in terms of Fock states $\left\{\left|\mu_{n}\left(\omega_{n}\right)\right\rangle\right\}_{n \in \mathbb{N}}$, where $\left|\mu_{n}\left(\omega_{n}\right)\right\rangle$ is a state of $n$ free quanta depending on the collective index $\omega_{n}=$ $\left\{k_{i}^{+}, \mathbf{k}_{i, \perp}, \lambda_{i}\right\}_{i=1 \ldots n}$. Here $k_{i}^{+}, \mathbf{k}_{i, \perp}$ and $\lambda_{i}$ are respectively the longitudinal momentum, the transverse momentum and the light-front helicity of the $i$-th parton.
Fock states are constructed in a very simple way by acting with creation operators on the vacuum, which has a trivial structure in light-front quantization. One can indeed postulate the vacuum $|0\rangle$ to be the lowest-energy state (assuming the vacuum's energy to be zero) and to be invariant under Lorentz transformations [27]. This means in particular that the vacuum must be an eigenstate of the generators of space translations, namely

$$
\begin{align*}
& P^{+}|0\rangle=0,  \tag{2.60}\\
& \boldsymbol{P}_{\perp}|0\rangle=\mathbf{0}_{\perp} . \tag{2.61}
\end{align*}
$$

Recalling that $P^{+}$is a positive semi-definite operator, Eq. (2.60) implies that the vacuum coincides with the zero-particle Fock state ${ }^{4}$ : it is not possible to make the total momentum along the longitudinal direction vanish by summing only positive contributions. This is the reason why diagrams with vacuum fluctuations are null on the light-front, consistently with the description in the Infinite-Momentum Frame (see Section 2.2).
We consequently construct the Fock states as:

$$
\begin{equation*}
\left|\mu_{n}\left(\omega_{n}\right)\right\rangle=\prod_{i=1}^{n} a_{i}^{\dagger}\left(k_{i}^{+}, \mathbf{k}_{i, 1}, \lambda_{i}\right)|0\rangle \tag{2.62}
\end{equation*}
$$

with proper ladder operators $a_{i}^{\dagger}$ that can be related to scalar particles, fermions or gauge bosons. Fock states form a basis of the Hilbert space of $|\Psi\rangle$ :

$$
\begin{equation*}
\sum_{n} \mathscr{f} \mathrm{~d} \omega\left|\mu_{n}\left(\omega_{n}\right)\right\rangle\left\langle\mu_{n}\left(\omega_{n}\right)\right|=\mathbb{1} \tag{2.63}
\end{equation*}
$$

where the $\ddagger$ symbol means that we integrate over the continuous variables, such as momenta, and sum over the discrete variables, namely parton helicities. We

[^4]can therefore rewrite
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$$
\begin{equation*}
|\Psi\rangle=\sum_{n} \mathcal{f} \mathrm{~d} \omega \Psi_{n}\left(\omega_{n}\right)\left|\mu_{n}\left(\omega_{n}\right)\right\rangle \tag{2.64}
\end{equation*}
$$

\]

The coefficients of the combination (2.64) are the Light-Front Wave Functions (LFWFs)

$$
\begin{equation*}
\Psi_{n}\left(\omega_{n}\right) \equiv \Psi_{n, \lambda_{i}}^{\Lambda}\left(x_{i}, \mathbf{k}_{i, \perp}\right)=\left\langle\Psi \mid \mu_{n}\left(\omega_{n}\right)\right\rangle \tag{2.65}
\end{equation*}
$$

In the notation used in Eq. (2.65), $\Lambda$ indicates the light-front helicity of the parent particle, while $x^{i}=k^{i} / P^{+}$is the longitudinal momentum fraction in Eq. (2.54). By construction, LFWFs are eigenstates of the longitudinal component $J^{z}$ of the total angular momentum operator, with eigenvalue $\Lambda$, and of the momentum operators $P^{+}$and $\boldsymbol{P}_{\perp}$, with eigenvalues

$$
\begin{equation*}
\boldsymbol{P}_{\perp}=\sum_{i=1}^{n} k_{i, \perp}, \quad P^{+}=\sum_{i=1}^{n} k_{i}^{+} . \tag{2.66}
\end{equation*}
$$

The longitudinal momentum fractions are therefore normalized as

$$
\begin{equation*}
\sum_{i=1}^{n} x_{i}=1 \tag{2.67}
\end{equation*}
$$

Notice that LFWFs do not actually depend on the transverse momentum $\boldsymbol{P}_{\perp}$ of the composite particle, due to the fact that transverse boosts are kinematic. Therefore it is convenient to set $\boldsymbol{P}_{\perp}=0$ in practical calculations: from Eq. (2.66), this results into the condition

$$
\begin{equation*}
\sum_{i=1}^{n} k_{i, \perp}=\mathbf{0}_{\perp} . \tag{2.68}
\end{equation*}
$$

The frame of reference where the state has zero transverse momentum is also called hadron frame. It is possible to connect the coordinates of a given fourvector $v$ in a generic frame to those in the hadron frame via the light-front boost:

$$
\begin{equation*}
\left(v^{+}, v^{-}, \boldsymbol{v}_{\perp}\right) \longrightarrow\left(v^{+}, v^{-}-\frac{\boldsymbol{v}_{\perp} \cdot \boldsymbol{a}_{\perp}}{a^{+}}+\frac{v^{+} \boldsymbol{a}_{\perp}^{2}}{2\left(a^{+}\right)^{2}}, \boldsymbol{v}_{\perp}-\frac{v^{+}}{a^{+}} \boldsymbol{a}_{\perp}\right), \tag{2.69}
\end{equation*}
$$

where the boost parameters must be chosen as $a^{+}=v^{+}, \boldsymbol{a}_{\perp}=\boldsymbol{v}_{\perp}$ so as to obtain zero for the transverse component in the new frame.
The square modulus $\left|\Psi_{n}^{\Lambda}\left(\omega_{n}\right)\right|^{2}$ also enjoys the interpretation of probability density in three-momentum space of finding $n$ partons, in the states specified by the collective index $\omega_{n}$, inside a parent particle with light-front helicity $\Lambda$.

### 2.4.3 Light-cone gauge

When we consider a gauge theory, such as QED or QCD, it is convenient to fix a certain gauge to work with. Since light-front quantization selects a preferred
direction along the light cone, the most natural choice in this case is the axial gauge

$$
\begin{equation*}
n_{\mu} A^{\mu}=0, \quad n^{\mu}=\left(0,1, \mathbf{0}_{\perp}\right), \tag{2.70}
\end{equation*}
$$

where $A^{\mu}$ indicates the gauge-boson field. The gauge condition (2.70), often written simply as $A^{+}=0$, is referred to as light-cone gauge.
We will discuss extensively the consequences of working in this gauge rather than in the covariant Feynman gauge, usually adopted in instant-form quantization. What we would like to enlighten here is that LFWFs do depend on the gauge choice; hereafter it will always be assumed that they are evaluated in the light-cone gauge. In this case it can be shown $[26,28]$ that for a longitudinally polarized particle, the LFWFs are also eigenstates of the longitudinal component $L_{z}$ of the OAM operator $L$ (see Eq. (2.14)), with eigenvalue

$$
\begin{equation*}
l_{z}=\Lambda-\sum_{i} \lambda_{i} . \tag{2.71}
\end{equation*}
$$

In view of the afore-mentioned properties of the LFWFs, it is justified to assert that they encode all the information about the internal structure of composite system as described in terms of their components.

## Gauge-field propagator in light-cone gauge

The explicit proof of the equivalence between the instant-form and the lightfront form of dynamics has been the subject of several works $[12,15,17,21,22$, 29-36] with applications over a wide range of field theories: some examples include scalar $\phi^{3}$ theory [22], Yukawa interaction [32,33], scalar QED [34] and standard QED $[35,36]$. In this Chapter we are going to prove the equivalence at one-loop level in QED by using the same argument proposed by Sawicki in Ref. [22] in the context of a $\phi^{3}$ model (see also Section 2.2): we compare old-fashioned time-ordered perturbation theory with the covariant approach of Feynman diagrams in the light-front quantization framework, i.e. in light-cone gauge $n_{\mu} A^{\mu}=0$ [with $n^{\mu}=\left(0,1, \mathbf{0}_{\perp}\right)$ ] and using light-front coordinates. We mainly follow the discussion in Refs. [37,38].
When dealing with a gauge theory, one is confronted with the problem of matching the presence of particles that propagate instantaneously; furthermore, the use of a non-covariant gauge makes it non-trivial to determine which of the gauge boson's degrees of freedom have to be taken into account. As we will motivate in the following, these difficulties are ultimately related to the correct assessment of which form should be used for the gauge-field propagator in the covariant formulation, when working in the light-cone gauge. Our derivation allows one to eventually provide an answer to this question.

### 3.1 Overview of the problem

As mentioned in Chapter 2, Feynman rules for QED in light-front quantization were established as early as the 1970s in the works by Bjorken, Kogut and Soper [17,23]. Nonetheless, a controversy concerning the explicit expression that one should adopt for the photon propagator in light-cone gauge has later emerged, as remarked e.g. in Refs. [34, 35, 39]. In the literature one can in
fact encounter two different expressions for the light-cone gauge propagator $\mathcal{D}^{\mu \nu}(q)$. The first expression contains the sum of two terms and reads [17,40]:

$$
\begin{equation*}
\mathcal{D}^{\mu \nu}(q)=\frac{-i}{q^{2}}\left(g^{\mu \nu}-\frac{q^{\mu} n^{\nu}+q^{\nu} n^{\mu}}{q^{+}}\right) . \tag{3.1}
\end{equation*}
$$

It can be recovered by adding to the Lagrangian density for the free electromagnetic field a gauge-fixing term of the form $\left(n_{\mu} A^{\mu}\right)^{2}$, as shown in Ref. [41]; but this is not enough to fix the gauge completely, and as a result both the longitudinal and the transverse photon degrees of freedom propagate. The second expression contains instead the sum of three terms [42]:

$$
\begin{equation*}
\mathcal{D}_{T}^{\mu \nu}(q)=\frac{-i}{q^{2}}\left(g^{\mu \nu}-\frac{q^{\mu} n^{\nu}+q^{\nu} n^{\mu}}{q^{+}}+q^{2} \frac{n^{\mu} n^{\nu}}{\left(q^{+}\right)^{2}}\right) . \tag{3.2}
\end{equation*}
$$

It can in turn be recovered by adding to the Lagrangian density a gauge-fixing term of the form $\left(n_{\mu} A^{\mu}\right)^{2}+\left(\partial_{\mu} A^{\mu}\right)^{2}$ [41], which completely fixes the gauge; this is equivalent to considering only the transverse degrees of freedom as the propagating ones. However, the use of a non-covariant axial gauge, such as the light-cone gauge, generates a new contribution to the interaction Hamiltonian, corresponding to a four-fermion interaction with an instantaneous-photon propagator. The last term of Eq. (3.2), which comes from removing the longitudinal degree of freedom, compensates for the extra-term that describes the instantaneous interaction from the Hamiltonian [34,35]. Therefore, it is possible to use either the three term expression of Eq. (3.2) together with the instantaneous interaction in the Hamiltonian, or the two-term expression of Eq. (3.1), omitting at the same time the instantaneous interaction.
This ambiguity is at the origin of the confusion about which form one should use for the propagator. As discussed in Ref. [35], the role of the propagator is crucial when proving the equivalence between the covariant perturbation theory and light-front TOPT, in particular when matching the contribution from instantaneous photons. We thus find it illustrative to repeat the proof of the equivalence, trying to clarify a few misleading results and statements in the literature. In particular, our findings partially differ from previous calculations [34-36].

Our approach to these issues is based on the two following considerations:

1. The form of the propagator must be deduced from the free-photon equations of motion in light-cone gauge.
2. The starting point of the calculation in the covariant theory does depend on the gauge choice; once this is fixed, one can decide whether to integrate over the light-front rather than the instant-form energy.

We stress that, although we perform our derivation in the QED framework and discuss the photon propagator, the results are not affected by the Abelian nature of the theory and are thus immediately transferable to the QCD case of the gluon propagator.

### 3.2 Light-front QED

Let us consider the gauge- and Lorentz-invariant QED Lagrangian density

$$
\begin{equation*}
\mathscr{L}_{\mathrm{QED}}=\bar{\psi}(i \not \varnothing-m) \psi-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}+e \bar{\psi} \gamma^{\mu} \psi A_{\mu} \tag{3.3}
\end{equation*}
$$

where $e>0, m$ is the bare electron mass and $F^{\mu \nu}=\partial^{\mu} A^{\nu}-\partial^{\nu} A^{\mu}$ is the electromagnetic-field tensor. We first focus on the contribution from the free electromagnetic field, in order to recover an expression for the photon propagator. The photon polarization vectors $\varepsilon_{\lambda}^{\mu}(q)$ have four possible polarization states, but only two are actually physical. One can get rid of the redundant degrees of freedom via a proper transformation of the photon field $A^{\mu}(x) \mapsto A^{\mu}(x)+\partial^{\mu} \alpha(x)$, thus selecting a convenient gauge to work with.
In the Lorenz gauge, we assume

$$
\begin{equation*}
\partial_{\mu} A^{\mu}=0 \tag{3.4}
\end{equation*}
$$

and modify the free-photon Lagrangian by adding a gauge-fixing term, namely

$$
\begin{equation*}
\mathscr{L}_{\mathrm{elm}}=-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}-\frac{1}{2 \beta}\left(\partial_{\mu} A^{\mu}\right)^{2} . \tag{3.5}
\end{equation*}
$$

The Lorenz gauge leaves one residual degree of freedom. The covariant Feynman gauge, usually adopted in the Feynman diagram approach, coincides with the Lorenz gauge where we fix $\beta=1 / 2$.
Alternatively, one can add a second gauge-fixing term: in a non-covariant axial gauge $n_{\mu} A^{\mu}=0$, the electromagnetic-field Lagrangian becomes

$$
\begin{equation*}
\mathscr{L}_{\mathrm{elm}}=-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}-\frac{1}{2 \alpha}\left(n_{\mu} A^{\mu}\right)^{2}-\frac{1}{2 \beta}\left(\partial_{\mu} A^{\mu}\right)^{2} . \tag{3.6}
\end{equation*}
$$

We stress here that the axial-gauge condition, just like the Lorenz-gauge condition, is not by itself sufficient to fix the gauge completely. Once we have completely fixed the gauge, it is possible to reconstruct the propagator $\mathcal{D}^{\mu \lambda}(q)$ of the free photon with the Green's function method: more precisely, we solve, in momentum space,

$$
\begin{equation*}
\mathcal{O}_{\mu \nu}(q) \mathcal{D}^{\mu \lambda}(q)=\delta_{\nu}^{\lambda}, \tag{3.7}
\end{equation*}
$$

where the operator $\mathcal{O}_{\mu \nu}$ satisfies $\mathcal{L}_{\text {elm }}=A^{\mu} \mathcal{O}_{\mu \nu} A^{\nu}$. In Feynman gauge, one obtains the well-known result

$$
\begin{equation*}
\mathcal{D}^{\mu \nu}(q)=\frac{-i g^{\mu \nu}}{q^{2}} \tag{3.8}
\end{equation*}
$$

that is manifestly Lorentz-invariant and proportional to the sum of the polarization vectors over all the degrees of freedom:

$$
\begin{equation*}
d^{\mu \nu}(q)=\sum_{\lambda} \varepsilon_{\lambda}^{\mu *}(q) \varepsilon_{\lambda}^{\nu}(q)=-g^{\mu \nu} . \tag{3.9}
\end{equation*}
$$

In light-cone gauge, instead, in the limit $\alpha, \beta \rightarrow 0$, one obtains [41]

$$
\begin{equation*}
\mathcal{D}_{T}^{\mu \nu}(q)=\frac{-i}{q^{2}}\left(g^{\mu \nu}-\frac{q^{\mu} n^{\nu}+q^{\nu} n^{\mu}}{q^{+}}+q^{2} \frac{n_{\mu} n_{\nu}}{\left(q^{+}\right)^{2}}\right), \tag{3.10}
\end{equation*}
$$

which is proportional to the sum over the transverse-polarization degrees of freedom

$$
\begin{equation*}
d_{T}^{\mu \nu}(q)=\sum_{\lambda=1}^{2} \varepsilon_{\lambda}^{\mu *}(q) \varepsilon_{\lambda}^{\nu}(q)=-g^{\mu \nu}+\frac{q^{\mu} n^{\nu}+q^{\nu} n^{\mu}}{q^{+}}-q^{2} \frac{n^{\mu} n^{\nu}}{\left(q^{+}\right)^{2}} \tag{3.11}
\end{equation*}
$$

In light-front quantization an equivalent result can be recovered by imposing the light-cone gauge condition only. The reason is that the equations of motion for the free photon

$$
\begin{equation*}
\left(g^{\mu \nu} \partial^{2}-\partial^{\mu} \partial^{\nu}\right) A_{\nu}=0 \tag{3.12}
\end{equation*}
$$

in light-front coordinates along with $A^{+}=0$, automatically imply the Lorenzgauge condition (3.4). We can use the latter to write the transverse components of the gauge field as

$$
\begin{equation*}
\boldsymbol{\partial}_{\perp} \cdot \boldsymbol{A}_{\perp}=\partial^{+} A^{-} \tag{3.13}
\end{equation*}
$$

It is then possible to evaluate the propagator through [43]

$$
\begin{equation*}
\langle 0|\left[A^{\mu}(x) A^{\nu}(0)\right]|0\rangle=\frac{i}{(2 \pi)^{4}} \int \mathrm{~d}^{4} q e^{-i x \cdot q} \frac{d_{T}^{\mu \nu}(q)}{q^{2}+i \varepsilon} \tag{3.14}
\end{equation*}
$$

where $d_{T}^{\mu \nu}(q)$ coincides with the three-term sum given in Eq. (3.11).
Let us now go back to the full Lagrangian (3.3). In presence of an interaction term, the equations of motion of the photon become

$$
\begin{equation*}
\left(g^{\mu \nu} \partial^{2}-\partial^{\mu} \partial^{\nu}\right) A_{\nu}=J^{\mu} \tag{3.15}
\end{equation*}
$$

with the electromagnetic current $J^{\mu}=e \bar{\psi} \gamma^{\mu} \psi$. Even though Eq. (3.15) does not lead to the Lorenz condition, we can still use it to rewrite the transverse components of the photon fields in terms of the other ones, by defining [42]

$$
\begin{equation*}
A^{-}=a^{-}+\chi \tag{3.16}
\end{equation*}
$$

with

$$
\begin{equation*}
\partial^{+} a^{-}=\boldsymbol{\partial}_{\perp} \cdot \boldsymbol{A}_{\perp}, \quad\left(\partial^{+}\right)^{2} \chi=-J^{+} \tag{3.17}
\end{equation*}
$$

Similarly, one can take advantage of the Dirac equation to isolate two independent (or "good") components of the fermion field [17, 42]

$$
\begin{equation*}
\psi_{+}=\frac{1}{2} \gamma^{-} \gamma^{+} \psi . \tag{3.18}
\end{equation*}
$$



Figure 3.1: Time-ordered vertices corresponding to the interaction terms that appear in the light-front QED Hamiltonian. From left to right: three-point vertex in Eq. (3.21); fourfermion interaction with an instantaneous photon in Eq. (3.22); four point vertex with an instantaneous fermion in Eq. (3.23). Light-front time is supposed to flow from left to right.

We then take $\boldsymbol{a}_{\perp}=\boldsymbol{A}_{\perp}$ and $\psi_{+}$as the dynamical fields of QED in light-front quantization, introducing for convenience the four vector $a^{\mu}=\left(0, a^{-}, \boldsymbol{a}_{\perp}\right)$.
We are now in position to describe the light-front dynamics of the fields. The QED Hamiltonian can be written in terms of the energy-momentum tensor $T^{\mu \nu}$, defined in Eq. (2.12), as [42]

$$
\begin{equation*}
H=\int \mathrm{d}^{2} \boldsymbol{x}_{\perp} \mathrm{d} x^{-} T^{+-}(x)=H_{0}+V_{1}+V_{2}+V_{3} . \tag{3.19}
\end{equation*}
$$

In Eq. (3.19), $H_{0}$ is the free Hamiltonian

$$
\begin{equation*}
H_{0}=\int \mathrm{d}^{2} \boldsymbol{x}_{\perp} \mathrm{d} x^{-}\left[\frac{i}{2} \bar{\psi}_{+} \gamma^{-} \partial^{+} \psi_{+}+\frac{1}{2}\left(F^{12}\right)^{2}-\frac{1}{2} a^{-} \partial^{+} \boldsymbol{\partial}_{\perp} \cdot \boldsymbol{a}_{\perp}\right], \tag{3.20}
\end{equation*}
$$

while the interaction terms read

$$
\begin{align*}
& V_{1}=e \int \mathrm{~d}^{2} \boldsymbol{x}_{\perp} \mathrm{d} x^{-} \bar{\psi}_{+}(x) \gamma^{\mu} \psi_{+}(x) a_{\mu}(x),  \tag{3.21}\\
& V_{2}=-\frac{i e^{2}}{4} \int \mathrm{~d}^{2} \boldsymbol{x}_{\perp} \mathrm{d} x^{-} \mathrm{d} y^{-} \Theta\left(x^{-}-y^{-}\right) \bar{\psi}_{+}(x) \gamma^{i} a^{i}(x) \gamma^{+} \gamma^{j} a^{j}(y) \psi_{+}(y),  \tag{3.22}\\
& V_{3}=-\frac{e^{2}}{4} \int \mathrm{~d}^{2} \boldsymbol{x}_{\perp} \mathrm{d} x^{-} \mathrm{d} y^{-} \bar{\psi}_{+}(x) \gamma^{+} \psi_{+}(x)\left|x^{-}-y^{-}\right| \bar{\psi}_{+}(y) \gamma^{+} \psi_{+}(y), \tag{3.23}
\end{align*}
$$

with $y=\left(x^{+}, y^{-}, \boldsymbol{x}_{\perp}\right)$. The $V_{1}$ term in Eq. (3.21) describes a standard QED three-point vertex; $V_{2}$ in Eq. (3.22) and $V_{3}$ in Eq. (3.23), instead, are the nonlocal four-point vertices corresponding to the exchange of an instantaneous fermion and photon, respectively. The time-ordered diagrams of the three vertices are shown in Fig. 3.1. From the Hamiltonian (3.19), one can derive the light-front time-ordered contributions to one-loop processes in QED, as we will show in the following sections.
It is important to stress that the two instantaneous terms actually have different origins. The instantaneous-fermion interaction is ultimately due to the
fact that the fermions must have positive momenta [17], and hence it is a consequence of the choice of light-front coordinates. The instantaneous-photon interaction, on the other hand, is related to the fact that we are working in the non-covariant light-cone gauge. Its presence is in fact a property of any axial gauge $n_{\mu} A^{\mu}=0$, as shown in Ref. [34] for the scalar QED case (which can be easily extended to the QED case as well). This situation is well known also in the case of the Coulomb gauge [44] and does not therefore depend on the use of light-front rather than instant-form coordinates.
In view of the considerations stated in the previous Section, we conclude that the natural starting point for the covariant calculation in light-cone gauge is the three-term propagator (3.10), recovered from the free electromagnetic-field Lagrangian with the proper gauge-fixing terms, including at the same time the diagrams containing both the standard triangle vertex and the instantaneousphoton interactions, which are consequence of the choice of the gauge. As we already mentioned, however, it can be proven that the contribution coming from the diagrams that contain an instantaneous photon is exactly canceled by an opposite contribution from the third term of the propagator (proportional to $q^{2}$ ) [34, 35, 43]. Therefore, one can alternatively drop the third term and consider only the ordinary three-point vertex. The diagrams with an instantaneous-fermion exchange, on the other hand, should not be included explicitly from the beginning, but rather recovered when we take the limit of light-front coordinates. In this way it is possible to connect one-by-one the diagrams arising in light-front TOPT with different terms from the covariant calculation, by applying the ordinary technique of integration by residues; we devote the rest of this Chapter to the proof of these statements for one-loop QED processes.

### 3.3 QED vertex correction

In this section we discuss the vertex correction at one-loop level in QED. We first revisit the calculation in light-front TOPT [12, 21, 42], then we present the results in covariant theory using light-front coordinates. We show how the contributions of light-front time-ordered diagrams can be recovered from a given Feynman diagram by integrating over the light-front energy. In proving the equivalence between the different formulations of the theory, we will discuss the form of the photon propagator.

### 3.3.1 Light-front TOPT

The vertex correction in light-front TOPT originates from contributions of the interaction terms in the form $\left(V_{1}\right)^{3}, V_{1} V_{2}$ and $V_{1} V_{3}$, see Eqs. (3.21)-(3.23). The $\left(V_{1}\right)^{3}$ contribution brings the two diagrams shown in Fig. 3.2, which are distinct for different ordering of the interaction vertexes with light-front time; note that in diagram (b) there appears a positron, labeled with an arrow of


Figure 3.2: Diagrams for the vertex correction in light-front TOPT at one-loop order. The vertical dashed lines are at fixed light-front time.


Figure 3.3: Diagrams for the vertex correction in light-front TOPT at one-loop order with instantaneous fermion exchange [(c) and (d)] and instantaneous photon exchange [(e)]. The vertical dashed lines are at fixed light-front time.
opposite direction with respect to its plus momentum. These diagrams are the analogue of the two diagrams that survive in the infinite-momentum frame in the scalar $\phi^{3}$ theory, as explained in Section 2.2. Just like in the scalar case, all other possible time-ordered diagrams, with disconnected contributions of pair production or annihilation from the vacuum, vanish in the infinite-momentum frame. Here, however, the presence of the $V_{2}$ and $V_{3}$ interaction terms in the Hamiltonian leads to additional diagrams, shown in Fig. 3.3, which contain instantaneous fermions and photon propagators. It should be noticed that diagram (c) of Fig. 3.3 is peculiar, since it can be recovered from both diagram (a) and (b) of Fig. 3.2, by considering the propagator with momentum $k_{1}$ as instantaneous. Diagrams (d) and (e), on the contrary, can be drawn only as limits of diagrams (a) and (b), respectively.
In the calculation of the scattering amplitude we set the momenta of the particles as shown in the corresponding diagrams. As we aim to match the
terms derived from the evaluation of the light-front time-ordered diagrams with the corresponding current obtained in the covariant approach, it is convenient to decompose the momentum $k^{\mu}$ of a particle of mass $m$ into an on-shell and an off-shell component, by defining

$$
\begin{align*}
& k_{\text {on-shell }}^{\mu} \equiv \tilde{k}^{\mu}=\left(k^{+}, \frac{\boldsymbol{k}_{\perp}^{2}+m^{2}}{2 k^{+}}, \boldsymbol{k}_{\perp}\right),  \tag{3.24a}\\
& k_{\text {off-shell }}^{\mu} \equiv \hat{k}^{\mu}=\left(0, \frac{k^{2}-m^{2}}{2 k^{+}}, \mathbf{0}_{\perp}\right)=\frac{k^{2}-m^{2}}{2 k^{+}} n^{\mu}, \tag{3.24b}
\end{align*}
$$

so that $k^{\mu}=\tilde{k}^{\mu}+\hat{k}^{\mu}$.
It is also useful to introduce the symmetric notation

$$
\begin{equation*}
q_{1} \equiv \Delta, \quad P_{1,2}=P \mp \frac{\Delta}{2}, \quad k_{1,2}=k \mp \frac{\Delta}{2}, \quad q_{2}=P-k . \tag{3.25}
\end{equation*}
$$

As we already remarked, in the TOPT approach all particles are on shell but energy is not conserved at each vertex, contrarily to what happens in the covariant formulation. It is therefore understood that the last two identities in Eq. (3.25) are are valid only for the plus and transverse components, when working within light-front TOPT. We also define the longitudinal momentum fraction $x=k^{+} / P^{+}$and the skewedness parameter ${ }^{1} \xi=\Delta^{+} / 2 P^{+}$. Furthermore, without loss of generality, we can fix $\xi>0$, which means we are considering an incoming photon, and work in the reference frame where $\boldsymbol{P}_{\perp}=\mathbf{0}_{\perp}$. The on-shell conditions give:

$$
\begin{equation*}
P^{-}=\frac{1}{2 P^{+}}\left(m^{2}-\frac{t}{4}\right), \quad \Delta^{-}=-2 \xi P^{-}, \quad k_{1,2}^{-}=\frac{\mathbf{k}_{1,2, \perp}^{2}+m^{2}}{2 k_{1,2}^{+}}, \quad q_{2}^{-}=\frac{\mathbf{q}_{2, \perp}^{2}}{2 q_{2}^{+}}, \tag{3.26}
\end{equation*}
$$

with $t \equiv \Delta^{2}$ and

$$
\begin{equation*}
k_{1,2}^{+}=k^{+} \mp \frac{\Delta^{+}}{2}, \quad \mathbf{k}_{1,2, \perp}=\boldsymbol{k}_{\perp} \mp \frac{\boldsymbol{\Delta}_{\perp}}{2}, \quad q_{2}^{+}=P^{+}-k^{+}, \quad \mathbf{q}_{2, \perp}=-\boldsymbol{k}_{\perp} . \tag{3.27}
\end{equation*}
$$

Let us start from the contribution of order $V_{1}^{3}$ to the scattering amplitude. The corresponding matrix element of the transition matrix $i T$ is:

$$
\begin{equation*}
\Lambda_{\left(V_{1}^{3}\right)}^{T O P T}=\left\langle e_{P_{2}}\right| i T\left|e_{P_{1}} \gamma_{q_{1}}\right\rangle=i\left\langle e_{P_{2}}\right| V_{1} \frac{1}{P_{i}^{-}-H_{0}} V_{1} \frac{1}{P_{i}^{-}-H_{0}} V_{1}\left|e_{P_{1}} \gamma_{q_{1}}\right\rangle \tag{3.28}
\end{equation*}
$$

where $P_{i}^{-}=P_{1}^{-}+q_{1}^{-}$is the total energy of the initial states. Spin indices are omitted as they are not relevant in the current discussion. By inserting the resolution of the identity with the complete set of eigenstates of the free

[^5]Hamiltonian, it is possible to identify the contributions $\Lambda_{(a)}^{T O P T}$ and $\Lambda_{(b)}^{T O P T}$ corresponding to diagrams (a) and (b) of Fig. 3.3, i.e.

$$
\begin{equation*}
\Lambda_{\left(V_{1}^{3}\right)}^{T O P T}=\Lambda_{(a)}^{T O P T}+\Lambda_{(b)}^{T O P T} \tag{3.29}
\end{equation*}
$$

The first contribution can be recast in the form

$$
\begin{equation*}
\Lambda_{(a)}^{T O P T}=(2 \pi)^{3} \delta\left(P_{1}^{+}+q_{1}^{+}-P_{2}^{+}\right) \delta^{(2)}\left(\boldsymbol{P}_{1, \perp}+\boldsymbol{q}_{1, \perp}-\boldsymbol{P}_{2, \perp}\right)(-i e) \varepsilon_{\mu}\left(q_{1}\right) J_{(a)}^{\mu} . \tag{3.30}
\end{equation*}
$$

For later convenience, we isolate the energy denominator of the current $J_{(a)}^{\mu}$ :

$$
\begin{align*}
D_{(a)} & =\left\langle\gamma_{q_{1}} e_{k_{1}} \gamma_{q_{2}}\right| \frac{1}{P_{1}^{-}+q_{1}^{-}-H_{0}^{-}}\left|\gamma_{q_{1}} e_{k_{1}} \gamma_{q_{2}}\right|\left\langle e_{k_{2}} \gamma_{q_{2}}\right| \frac{1}{P_{1}^{-}+q_{1}^{-}-H_{0}^{-}}\left|e_{k_{2}} \gamma_{q_{2}}\right\rangle \\
& =\frac{1}{P_{1}^{-}+q_{1}^{-}-\left(q_{1}^{-}+k_{1}^{-}+q_{2}^{-}\right)} \frac{1}{P_{1}^{-}+q_{1}^{-}-\left(k_{2}^{-}+q_{2}^{-}\right)} . \tag{3.31}
\end{align*}
$$

By switching to the symmetric notation and using Eqs. (3.26) and (3.27), one can rewrite:

$$
\begin{align*}
P_{1}^{-}+q_{1}^{-}-\left(q_{1}^{-}+k_{1}^{-}+q_{2}^{-}\right) & =\kappa_{3}-\kappa_{1},  \tag{3.32}\\
P_{1}^{-}+q_{1}^{-}-\left(k_{2}^{-}+q_{2}^{-}\right) & =\kappa_{3}-\kappa_{2}, \tag{3.33}
\end{align*}
$$

where we have defined

$$
\begin{align*}
\kappa_{1,2} & =\frac{\boldsymbol{k}_{\perp}^{2} \mp \boldsymbol{k}_{\perp} \cdot \boldsymbol{\Delta}_{\perp}+(1 \mp \xi x)\left(m^{2}-\frac{t}{4}\right)}{2 P^{+}(x \mp \xi)}  \tag{3.34a}\\
\kappa_{3} & =\frac{\boldsymbol{k}_{\perp}^{2}+(x-1)\left(m^{2}-\frac{t}{4}\right)}{2(x-1) P^{+}} \tag{3.34b}
\end{align*}
$$

The numerator of the current $J_{(a)}^{\mu}$ is given by

$$
\begin{align*}
N_{(a)}^{\mu}= & -\frac{e^{2} P^{+}}{(2 \pi)^{3}} \int_{\xi}^{1} \mathrm{~d} x \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \frac{1}{\left(2 P^{+}\right)^{3}(1-x)\left(x^{2}-\xi^{2}\right)} \\
& \times \bar{u}\left(P_{2}\right) \gamma^{\rho}\left(\tilde{\not k}_{2}+m\right) \gamma^{\mu}\left(\tilde{\not 月}_{1}+m\right) \gamma^{\nu} d_{\nu \rho}\left(\tilde{q}_{2}\right) u\left(P_{1}\right), \tag{3.35}
\end{align*}
$$

where the limits of integration in the variable $x$ are given by the constraint that all particles move along the positive light-front direction. In Eq. (3.35) the intermediate photon is on-shell, consistently with the rules of old-fashioned perturbation theory; accordingly, the sum $d^{\mu \nu}(q)$ over transversely-polarized states of the intermediate photon is given by Eq. (3.9) with $q^{2}=0$ :

$$
\begin{equation*}
d^{\mu \nu}(q)=-g^{\mu \nu}+\frac{q^{\mu} n^{\nu}+q^{\nu} n^{\mu}}{q^{+}} \tag{3.36}
\end{equation*}
$$

This is at variance with respect to Ref. [34], which uses the three-term sum of Eq. (3.11) for the calculation of light-front time-ordered diagrams.

If we collect the results from Eqs. (3.31) and (3.35), we finally obtain the following contribution of the diagram (a) to the current

$$
\begin{align*}
J_{(a)}^{\mu}= & -\frac{e^{2} P^{+}}{(2 \pi)^{3}} \int_{\xi}^{1} d x \int d^{2} \boldsymbol{k}_{\perp} \frac{1}{\left(2 P^{+}\right)^{3}(1-x)\left(x^{2}-\xi^{2}\right)} \\
& \times \bar{u}\left(P_{2}\right) \gamma^{\rho} \frac{\left(\tilde{y}_{2}+m\right)}{\kappa_{3}-\kappa_{1}} \gamma^{\mu} \frac{\left(\tilde{y}_{1}+m\right)}{\kappa_{3}-\kappa_{2}} \gamma^{\nu} d_{\nu \rho}\left(\tilde{q}_{2}\right) u\left(P_{1}\right) . \tag{3.37}
\end{align*}
$$

A similar procedure can be followed also for diagram (b) in Fig. 3.2, corresponding to the contribution

$$
\begin{equation*}
\Lambda_{(b)}^{T O P T}=(2 \pi)^{3} \delta\left(P_{1}^{+}+q_{1}^{+}-P_{2}^{+}\right) \delta^{(2)}\left(\boldsymbol{P}_{1, \perp}+\boldsymbol{q}_{1, \perp}-\boldsymbol{P}_{2, \perp}\right)(-i e) \varepsilon_{\mu}\left(q_{1}\right) J_{(b)}^{\mu} . \tag{3.38}
\end{equation*}
$$

The current $J_{(b)}^{\mu}$ has an energy denominator given by

$$
\begin{align*}
D_{(b)} & =\left\langle e_{P_{1}} e_{k_{1}}^{+} e_{k_{2}}\right| \frac{1}{P_{1}^{-}+q_{1}^{-}-H^{-}}\left|e_{P_{1}} e_{k_{1}}^{+} e_{k_{2}}\right\rangle\left\langle e_{k_{2}} \gamma_{q_{2}}\right| \frac{1}{P_{1}^{-}+q_{1}^{-}-H^{-}}\left|e_{k_{2}} \gamma_{q_{2}}\right\rangle \\
& =\frac{1}{P_{1}^{-}+q_{1}^{-}-\left(P_{1}^{-}-k_{1}^{-}+k_{2}^{-}\right)} \frac{1}{P_{1}^{-}+q_{1}^{-}-\left(k_{2}^{-}+q_{2}^{-}\right)} . \tag{3.39}
\end{align*}
$$

We can rewrite:

$$
\begin{equation*}
P_{1}^{-}+q_{1}^{-}-\left(P_{1}^{-}-k_{1}^{-}+k_{2}^{-}\right)=\kappa_{2}-\kappa_{1}, \tag{3.40}
\end{equation*}
$$

while the energy denominator for the second intermediate state is again given by Eq. (3.33). If we evaluate also the numerator of $J_{(b)}^{\mu}$, we come up with the final result:

$$
\begin{align*}
J_{(b)}^{\mu}= & -\frac{e^{2} P^{+}}{(2 \pi)^{3}} \int_{-\xi}^{\xi} \mathrm{d} x \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \frac{1}{\left(2 P^{+}\right)^{3}(1-x)\left(x^{2}-\xi^{2}\right)} \\
& \times \bar{u}\left(P_{2}\right) \gamma^{\rho} \frac{\left(\tilde{y}_{2}+m\right)}{\kappa_{3}-\kappa_{2}} \gamma^{\mu} \frac{\left(\tilde{\mu}_{1}+m\right)}{\kappa_{2}-\kappa_{1}} \gamma^{\nu} d_{\nu \rho}\left(\tilde{q}_{2}\right) u\left(P_{1}\right) . \tag{3.41}
\end{align*}
$$

We now focus on the diagrams containing instantaneous propagators, which come from $V_{1} V_{2}, V_{2} V_{1}$ and $V_{1} V_{3}$ interaction terms in the matrix element. The result for the current $J_{(c)}^{\mu}$ of diagram (c) in Fig. 3.3 corresponds to the matrix element

$$
\begin{align*}
\Lambda_{\left(V_{1} V_{2}\right)}^{T O P T} & =i\left\langle e_{P_{2}}\right| V_{1} \frac{1}{P_{i}^{-}-H_{0}} V_{2}\left|e_{P_{1}} \gamma_{q_{1}}\right\rangle  \tag{3.42}\\
& =(2 \pi)^{3} \delta\left(P_{1}^{+}+q_{1}^{+}-P_{2}^{+}\right) \delta^{(2)}\left(\boldsymbol{P}_{1, \perp}+\boldsymbol{q}_{1, \perp}-\boldsymbol{P}_{2, \perp}\right)(-i e) \varepsilon_{\mu}\left(q_{1}\right) J_{(c)}^{\mu} . \tag{3.43}
\end{align*}
$$

By following a procedure similar to the one described above, one finds that the current $J_{(c)}^{\mu}$ is given by

$$
J_{(c)}^{\mu}=-\frac{e^{2} P^{+}}{(2 \pi)^{3}} \int_{-\xi}^{1} \mathrm{~d} x \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \frac{1}{\left(2 P^{+}\right)^{3}(1-x)\left(x^{2}-\xi^{2}\right)}
$$

$$
\begin{equation*}
\times \bar{u}\left(P_{2}\right) \gamma^{\rho} \frac{\left(\tilde{\not}_{2}+m\right)}{\kappa_{3}-\kappa_{2}} \gamma^{\mu} \gamma^{+} \gamma^{\nu} d_{\nu \rho}\left(\tilde{q}_{2}\right) u\left(P_{1}\right) . \tag{3.44}
\end{equation*}
$$

Note that this result can also be obtained by summing the contributions from diagrams (a) and (b), if we and make the replacement $\left(k_{1}+m\right) \mapsto \gamma^{+}$and remove from them the energy denominators (3.32) and (3.40), respectively. This is consistent with the light-front TOPT rules for an instantaneous fermion propagator [45]. Similarly, we obtain the following result for the contributions to the current from diagrams (d) in Fig. 3.3:

$$
\begin{align*}
J_{(d)}^{\mu}= & -\frac{e^{2} P^{+}}{(2 \pi)^{3}} \int_{\xi}^{1} \mathrm{~d} x \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \frac{1}{\left(2 P^{+}\right)^{3}(1-x)\left(x^{2}-\xi^{2}\right)} \\
& \times \bar{u}\left(P_{2}\right) \gamma^{\rho} \gamma^{+} \gamma^{\mu} \frac{\left(\tilde{k_{1}}+m\right)}{\kappa_{3}-\kappa_{1}} \gamma^{\nu} d_{\nu \rho}\left(\tilde{q}_{2}\right) u\left(P_{1}\right) . \tag{3.45}
\end{align*}
$$

Finally, diagram (e) in Fig. 3.3 with an instantaneous photon can be obtained from Eq. (3.41) with the substitution $d^{\mu \nu}(q) / q^{+} \mapsto n^{\mu} n^{\nu} /\left(q^{+}\right)^{2}$ and removing the term $\kappa_{2}-\kappa_{1}$ from the energy denominator (3.41). As a result, it reads

$$
\begin{align*}
J_{(e)}^{\mu}= & -\frac{e^{2} P^{+}}{(2 \pi)^{3}} \int_{-\xi}^{\xi} \mathrm{d} x \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \frac{1}{4\left(P^{+}\right)^{3}(1-x)\left(x^{2}-\xi^{2}\right)} \\
& \times \bar{u}\left(P_{2}\right) \gamma^{\rho} \frac{\left(\tilde{\not}_{2}+m\right)}{\kappa_{3}-\kappa_{1}} \gamma^{\mu}\left(\tilde{\not}_{1}+m\right) \gamma^{\nu} \frac{n_{\nu} n_{\rho}}{(1-x) P^{+}} u\left(P_{1}\right) . \tag{3.46}
\end{align*}
$$

### 3.3.2 Covariant approach

The one-loop vertex correction in the covariant approach with the light-conegauge condition $n_{\mu} A^{\mu}=0$ is described in Fig. 3.4. Diagram (a) is the triangle diagram due to the term of the form $\left(V_{1}\right)^{3}$ in the interaction Hamiltonian (3.19) and diagram (b) is the so-called swordfish diagram due to the $V_{1} V_{3}$ term that contains a four-fermion interaction. The matrix element of the triangle diagram reads

$$
\Lambda=(2 \pi)^{4} \delta^{(4)}\left(P_{1}+q_{1}-P_{2}\right)(-i e) \varepsilon_{\mu}\left(q_{1}\right) J_{\mathrm{Cov}}^{\mu},
$$

with the current $J_{\text {Cov }}^{\mu}$ given by

$$
\begin{equation*}
J_{\mathrm{Cov}}^{\mu}=\frac{e^{2}}{(2 \pi)^{4}} \int \mathrm{~d}^{4} k_{1} \bar{u}\left(P_{2}\right) \gamma_{\rho} \mathcal{S}_{F}\left(k_{2}\right) \gamma^{\mu} \mathcal{S}_{F}\left(k_{1}\right) \gamma_{\nu} \mathcal{D}_{T}^{\nu \rho}\left(q_{2}\right) u\left(p_{1}\right), \tag{3.47}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{S}_{F}(k)=\frac{i(\not k+m)}{k^{2}-m^{2}+i \epsilon} \tag{3.48}
\end{equation*}
$$

is the electron propagator, and $\mathcal{D}_{T}^{\mu \nu}(q)$ is the photon propagator in the lightcone gauge from Eq. (3.10). As discussed in Sections 3.1 and 3.2, the third term in $\mathcal{D}_{T}^{\mu \nu}(q)$ generates a contribution which cancels out the one arising from the


Figure 3.4: Vertex correction at one-loop order in covariant QED: (a) triangle diagram; (b) swordfish diagram containing the $V_{3}$ vertex.
four-fermion interaction, corresponding to diagram (b) in Fig. 3.4. As a result, the vertex correction in the covariant approach can effectively be obtained by taking into account the contribution from the triangle diagram in Fig. 3.4 (a) alone and replacing $\mathcal{D}_{T}^{\mu \nu}$ in (3.47) with the two-term expression $\mathcal{D}^{\mu \nu}$ of Eq. (3.1) for the photon propagator.
In the following we show the equivalence of the covariant approaches with the results of light-front TOPT discussed in the previous Section. In covariant theories, momentum is conserved at each vertex and we can write

$$
\begin{equation*}
q_{2}=P_{1}-k_{1}, \quad k_{2}=k_{1}+q_{1}, \quad P_{2}=k_{2}+q_{2} . \tag{3.49}
\end{equation*}
$$

If we apply again the splitting of the momenta in Eqs. (3.24a) and (3.24b), the fermion's and gauge boson's propagators get in turn decomposed into two parts, according to:

$$
\begin{align*}
\mathcal{S}_{F}(k) & =\frac{i(\not k+m)}{k^{2}-m^{2}+i \epsilon}=\frac{i(\tilde{\not k}+m)}{k^{2}-m^{2}+i \epsilon}+\frac{i \gamma^{+}}{2 k^{+}},  \tag{3.50a}\\
\mathcal{D}^{\mu \nu}(q) & =\frac{-i}{q^{2}+i \epsilon}\left(g^{\mu \nu}-\frac{q^{\mu} n^{\nu}+q^{\nu} n^{\mu}}{q^{+}}\right) \\
& =\frac{-i}{q^{2}+i \epsilon}\left(g^{\mu \nu}-\frac{\tilde{q}^{\mu} n^{\nu}+\tilde{q}^{\nu} n^{\mu}}{q^{+}}\right)+\frac{i n^{\mu} n^{\nu}}{\left(q^{+}\right)^{2}}=\frac{i d^{\mu \nu}(\tilde{q})}{q^{2}+i \epsilon}+\frac{i n^{\mu} n^{\nu}}{\left(q^{+}\right)^{2}} . \tag{3.50b}
\end{align*}
$$

The first terms in both decompositions depend on the light-front energy components $k^{-}$and $q^{-}$; therefore they yield the propagating part. The remaining terms, instead, do not depend on the minus component of the momenta and hence they correspond to the non-propagating instantaneous particles [33]. It should be noticed that, to some extent, in Eq. (3.50b) we recovered a three term propagator, but this time the numerator of the second term only depends on the on-shell component $\tilde{q}$ of the gauge-field momentum $q$.
As a consequence of the splitting in Eqs. (3.50a) and (3.50b), the current $J_{C O V}^{\mu}$
in Eq. (3.47) can be rewritten as:

$$
\begin{align*}
J_{\text {Cov }}^{\mu}= & -\frac{i e^{2}}{(2 \pi)^{4}} \int \mathrm{~d}^{4} k_{1} \bar{u}\left(P_{2}\right) \gamma^{\rho}\left(\frac{\tilde{\not ్}_{2}+m}{k_{2}^{2}-m^{2}+i \epsilon}+\frac{\gamma^{+}}{2 k_{2}^{+}}\right) \\
& \times \gamma^{\mu}\left(\frac{\tilde{\not}_{1}+m}{k_{1}^{2}-m^{2}+i \epsilon}+\frac{\gamma^{+}}{2 k_{1}^{+}}\right) \gamma^{\nu}\left(\frac{d_{\nu \rho}\left(\tilde{q}_{2}\right)}{q_{2}^{2}+i \epsilon}+\frac{n_{\nu} n_{\rho}}{\left(q_{2}^{+}\right)^{2}}\right) u\left(P_{1}\right) . \tag{3.51}
\end{align*}
$$

We can hence separate $J_{\text {Cov }}^{\mu}$ into eight contributions, depending on different combinations of the propagating and instantaneous components of the propagators. Out of these eight contributions, four are non-vanishing ${ }^{2}$ :

$$
\begin{align*}
J_{1}^{\mu}\left[\tilde{k}_{1}, \tilde{k}_{2}, \tilde{q}_{2}\right]= & -\frac{i e^{2}}{(2 \pi)^{4}} \int \mathrm{~d}^{4} k_{1} \bar{u}\left(P_{2}\right) \gamma^{\rho}\left(\frac{\tilde{k}_{2}+m}{k_{2}^{2}-m^{2}+i \epsilon}\right) \\
& \times \gamma^{\mu}\left(\frac{\tilde{\not}_{1}+m}{k_{1}^{2}-m^{2}+i \epsilon}\right) \gamma^{\nu} \frac{d_{\nu \rho}\left(\tilde{q}_{2}\right)}{q_{2}^{2}+i \epsilon} u\left(P_{1}\right),  \tag{3.52a}\\
J_{2}^{\mu}\left[\hat{k}_{1}, \tilde{k}_{2}, \tilde{q}_{2}\right]= & -\frac{i e^{2}}{(2 \pi)^{4}} \int \mathrm{~d}^{4} k_{1} \bar{u}\left(P_{2}\right) \gamma^{\rho}\left(\frac{\tilde{k}_{2}+m}{k_{2}^{2}-m^{2}+i \epsilon}\right) \\
& \times \gamma^{\mu} \frac{\gamma^{+}}{2 k_{1}^{+}} \gamma^{\nu} \frac{d_{\nu \rho}\left(\tilde{q}_{2}\right)}{q_{2}^{2}+i \epsilon} u\left(P_{1}\right),  \tag{3.52b}\\
J_{3}^{\mu}\left[\tilde{k}_{1}, \hat{k}_{2}, \tilde{q}_{2}\right]= & -\frac{i e^{2}}{(2 \pi)^{4}} \int \mathrm{~d}^{4} k_{1} \bar{u}\left(P_{2}\right) \gamma^{\rho} \frac{\gamma^{+}}{2 k_{2}^{+}} \\
& \times \gamma^{\mu}\left(\frac{\tilde{k}_{1}+m}{k_{1}^{2}-m^{2}+i \epsilon}\right) \gamma^{\nu} \frac{d_{\nu \rho}\left(\tilde{q}_{2}\right)}{q_{2}^{2}+i \epsilon} u\left(P_{1}\right),  \tag{3.52c}\\
J_{4}^{\mu}\left[\tilde{k}_{1}, \tilde{k}_{2}, \hat{q}_{2}\right]= & -\frac{i e^{2}}{(2 \pi)^{4}} \int \mathrm{~d}^{4} k_{1} \bar{u}\left(P_{2}\right) \gamma^{\rho}\left(\frac{\tilde{\psi}_{2}+m}{k_{2}^{2}-m^{2}+i \epsilon}\right) \\
& \times \gamma^{\mu}\left(\frac{\tilde{\not}_{1}+m}{k_{1}^{2}-m^{2}+i \epsilon}\right) \gamma^{\nu} \frac{n_{\nu} n_{\rho}}{\left(q_{2}^{+}\right)^{2}} u\left(P_{1}\right), \tag{3.52~d}
\end{align*}
$$

while three are vanishing because of their Dirac matrix structures:

$$
\begin{align*}
& J_{5}^{\mu}\left[\hat{k}_{1}, \tilde{k}_{2}, \hat{q}_{2}\right] \propto \gamma^{\rho}\left(\tilde{\not k}_{2}+m\right) \gamma^{\mu} \gamma^{+} \gamma^{\nu} n_{\nu} n_{\rho}=0,  \tag{3.53a}\\
& J_{6}^{\mu}\left[\tilde{k}_{1}, \hat{k}_{2}, \hat{q}_{2}\right] \propto \gamma^{\rho} \gamma^{+} \gamma^{\mu}\left(\tilde{k}_{1}+m\right) \gamma^{\nu} n_{\nu} n_{\rho}=0,  \tag{3.53b}\\
& J_{7}^{\mu}\left[\hat{k}_{1}, \hat{k}_{2}, \hat{q}_{2}\right] \propto \gamma^{\rho} \gamma^{+} \gamma^{\mu} \gamma^{+} \gamma^{\nu} n_{\nu} n_{\rho}=0 \tag{3.53c}
\end{align*}
$$

There is one last term left, which is:

$$
\begin{equation*}
J_{8}^{\mu}\left[\hat{k}_{1}, \hat{k}_{2}, \tilde{q}\right] \propto \gamma^{\rho} \gamma^{+} \gamma^{\mu} \gamma^{+} \gamma^{\nu}\left(g_{\nu \rho}-\frac{n_{\nu} \tilde{q}_{2_{\rho}}+n_{\rho} \tilde{q}_{2_{\nu}}}{q_{2}^{+}}\right)=\gamma_{\nu} \gamma^{+} \gamma^{-} \gamma^{+} \gamma^{\nu} g^{\mu-} \tag{3.54}
\end{equation*}
$$

[^6]|  | $x<-\xi$ | $-\xi<x<\xi$ | $\xi<x<1$ | $x>1$ |
| :---: | :---: | :---: | :---: | :---: |
| $\kappa_{1_{\epsilon}}$ | + | + | - | - |
| $\kappa_{2_{\epsilon}}$ | + | - | - | - |
| $\kappa_{3_{\epsilon}}$ | + | + | + | - |

Table 3．1：Distribution of the poles in $J_{1}^{\mu}$ in the complex plane：the symbols＋，－denote whether the pole is located in the upper－or lower－half complex plane，respectively．

It is not vanishing by itself，but we notice that when we contract it with the polarization vector of the external photon，we obtain $\varepsilon^{+}(q) J_{8}^{-}$which is zero in the light－cone gauge；therefore we can disregard this term as well．
The equivalence with the light－front TOPT approach can be established by applying the method of integration by residues over the light－front energy $k^{-}$． We focus on the contribution $J_{1}^{\mu}$ in Eq．（3．52a）as an example．We can use again the momentum parametrization（3．25），which is this time valid for all the components of the momenta．The denominator of $J_{1}^{\mu}$ is then

$$
\begin{equation*}
D_{1}\left[\tilde{k}_{1}, \tilde{k}_{2}, \tilde{q}_{2}\right]=\left[\left(k+\frac{\Delta}{2}\right)^{2}-m^{2}+i \epsilon\right]\left[\left(k-\frac{\Delta}{2}\right)^{2}-m^{2}+i \epsilon\right]\left[(P-k)^{2}+i \epsilon\right] \tag{3.55}
\end{equation*}
$$

If we also take advantage of the on－shell conditions for both the initial－and final－state electron，i．e．the first two identities in Eq．（3．26），the zeros of the denominator（3．55）are：

$$
\begin{equation*}
\kappa_{1_{\epsilon}}=\kappa_{1}-\frac{i \epsilon}{2(x-\xi) P^{+}}, \quad \kappa_{2_{\epsilon}}=\kappa_{2}-\frac{i \epsilon}{2(x+\xi) P^{+}}, \quad \kappa_{3_{\epsilon}}=\kappa_{3}-\frac{i \epsilon}{2(x-1) P^{+}}, \tag{3.56}
\end{equation*}
$$

where $\kappa_{1}, \kappa_{2}$ and $\kappa_{3}$ are defined in Eqs．（3．34a）－（3．34b）．By changing the variable of integration from $k_{1}$ to $k$ according to the relations（3．25），we see that the poles of the integrand in $J_{1}^{\mu}$ are distributed in the complex $k$ plane as shown in Table 3．1．The non－vanishing $k^{-}$－integral in $J_{1}^{\mu}$ therefore comes from the region $-\xi<x<1$ ：if we close the circuit of integration in the upper－ or lower－half complex plane，the integral is obtained from the residue in $\kappa_{1_{\epsilon}}$ ， with the result

$$
\begin{align*}
J_{1}^{\mu}= & -\frac{e^{2} P^{+}}{(2 \pi)^{3}} \int_{-\xi}^{\xi} \mathrm{d} x \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \bar{u}\left(P_{2}\right) \gamma^{\rho}\left(\frac{\tilde{\not 匕}_{2}+m}{\left(2 P^{+}\right)^{3}\left(x^{2}-\xi^{2}\right)(x-1)}\right) \\
& \times \gamma^{\mu}\left(\frac{\tilde{\not 匕}_{1}+m}{\kappa_{2}^{-}-\kappa_{1}^{-}}\right) \gamma^{\nu}\left(\frac{d_{\nu \rho}\left(\tilde{q}_{2}\right)}{\kappa_{2}^{-}-\kappa_{3}^{-}}\right) u\left(P_{1}\right) \\
& +\frac{e^{2} P^{+}}{(2 \pi)^{3}} \int_{\xi}^{1} \mathrm{~d} x \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \bar{u}\left(P_{2}\right) \gamma^{\rho}\left(\frac{\tilde{\not 匕}_{2}+m}{\kappa_{3}^{-}-\kappa_{2}^{-}}\right) \\
& \times \gamma^{\mu}\left(\frac{\tilde{\not 匕}_{1}+m}{\kappa_{3}^{-}-\kappa_{1}^{-}}\right) \gamma^{\nu}\left(\frac{d_{\nu \rho}\left(\tilde{q}_{2}\right)}{\left(2 P^{+}\right)^{3}\left(x^{2}-\xi^{2}\right)(x-1)}\right) u\left(P_{1}\right) . \tag{3.57}
\end{align*}
$$

We remark that the numerator remains unchanged after integration, since it does not depend on the minus component of $k$.
The same procedure can be applied to terms $J_{2}^{\mu}, J_{3}^{\mu}$ and $J_{4}^{\mu}$. The integrand in $J_{2}^{\mu}$ does not exhibit a pole in $k_{1}^{-}$; therefore, after integration, it still results into the sum of two terms

$$
\begin{align*}
J_{2}^{\mu}= & -\frac{e^{2} P^{+}}{(2 \pi)^{3}} \int_{-\xi}^{\xi} \mathrm{d} x \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \bar{u}\left(P_{2}\right) \gamma^{\rho}\left(\frac{\tilde{\not}_{2}+m}{\left(2 P^{+}\right)^{3}\left(x^{2}-\xi^{2}\right)(x-1)}\right) \\
& \times \gamma^{\mu} \gamma^{+} \gamma^{\nu}\left(\frac{d_{\nu \rho}\left(\tilde{q}_{2}\right)}{\kappa_{2}^{-}-\kappa_{3}^{-}}\right) u\left(P_{1}\right) \\
& +\frac{e^{2} P^{+}}{(2 \pi)^{3}} \int_{\xi}^{1} \mathrm{~d} x \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \bar{u}\left(P_{2}\right) \gamma^{\rho}\left(\frac{\tilde{\not 匕}_{2}+m}{\kappa_{3}^{-}-\kappa_{2}^{-}}\right) \\
& \times \gamma^{\mu} \gamma^{+} \gamma^{\nu}\left(\frac{d_{\nu \rho}\left(\tilde{q}_{2}\right)}{\left(2 P^{+}\right)^{3}\left(x^{2}-\xi^{2}\right)(x-1)}\right) u\left(P_{1}\right) \tag{3.58}
\end{align*}
$$

yielding as a result

$$
\begin{align*}
J_{2}^{\mu}= & \frac{e^{2} P^{+}}{(2 \pi)^{3}} \int_{-\xi}^{1} \mathrm{~d} x \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \bar{u}\left(P_{2}\right) \gamma^{\rho}\left(\frac{\tilde{k}_{2}+m}{\kappa_{3}^{-}-\kappa_{2}^{-}}\right) \\
& \times \gamma^{\mu} \gamma^{+} \gamma^{\nu}\left(\frac{d_{\nu \rho}\left(\tilde{q}_{2}\right)}{\left(2 P^{+}\right)^{3}\left(x^{2}-\xi^{2}\right)(x-1)}\right) u\left(P_{1}\right) . \tag{3.59}
\end{align*}
$$

The contributions $J_{3}^{\mu}$ and $J_{4}^{\mu}$, instead, are non-vanishing only in the regions $\xi<x<1$ and $-\xi<x<\xi$, respectively:

$$
\begin{align*}
J_{3}^{\mu}= & \frac{e^{2} P^{+}}{(2 \pi)^{3}} \int_{\xi}^{1} \mathrm{~d} x \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \bar{u}\left(P_{2}\right) \gamma^{\rho} \gamma^{+} \gamma^{\mu}\left(\frac{\tilde{\nvdash}_{1}+m}{\kappa_{3}^{-}-\kappa_{1}^{-}}\right) \\
& \times \gamma^{\nu}\left(\frac{d_{\nu \rho}\left(\tilde{q}_{2}\right)}{\left(2 P^{+}\right)^{3}\left(x^{2}-\xi^{2}\right)(x-1)}\right) u\left(P_{1}\right),  \tag{3.60}\\
J_{4}^{\mu}= & -\frac{e^{2}}{(2 \pi)^{3}} \int_{-\xi}^{\xi} \mathrm{d} x \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \bar{u}\left(P_{2}\right) \gamma^{\rho}\left(\frac{\tilde{\not}_{2}+m}{4\left(P^{+}\right)^{3}\left(x^{2}-\xi^{2}\right)(1-x)^{2}}\right) \\
& \times \gamma^{\mu}\left(\frac{\tilde{\nvdash}_{1}+m}{\kappa_{2}^{-}-\kappa_{1}^{-}}\right) \gamma^{\nu} n_{\nu} n_{\rho} u\left(P_{1}\right) . \tag{3.61}
\end{align*}
$$

We are now ready to discuss the equivalence between the covariant approach and the light-front TOPT approach. Let us consider $J_{1}^{\mu}$ in Eq. (3.57), which is the sum of two terms; if we compare them with the light-front TOPT results (3.37) and (3.41), we see that these contributions coincide with the sum of diagrams (a) and (b) in Fig. 3.2, where all particles in the intermediate states are propagating and we do not have instantaneous propagators.
The second contribution $J_{2}^{\mu}$ in covariant approach, Eq. (3.59), coincides instead with Eq. (3.44); notice that also in the covariant approach we can split

| Light-Front TOPT | Covariant Approach |
| :---: | :---: |
| $J_{(a)}^{\mu}+J_{(b)}^{\mu}$ | $J_{1}^{\mu}$ |
| $J_{(c)}^{\mu}$ | $J_{2}^{\mu}$ |
| $J_{(d)}^{\mu}$ | $J_{3}^{\mu}$ |
| $J_{(e)}^{\mu}$ | $J_{4}^{\mu}$ |

Table 3.2: Correspondence between the different contributions to the triangle diagram in light-front TOPT and covariant approach.
this term into two, according to the value of the plus momentum flowing in the instantaneous propagator, thus reproducing the situation in the light-front TOPT case.
Finally, the current terms $J_{3}^{\mu}$ in (3.60) and $J_{4}^{\mu}$ in (3.61) are exactly equivalent to their light-front TOPT counterparts, namely Eq. (3.45) and Eq. (3.46), respectively; the second term, in particular, refers to the diagram with the instantaneously-propagating photon.
The correspondence between the two approaches for the one-loop vertex correction is summarized in Table 3.2. Our result differs from the one found by Misra et al. in Ref. [35], where it is claimed that the three-term propagator is needed in order to obtain the equivalence. This is due to the fact that they do not evaluate $d^{\mu \nu}(q)$ at the pole in the calculation of the residue. By correctly accounting for this, one would automatically include the contribution from the instantaneous photon, with no need of adding it separately in the third term. Moreover, our results are more general as they apply to all the Lorentz components of the current, while the results in Ref. [35] refer only to the contribution from the plus component.

### 3.4 One-loop self-energy diagrams

In this section we complete the proof of the equivalence between light-front TOPT and covariant approaches in QED at one-loop order, by considering the self-energy diagrams for both the electron and the photon. We revisit the results in light-front TOPT which were also discussed in Refs. [35, 42], and we prove the equivalence with the covariant approaches, fixing some imprecisions in the calculation of Ref. [35].

### 3.4.1 Electron self-energy

We follow the derivation of Ref. [42] and consider the order- $\alpha$ amplitude

$$
\begin{equation*}
T_{P P}=\left\langle P, S^{\prime}\right| T|P, S\rangle \tag{3.62}
\end{equation*}
$$

of the transition matrix

$$
\begin{equation*}
T=V+V \frac{1}{P^{-}-H_{0}} V, \quad V=V_{1}+V_{2}+V_{3} \tag{3.63}
\end{equation*}
$$



Figure 3.5: Diagrams for the electron self-energy in light-front TOPT at one-loop order, including the instantaneous exchange of fermions [(b)] and instantaneous exchange of photons [(c) and (d)].
between two electron states $|P, S\rangle$, and $\left|P, S^{\prime}\right\rangle$. The latter are normalized as

$$
\begin{equation*}
\left\langle P^{\prime}, S^{\prime} \mid P, S\right\rangle=16 \pi^{3} P^{+} \delta\left(P^{+}-P^{\prime+}\right) \delta^{(2)}\left(\boldsymbol{P}_{\perp}-\boldsymbol{P}_{\perp}^{\prime}\right) \delta_{S, S^{\prime}} . \tag{3.64}
\end{equation*}
$$

We can write

$$
\begin{equation*}
T_{P P} \equiv \delta_{S, S^{\prime}} \delta T=\bar{u}\left(P, S^{\prime}\right) \Sigma(P) u(P, S), \tag{3.65}
\end{equation*}
$$

which defines the transition matrix $\Sigma(P)^{3}$. The order- $\alpha$ expansion of $\delta T$ can be split into three contributions, arising from the different terms of the interaction Hamiltonian:

$$
\begin{align*}
\delta T \delta_{S, S^{\prime}} & =\left(\delta T_{a}+\delta T_{b}+\delta T_{c+d}\right) \delta_{S, S^{\prime}} \\
& =\bar{u}\left(P, S^{\prime}\right)\left[\Sigma_{a}^{(2)}(P)+\Sigma_{b}^{(2)}(P)+\Sigma_{c+d}^{(2)}(P)\right] u(P, S) \tag{3.66}
\end{align*}
$$

The $\delta T_{a}$ term corresponds to the contribution of second order in $V_{1}$, described by diagram (a) in Fig. 3.5. With the notation $k^{+}=x P^{+}$and $\left(l^{+}, \boldsymbol{l}_{\perp}\right)=$ $\left((1-x) P^{+},-\boldsymbol{k}_{\perp}\right)$, one finds

$$
\begin{align*}
& \delta T_{a} \delta_{S, S^{\prime}}=\bar{u}_{S^{\prime}}(P) \Sigma_{a}^{(2)}(P) u_{S}(P) \\
& =2 e^{2} P^{+} \int \frac{\mathrm{d}^{2} \boldsymbol{k}_{\perp}}{(4 \pi)^{3}} \int_{0}^{1} \mathrm{~d} x \frac{1}{x(1-x)\left(P^{+}\right)^{2}} \bar{u}_{S^{\prime}}(P) \frac{\gamma^{\nu}(\tilde{l}+m) \gamma^{\mu} d_{\mu \nu}(\tilde{k})}{P^{-}-k^{-}-l^{-}} u_{S}(P) . \tag{3.67}
\end{align*}
$$

[^7]The minus components can again be written from the on-shell conditions, i.e.

$$
\begin{equation*}
P^{-}=\frac{m^{2}}{2 P^{+}}, \quad k^{-}=\frac{\boldsymbol{k}_{\perp}^{2}}{2 x P^{+}}, \quad l^{-}=\frac{\boldsymbol{k}_{\perp}^{2}+m^{2}}{2(1-x) P^{+}} . \tag{3.68}
\end{equation*}
$$

The $\delta T_{b}$ term, instead, refers to the contact interaction with an instantaneouslypropagating fermion, due to the contribution in $V_{1} V_{2}$ in light-front TOPT and corresponds to diagram (b) in Fig. 3.5. It is given by

$$
\begin{align*}
\delta T_{b} \delta_{S, S^{\prime}} & =\bar{u}_{S^{\prime}}(P) \Sigma_{b}^{(2)}(P) u_{S}(P) \\
& =e^{2}\left(P^{+}\right)^{2} \int \frac{\mathrm{~d}^{2} \boldsymbol{k}_{\perp}}{(2 \pi)^{3}} \int_{0}^{\infty} \mathrm{d} x \frac{1}{x(1-x)\left(P^{+}\right)^{2}} \delta_{S, S^{\prime}} . \tag{3.69}
\end{align*}
$$

Finally, the third term $\delta T_{c+d}$ refers to the contact interaction with an instantaneouslypropagating photon, due to the contribution in $V_{1} V_{3}$ in light-front TOPT and corresponds to the sum of diagrams (c) and (d) in Fig. 3.5. It results into

$$
\begin{align*}
& \delta T_{c+d} \delta_{S, S^{\prime}}=\bar{u}_{S^{\prime}}(P) \Sigma_{c+d}^{(2)}(P) u_{S}(P) \\
& =e^{2}\left(P^{+}\right)^{2} \int \frac{\mathrm{~d}^{2} \boldsymbol{k}_{\perp}}{(2 \pi)^{3}} \int_{0}^{\infty} \mathrm{d} x \frac{1}{\left(P^{+}\right)^{2}}\left[\frac{1}{(1-x)^{2}}-\frac{1}{(1+x)^{2}}\right] \delta_{S, S^{\prime}} \tag{3.70}
\end{align*}
$$

We now turn our attention to the covariant approach. As we discussed in the case of the vertex correction, the calculation in light-front quantization can effectively be performed by taking into account only diagram (a) in Fig. 3.5, disregarding the contributions from instantaneous interactions, and using the two-term expression for the photon propagator.
The Feynman rules for diagram (a) in Fig. 3.5 give

$$
\begin{align*}
& -i \bar{u}_{S^{\prime}}(P) \Sigma^{(2)}(P) u_{S}(P)=-\frac{e^{2}}{(2 \pi)^{4}} \int \mathrm{~d}^{4} k \bar{u}_{S^{\prime}}(P) \gamma^{\nu} \frac{l+m}{l^{2}-m^{2}+i \epsilon} \gamma^{\mu} \frac{d_{\mu \nu}(k)}{k^{2}+i \epsilon} u_{S}(P) \\
& =-\frac{e^{2}}{(2 \pi)^{4}} \int \mathrm{~d}^{4} k \bar{u}_{S^{\prime}}(P) \gamma^{\nu}\left(\frac{\tilde{l}+m}{l^{2}-m^{2}+i \epsilon}+\frac{\gamma^{+}}{2 l^{+}}\right) \gamma^{\mu}\left[\frac{d_{\mu \nu}(\tilde{k})}{k^{2}+i \epsilon}-\frac{n_{\mu} n_{\nu}}{\left(k^{+}\right)^{2}}\right] u_{S}(P) \tag{3.71}
\end{align*}
$$

where we split the momenta according to Eqs. (3.24a) and (3.24b); it is understood that $l=P-k$. One can rewrite $i \Sigma$ as the sum of the following four terms

$$
\begin{align*}
& -i \bar{u}_{S^{\prime}}(P) \Sigma_{1}^{(2)}(P) u_{S}(P)[\tilde{l}, \tilde{k}] \\
& \quad=-\frac{e^{2}}{(2 \pi)^{4}} \int \mathrm{~d}^{4} k \bar{u}_{S^{\prime}}(P) \gamma^{\nu} \frac{\tilde{l}+m}{l^{2}-m^{2}+i \epsilon} \gamma^{\mu} \frac{d_{\mu \nu}(\tilde{k})}{k^{2}+i \epsilon} u_{S}(P),  \tag{3.72a}\\
& -i \bar{u}_{S^{\prime}}(P) \Sigma_{2}^{(2)}(P) u_{S}(P)[\hat{l}, \tilde{k}]=-\frac{e^{2}}{(2 \pi)^{4}} \int \mathrm{~d}^{4} k \bar{u}_{S^{\prime}}(P) \gamma^{\nu} \frac{\gamma^{+}}{2 l^{+}} \alpha^{\mu} \frac{d_{\mu \nu}(\tilde{k})}{k^{2}+i \epsilon} u_{S}(P), \tag{3.72b}
\end{align*}
$$

$$
\begin{align*}
& -i \bar{u}_{S^{\prime}}(P) \Sigma_{3}^{(2)}(P) u_{S}(P)[\tilde{l}, \hat{k}] \\
& \quad=\frac{e^{2}}{(2 \pi)^{4}} \int \mathrm{~d}^{4} k \bar{u}_{S^{\prime}}(P) \gamma^{\nu} \frac{\tilde{l}+m}{l^{2}-m^{2}+i \epsilon} \gamma^{\mu} \frac{n_{\mu} n_{\nu}}{\left(k^{+}\right)^{2}} u_{S}(P),  \tag{3.72c}\\
& i \bar{u}_{S^{\prime}}(P) \Sigma_{4}^{(2)}(P) u_{S}(P)[\hat{l}, \hat{k}]=\frac{e^{2}}{(2 \pi)^{4}} \int \mathrm{~d}^{4} k \bar{u}_{S^{\prime}}(P) \gamma^{\nu} \gamma^{+} \gamma^{\mu} \frac{n_{\mu} n_{\nu}}{\left(k^{+}\right)^{2}} u_{S}(P) . \tag{3.72d}
\end{align*}
$$

The contribution from $\Sigma_{4}$ in Eq. (3.72d) is vanishing due to the structure of Dirac matrices. For the remaining contributions, we proceed as outlined in the previous section and perform the integration over $k^{-}$by residues. The first term in Eq. (3.72a) becomes

$$
\begin{align*}
& -i \bar{u}_{S^{\prime}}(P) \Sigma_{1}^{(2)}(P) u_{S}(P) \\
& =-P^{+} \frac{i e^{2}}{2(2 \pi)^{3}} \int_{0}^{1} \mathrm{~d} x \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \bar{u}_{S^{\prime}}(P) \frac{\gamma^{\nu}(\tilde{\not}+m) \gamma^{\mu} d_{\mu \nu}(\tilde{q})}{P^{+}\left[\boldsymbol{k}_{\perp}^{2}+x^{2} m^{2}\right]} u_{S}(P) . \tag{3.73}
\end{align*}
$$

It exactly coincides with Eq. (3.67), via the conditions (3.68). The terms in Eqs. (3.72b) and (3.72c) are explicitly evaluated in Appendix A. Here we report only the final results given by

$$
\begin{gather*}
\bar{u}_{S^{\prime}}(P) \Sigma_{2}^{(2)}(P) u_{S}(P)=\frac{e^{2}}{(2 \pi)^{3}} \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \int_{0}^{\infty} \mathrm{d} x \frac{1}{x(1-x)} \delta_{S, S^{\prime}},  \tag{3.74}\\
\bar{u}_{S^{\prime}}(P) \Sigma_{3}^{(2)}(P) u_{S}(P)=\frac{e^{2}}{(2 \pi)^{3}} \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \int_{0}^{\infty} \mathrm{d} x\left[\frac{1}{(1-x)^{2}}-\frac{1}{(1+x)^{2}}\right] \delta_{S, S^{\prime}} . \tag{3.75}
\end{gather*}
$$

By comparing these expressions with Eqs. (3.69) and (3.70), we can conclude that our calculation in the covariant approach perfectly reproduces the lightfront TOPT results.
We remark again that this result is in contrast with what is claimed in Ref. [35], where the equivalence with the light-front TOPT result, however, is actually not achieved; this is again due to the fact that in Eq. (58) of Ref. [35] one should evaluate $d_{\mu \nu}(k)$ at the pole position.

### 3.4.2 Photon self-energy

We finally discuss the photon self-energy corrections, corresponding to the diagrams in Fig. 3.6 in light-front TOPT at order $\alpha$. Again following Ref. [42], we denote with $T_{P P}^{\prime}$ the $\alpha$-order amplitude of the transition matrix $T$ in Eq. (3.63) between free-photon states with momentum and helicity $(P, \lambda)$ and ( $P^{\prime}, \lambda^{\prime}$ ). We can define the self-energy correction to the fictitious photon mass as

$$
\begin{equation*}
\delta \mu^{2} \delta_{\lambda, \lambda^{\prime}}=2 P^{+} T_{P P}^{\prime}, \tag{3.76}
\end{equation*}
$$

and identify a tensor $\Pi^{\mu \nu}$ through the identity

$$
\begin{equation*}
\delta \mu^{2} \delta_{\lambda, \lambda^{\prime}}=\varepsilon_{\lambda^{\prime}, \mu}^{*}(P) \Pi^{\mu \nu}(P) \varepsilon_{\lambda, \nu}(P) . \tag{3.77}
\end{equation*}
$$


(a)

(b)

(c)

Figure 3.6: Diagrams for the photon self-energy in light-front TOPT at one-loop order, including the instantaneous exchange of electrons [(b)] and positrons [(c)].

It is important to notice that, in the above expressions, we need to consider only the physical degrees of freedom since both the incoming and the outgoing photons are real; therefore $\lambda, \lambda^{\prime}=1,2$.
We are then able to separate $\delta \mu^{2}$ (and consequently $\Pi^{\mu \nu}$ ) into two contributions. The first one arises from a contribution in $\left(V_{1}\right)^{2}$ in the (light-front timeordered) perturbative expansion, and corresponds to diagram (a) of Fig. 3.6:

$$
\begin{align*}
& \delta \mu_{a}^{2} \delta_{\lambda, \lambda^{\prime}}=\varepsilon_{\lambda^{\prime}, \mu}^{*}(P) \Pi_{a}^{\mu \nu}(P) \varepsilon_{\lambda, \nu}(P) \\
& =2 e^{2} P^{+} \int \frac{\mathrm{d}^{2} \boldsymbol{k}_{\perp}}{(4 \pi)^{3}} \int_{0}^{1} \mathrm{~d} x \frac{1}{x(1-x)\left(P^{+}\right)^{2}} \frac{\operatorname{Tr}\left[\phi_{\lambda^{\prime}}^{*}(P)(\tilde{\not k}+m) \phi_{\lambda}(P)(\tilde{l}-m)\right]}{P^{-}-k^{-}-l^{-}} . \tag{3.78}
\end{align*}
$$

The on-shell conditions now give

$$
\begin{equation*}
P^{-}=0, \quad k^{-}=\frac{\boldsymbol{k}_{\perp}^{2}+m^{2}}{2 x P^{+}}, \quad l^{-}=\frac{\boldsymbol{k}_{\perp}^{2}+m^{2}}{2(1-x) P^{+}} . \tag{3.79}
\end{equation*}
$$

The second contribution is due to the $V_{1} V_{2}$ interaction terms, corresponding to the sum of diagram (b) and (c) in Fig. 3.6, and turns out to be [42]

$$
\begin{equation*}
\delta \mu_{b+c}^{2} \delta_{\lambda, \lambda^{\prime}}=\varepsilon_{\lambda^{\prime}, \mu}^{*}(P) \Pi_{b+c}^{\mu \nu}(P) \varepsilon_{\lambda, \nu}(P)=e^{2} \int \frac{\mathrm{~d}^{2} \boldsymbol{k}_{\perp}}{(2 \pi)^{3}} \int_{0}^{\infty} \mathrm{d} x\left[\frac{1}{1-x}-\frac{1}{1+x}\right] \delta_{\lambda, \lambda^{\prime}} . \tag{3.80}
\end{equation*}
$$

In the covariant approach, we proceed as discussed in Sections 3.3.2 and 3.4.1 and apply the Feynman rules for the calculation of the diagram (a) in Fig. 3.6:

$$
i \varepsilon_{\lambda^{\prime}, \nu}^{*}(P) \Pi^{\mu \nu}(P) \varepsilon_{\lambda, \mu}(P)=\frac{e^{2}}{(2 \pi)^{4}}
$$

$$
\begin{equation*}
\times \int \mathrm{d}^{4} k \varepsilon_{\lambda^{\prime}, \nu}^{*}(P) \frac{\operatorname{Tr}\left[\gamma^{\nu}(-l+m) \gamma^{\mu}(\not / k+m)\right]}{\left(l^{2}-m^{2}+i \epsilon\right)\left(k^{2}-m^{2}+i \epsilon\right)} \varepsilon_{\lambda, \mu}(P) . \tag{3.81}
\end{equation*}
$$

By using the decompositions for the momenta in Eqs. (3.24a) and (3.24b), we can identify the following four contributions to the self-energy:

$$
\begin{align*}
& i \varepsilon_{\lambda^{\prime}, \nu}^{*}(P) \Pi_{1}^{\mu \nu}(P) \varepsilon_{\lambda, \mu}(P)[\tilde{k}, \tilde{l}] \\
& \quad=-\frac{e^{2}}{(2 \pi)^{4}} \int \mathrm{~d}^{4} k_{1} \varepsilon_{\lambda^{\prime}, \nu}^{*}(P) \frac{\operatorname{Tr}\left[\gamma^{\nu}(\tilde{l}-m) \gamma^{\mu}(\tilde{l k}+m)\right]}{\left(l^{2}-m^{2}+i \epsilon\right)\left(k^{2}-m^{2}+i \epsilon\right)} \varepsilon_{\lambda, \mu}(P), \\
& i \varepsilon_{\lambda^{\prime}, \nu}^{*}(P) \Pi_{2}^{\mu \nu}(P) \varepsilon_{\lambda, \mu}(P)[\hat{k}, \tilde{l}]  \tag{3.82}\\
& \quad=-\frac{e^{2}}{(2 \pi)^{4}} \int \mathrm{~d}^{4} k \varepsilon_{\lambda^{\prime}, \nu}^{*}(P) \frac{\operatorname{Tr}\left[\gamma^{\nu}(\tilde{l}-m) \gamma^{\mu} \gamma^{+}\right]}{2 k^{+}\left(l^{2}-m^{2}+i \epsilon\right)} \varepsilon_{\lambda, \mu}(P),  \tag{3.83}\\
& i \varepsilon_{\lambda^{\prime}, \nu}^{*}(P) \Pi_{3}^{\mu \nu}(P) \varepsilon_{\lambda, \mu}(P)[\tilde{k}, \hat{l}] \\
& \quad=\frac{e^{2}}{(2 \pi)^{4}} \int \mathrm{~d}^{4} k \varepsilon_{\lambda^{\prime}, \nu}^{*}(P) \frac{\operatorname{Tr}\left[\gamma^{\nu} \gamma^{+} \gamma^{\mu}(\tilde{k}+m)\right]}{2 l^{+}\left(k^{2}-m^{2}+i \epsilon\right)} \varepsilon_{\lambda, \mu}(P),  \tag{3.84}\\
& i \varepsilon_{\lambda^{\prime}, \nu}^{*}(P) \Pi_{4}^{\mu \nu}(P) \varepsilon_{\lambda, \mu}(P)[\hat{k}, \hat{l}] \\
& \quad=\frac{e^{2}}{(2 \pi)^{4}} \int \mathrm{~d}^{4} k \frac{1}{2 l^{+}} \frac{1}{2 k^{+}} \varepsilon_{\lambda^{\prime}, \nu}^{*}(P) \operatorname{Tr}\left[\gamma^{\nu} \gamma^{+} \gamma^{\mu} \gamma^{+}\right] \varepsilon_{\lambda, \mu}(P) . \tag{3.85}
\end{align*}
$$

We can further evaluate $\Pi_{1}^{\mu \nu}$ in Eq. (3.82) by following the same procedure adopted for the electron self-energy, with the on-shell condition $P^{2}=0$; we obtain

$$
\begin{align*}
& i \varepsilon_{\lambda^{\prime}, \nu}^{*}(P) \Pi_{1}^{\mu \nu}(P) \varepsilon_{\lambda, \mu}(P)[\tilde{k}, \tilde{l}] \\
& \quad=-\frac{i e^{2}}{2(2 \pi)^{3}} \int_{0}^{1} \mathrm{~d} x \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \frac{\operatorname{Tr}\left[\xi_{\lambda}(P)(\tilde{k}+m) 申_{\lambda^{\prime}}^{*}(P)(\tilde{l}-m)\right]}{\boldsymbol{k}_{\perp}^{2}+m^{2}} . \tag{3.86}
\end{align*}
$$

As we show explicitly in Appendix A, the contributions from $\Pi_{2}^{\mu \nu}$ and $\Pi_{3}^{\mu \nu}$ in Eqs. (3.83) and (3.84) can be rewritten as

$$
\begin{align*}
& i \varepsilon_{\lambda^{\prime}, \nu}^{*}(P) \Pi_{2}^{\mu \nu}(P) \varepsilon_{\lambda, \mu}(P)[\hat{k}, \tilde{l}]=-\frac{i e^{2}}{2(2 \pi)^{3}} \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \int \mathrm{d} x \frac{1}{x} \operatorname{sgn}(1-x) \delta_{\lambda, \lambda^{\prime}}, \\
& i \varepsilon_{\lambda^{\prime}, \nu}^{*}(P) \Pi_{3}^{\mu \nu}(P) \varepsilon_{\lambda, \mu}(P)[\tilde{k}, \hat{l}]=\frac{i e^{2}}{2(2 \pi)^{3}} \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \int d x \frac{1}{1-x} \operatorname{sgn}(x) \delta_{\lambda, \lambda^{\prime}} \tag{3.87}
\end{align*}
$$

Finally, the contribution from $\Pi_{4}^{\mu \nu}$ in (3.85) is vanishing. This follows from

$$
\begin{equation*}
\operatorname{Tr}\left[\gamma^{\nu} \gamma^{+} \gamma^{\nu} \gamma^{+}\right]=2 g^{\nu+} g^{\mu+} \tag{3.89}
\end{equation*}
$$

and the contraction with the polarization vectors in light-cone gauge. If we use the substitution $x \rightarrow 1-x^{\prime}$ in Eq. (3.87) and then sum it with Eq. (3.88), it is straightforward to check that

$$
\begin{align*}
i \varepsilon_{\lambda^{\prime}, \nu}^{*}(P)\left[\Pi_{2}^{\mu \nu}+\Pi_{3}^{\mu \nu}\right] \varepsilon_{\lambda, \mu}(P) & =\frac{e^{2}}{(2 \pi)^{3}} \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp}\left[\int_{0}^{\infty} \mathrm{d} x \frac{1}{1-x}-\int_{-\infty}^{0} \mathrm{~d} x \frac{1}{1-x}\right] \\
& =\frac{e^{2}}{(2 \pi)^{3}} \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \int_{0}^{\infty} \mathrm{d} x\left(\frac{1}{1-x}-\frac{1}{1+x}\right) . \tag{3.90}
\end{align*}
$$

The final outcome of the covariant calculation is therefore given by Eqs. (3.82) and (3.90). If we compare them with the TOPT results (3.78) and (3.80), we once again find perfect agreement between the two approaches. This argument concludes the proof of the equivalence at one-loop level.

### 3.5 Summary

In this Chapter we addressed the controversy of which form should be used for the gauge-field propagator in light-cone gauge, due to the fact that in the literature two different expressions appear, namely Eqs. (3.1) and (3.2). This issue becomes particularly relevant when proving that the covariant formulation of quantum field theory in light-front coordinates can be matched with old-fashioned Time-Ordered Perturbation Theory in light-front quantization. Our point of emphasis is that one should not wonder which of the two is the correct form, as done e.g. in Ref. [35, 41, 47]: the photon propagator obtained from the electromagnetic-field Lagrangian is the one given in Eq. (3.2) and contains the sum of three terms, but the third term is exactly canceled by the contribution from diagram containing instantaneous photons. Both forms, then, are actually correct, as long as one deals properly with the instantaneous interactions.
We proved the equivalence between covariant approach and light-front TOPT at one-loop level in QED by assuming that the covariant calculation must be performed with the two-term photon propagator and neglecting, at the same time, the contributions from diagrams with instantaneously-propagating particles. By applying the ordinary technique of integration by residues over the light-front energy, we were able to recover all the time-ordered diagrams that emerge in light-front QED, including the ones with instantaneous photon and fermions. This result is in contrast with the findings of Ref. [35], where it is claimed that the three-term propagator in the covariant approach is needed in order to match the contribution from instantaneously-propagating photons in TOPT.
A more general extension of this work could be achieved by interpolating the light-front and instant-form coordinates, as done in [12] for the scalar QED case, and working in a generic axial gauge $n_{\mu} A^{\mu}=0$.

## Chapter

## QCD distribution functions

Our current knowledge of the internal structure of nucleons relies on the information encoded in partonic correlation functions, parametrized in terms of various types of distribution functions [48-52]. These objects provide a multidimensional description of the nucleon in terms of its elementary constituents both in momentum and position space. Although here we present them in the context of QCD, these distributions can be actually considered as instruments used to investigate the internal structure of any composite particle.

### 4.1 Generalized parton correlator

Let us consider a process in which a nucleon of mass $M$, with initial momentum $p$ and light-front helicity $\Lambda$, interacts with a probe particle, ending up in a state with momentum $p^{\prime}$ and helicity $\Lambda^{\prime}$. The following on-shell conditions must be satisfied:

$$
\begin{equation*}
p^{2}=p^{\prime 2}=M^{2} . \tag{4.1}
\end{equation*}
$$

It is convenient to introduce two new kinematic variables

$$
\begin{equation*}
P=\frac{p+p^{\prime}}{2}, \quad \Delta=p^{\prime}-p, \tag{4.2}
\end{equation*}
$$

representing respectively the average momentum and the momentum transfer between the initial and final states. Notice that the on-shell conditions (4.1) for the initial and final states are equivalent to

$$
\begin{align*}
& P^{2}=M^{2}-\frac{\Delta^{2}}{4},  \tag{4.3}\\
& P \cdot \Delta=0 . \tag{4.4}
\end{align*}
$$

In the parton model assumption, the interaction takes place between the probe and one of the nucleon's partons, referred to as active parton. In this Chapter


Figure 4.1: Kinematics for the Generalized Parton Correlator.
we focus on the case where the active parton is a quark. We denote its initial and final momenta with $k-\frac{\Delta}{2}$ and $k+\frac{\Delta}{2}$, respectively. The situation is represented schematically in Fig. 4.1.

Related to such processes is the most general, fully unintegrated quarkquark correlator function between hadron states in light-front helicity basis [49, 53]

$$
\begin{equation*}
\left[\Phi_{\Lambda, \Lambda^{\prime}}\right]_{i j}(k, \Delta ; P)=\int \frac{\mathrm{d}^{4} z}{(2 \pi)^{4}} e^{i k \cdot z}\left\langle p^{\prime}, \Lambda^{\prime}\right| \bar{\psi}_{j}(0) \mathcal{U}_{(0, z)} \psi_{i}(z)|p, \Lambda\rangle . \tag{4.5}
\end{equation*}
$$

Here $\psi_{i}(x)$ is a quark field carrying a Dirac index $i$, while $\mathcal{U}_{(0, z)}$ is a gauge link operator (see Section 4.1.1). The correlator (4.5) is a six-dimensional object depending on the variables $k$ and $\Delta$, whereas $P, \Lambda$ and $\Lambda^{\prime}$ can be considered as parameters.
It is useful to introduce also the trace of the correlator (4.5) multiplied by an operator $\Gamma$ generated by the Dirac space basis $\mathcal{D}=\left\{\mathbb{1}, \gamma^{\mu}, \gamma_{5}, \gamma^{\mu} \gamma_{5}, i \sigma^{\mu \nu}\right\}$ :

$$
\begin{align*}
\Phi_{\Lambda, \Lambda^{\prime}}^{[\Gamma]}(k, \Delta ; P) & =\frac{1}{2} \operatorname{Tr}\left[\Phi_{\Lambda, \Lambda^{\prime}}(k, \Delta ; P) \Gamma\right] \\
& =\frac{1}{2} \int \frac{\mathrm{~d}^{4} z}{(2 \pi)^{4}} e^{i k \cdot z}\left\langle p^{\prime}, \Lambda^{\prime}\right| \bar{\psi}_{j}(0) \mathcal{U}_{(0, z)} \Gamma_{j i} \psi_{i}(z)|p, \Lambda\rangle \tag{4.6}
\end{align*}
$$

In the following we will work in the leading-twist ${ }^{1}$ approximation and consider only $\Gamma=\gamma^{+}, \gamma^{+} \gamma_{5}, i \sigma^{j+} \gamma_{5}$. These Dirac matrices project on different spin configurations of the active parton in the initial and final states, allowing one to account for contributions to the correlator from various helicity-transforming processes.
The quark-quark correlator in QCD cannot be calculated further analytically: this is due to the non-perturbative nature of strong interactions that is encoded in the hadron states. We can, however, parametrize the correlator in terms of measurable quantities and reconstruct its analytical structure adopting phenomenological methods. The most generic decomposition of the fullyunintegrated quark-quark correlator (4.6) in terms of complex-valued functions, called Generalized Parton Correlation Functions (GPCFs) $X(k, \Delta ; P)$,

[^8]was derived in Ref. [49] for all the elements of the Dirac basis $\mathcal{D}$. In a similar fashion, one can formally define different distribution functions by parametrizing proper limits of the so-called Generalized Transverse-Momentum Dependent (GTMD) correlator, namely the integral over $k^{-}$of the generalized parton correlator (4.5):
\[

$$
\begin{align*}
\Phi_{\Lambda, \Lambda^{\prime}}\left(x, \boldsymbol{k}_{\perp}, \Delta ; P\right) & =\int \mathrm{d} k^{-} \Phi_{\Lambda, \Lambda^{\prime}}(k, \Delta ; P) \\
& =\left.\int \frac{\mathrm{d} z^{-} \mathrm{d}^{2} \boldsymbol{z}_{\perp}}{(2 \pi)^{3}} e^{i\left(k^{+} z^{-}-\boldsymbol{z}_{\perp} \cdot \boldsymbol{k}_{\perp}\right)}\left\langle p^{\prime}, \Lambda^{\prime}\right| \bar{\psi}(0) \mathcal{U}_{(0, z)} \psi(z)|p, \Lambda\rangle\right|_{z^{+}=0} \tag{4.7}
\end{align*}
$$
\]

where $x=k^{+} / P^{+}$is the (average) longitudinal momentum fraction carried by the active parton. In the following sections we will show specific examples for cases of our interest.
We finally remark that, although the generalized correlator (4.7) is defined in six-dimensional momentum space, we can gain information also about the position of the partons inside the nucleon by Fourier transforming the momentum transfer to position space. In particular, for the interpretation of correlation functions in position space as quasi-probability distributions we will restrict to the impact-parameter space of coordinates $\boldsymbol{b}_{\perp}$, introduced in Section 2.3.1. We will come back to this point in Section 4.4.1.

### 4.1.1 Gauge link

A bi-local product of fermion-field operators at two different positions $x$ and $y$ in spacetime is not gauge-invariant: consider an Abelian, local transformation

$$
\begin{equation*}
\psi(x) \mapsto e^{-i g \alpha(x)} \psi(x), \tag{4.8}
\end{equation*}
$$

where $g$ is the coupling constant between the fermion and the gauge field $A^{\mu}(x)$. Consequently, we have

$$
\begin{equation*}
\bar{\psi}(x) \psi(y) \mapsto \bar{\psi}(x) \psi(y) e^{i g[\alpha(x)-\alpha(y)]} . \tag{4.9}
\end{equation*}
$$

In order to restore gauge-invariance, the following gauge-link (or Wilson line) operator is included in the definition of the correlator (4.5) [55-57]:

$$
\begin{equation*}
\mathcal{U}_{(x, y)}=\mathcal{P} \exp \left[i g \int_{x}^{y} \mathrm{~d} \xi^{\mu} A_{\mu}(\xi)\right] \tag{4.10}
\end{equation*}
$$

The symbol $\mathcal{P}$ denotes path ordering of the integral from $x$ to $y$ and is actually needed only when we deal with non-Abelian gauge fields.
We will illustrate the physical interpretation of the gauge link in the QED case in Section 5.3.1. Here it is worth to stress, however, that the insertion of a Wilson line introduces a dependence of the correlator on the path chosen to perform the integration from $x=0$ to $y=z$. We now briefly describe two


Figure 4.2: Different Wilson lines connecting the points 0 and $z$. Dashed lines indicate that integration along the $n^{+}$direction is meant to be taken up to infinity. Path (a) [respectively, path (b)] is a past-pointing (future-pointing) Wilson line corresponding to the value $\eta=-1$ ( $\eta=1$ ).
possible path configurations associated to the processes of Semi-Inclusive Deep Inelastic Scattering (SIDIS) and Drell-Yan [48]. More complicated gauge-link structures arise for different processes (see Ref. [57]).
Let us consider the integrated correlator (4.7). Since we are working with $z^{+}=$ 0 , we need to specify a path in the $z^{-}-\boldsymbol{z}_{\perp}$ plane. By defining the longitudinal gauge link

$$
\begin{equation*}
\mathcal{U}^{L}\left(x^{-}, y^{-} ; \boldsymbol{\xi}_{\perp}\right)=\mathcal{P} \exp \left[i g \int_{x^{-}}^{y^{-}} d \xi^{-} A^{+}\left(0, \xi^{-}, \boldsymbol{\xi}_{\perp}\right)\right] \tag{4.11}
\end{equation*}
$$

and the transverse gauge link

$$
\begin{equation*}
\mathcal{U}^{\perp}\left(\boldsymbol{x}_{\perp}, \boldsymbol{y}_{\perp} ; \xi^{-}\right)=\mathcal{P} \exp \left[-i g \int_{\boldsymbol{x}_{\perp}}^{\boldsymbol{y}_{\perp}} d^{2} \boldsymbol{\xi}_{\perp} \cdot \boldsymbol{A}_{\perp}\left(0, \xi^{-}, \boldsymbol{\xi}_{\perp}\right)\right], \tag{4.12}
\end{equation*}
$$

the physics of the SIDIS and Drell-Yan processes will lead us, respectively, to a future-pointing Wilson line $\mathcal{U}_{(0, z)}^{\eta=1}$ or a past-pointing Wilson line $\mathcal{U}_{(0, z)}^{\eta=-1}$. They are given by

$$
\begin{equation*}
\mathcal{U}_{(0, z)}^{\eta= \pm 1}=\mathcal{U}_{(0, \pm \infty)} \mathcal{U}_{( \pm \infty, z)} \tag{4.13}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{U}_{(0, \pm \infty)} & =\mathcal{U}^{L}\left(0^{-}, \pm \infty^{-} ; \mathbf{0}_{\perp}\right) \mathcal{U}^{\perp}\left(\mathbf{0}_{\perp}, \infty_{\perp} ; \pm \infty^{-}\right),  \tag{4.14}\\
\mathcal{U}_{( \pm \infty, \xi)} & =\mathcal{U}^{\perp}\left(\boldsymbol{\infty}_{\perp}, \boldsymbol{\xi}_{\perp} ; \pm \infty^{-}\right) \mathcal{U}^{L}\left( \pm \infty^{-}, \xi^{-} ; \boldsymbol{\xi}_{\perp}\right) . \tag{4.15}
\end{align*}
$$

The two possible choices possibilities are depicted in Fig. 4.2 and are related respectively to the SIDIS and Drell-Yan processes.
The variable $\eta= \pm 1$ has been introduced in order to explicitly keep track of the dependence of the correlator on the integration path, through the notation $\Phi_{\Lambda, \Lambda^{\prime}}(k, \Delta ; P \mid \eta)$ in light-front helicity basis. The GPCFs will in turn be denoted with $X(k, \Delta ; P \mid \eta)$. Due to the properties of parity, hermiticity and time-reversal invariance of the correlator, the trace (4.6) must satisfy [49]:

$$
\begin{equation*}
\Phi_{\Lambda, \Lambda^{\prime}}^{[\Gamma]}(k, \Delta ; P \mid \eta)=\Phi_{\Lambda_{P}, \Lambda_{P}^{\prime}}^{\left[\gamma^{0} \Gamma \gamma^{0}\right]}(\tilde{k}, \tilde{\Delta} ; \tilde{P} \mid \eta) \tag{4.16}
\end{equation*}
$$

$$
\begin{align*}
& {\left[\Phi_{\Lambda, \Lambda^{\prime}}^{[\Gamma]}(k, \Delta ; P \mid \eta)\right]^{*}=\Phi_{\Lambda^{\prime}, \Lambda}^{\left[\gamma^{0} \Gamma^{\dagger} \gamma^{0}\right]}(k,-\Delta ; P \mid \eta),}  \tag{4.17}\\
& {\left[\Phi_{\Lambda^{\prime}, \Lambda}^{[\Gamma]}(k, \Delta ; P \mid \eta)\right]^{*}=\Phi_{\Lambda_{T}, \Lambda_{T}^{\prime}}^{\left[\left(-i \gamma_{5} C\right) \Gamma^{*}\left(-i \gamma_{5} C\right)\right]}(\tilde{k}, \tilde{\Delta} ; \tilde{P} \mid-\eta),} \tag{4.18}
\end{align*}
$$

where $C=i \gamma^{2} \gamma^{0}, \tilde{P}^{\mu}=\left(P^{0},-\boldsymbol{P}\right)$ (and similarly for the other four-vectors), while $\Lambda_{P}$ and $\Lambda_{T}$ denote the parity-reversed and time-reversed helicities, respectively. In particular, the relations (4.17)-(4.18) imply for all GPCFs:

$$
\begin{align*}
& {[X(k, \Delta ; P, \mid \eta)]^{*}= \pm X(k,-\Delta ; P \mid \eta),}  \tag{4.19}\\
& {[X(k, \Delta ; P, \mid \eta)]^{*}=X(k, \Delta ; P \mid-\eta) .} \tag{4.20}
\end{align*}
$$

Since $\eta$ can only take the values $\pm 1$, it follows from Eqs. (4.19) and (4.20) that only the imaginary part of $X$ depends on $\eta$, allowing us to write the decomposition:

$$
\begin{equation*}
X(k, \Delta ; P \mid \eta)=X^{e}(k, \Delta ; P)+i X^{o}(k, \Delta ; P \mid \eta), \tag{4.21}
\end{equation*}
$$

with

$$
\begin{equation*}
X^{o}(k, \Delta ; P \mid \eta)=-X^{o}(k, \Delta ; P \mid-\eta) . \tag{4.22}
\end{equation*}
$$

The real and imaginary parts of the GPCFs $X$ are called respectively the $T$ even part $X^{e}$ and the $T$-odd part $X^{o}$. Eq. (4.22), in particular, tells us that the T-odd part changes sign if we flip the direction of the Wilson line.

In the remaining of the present Chapter, for simplicity, it will always be assumed that the Wilson line is an identity, namely $U_{(0, z)}=1$. This is, in fact, not a drastic requirement if we assume to work in the light-cone gauge: Eq. (4.11) implies that the longitudinal gauge link does not contribute when $A^{+}=0$, and consequently only the path in the transverse direction survives. Nevertheless, the transverse gauge link cannot be completely neglected as some subtleties concerning its contribution still arise, as we will discuss in Section 5.3.4.

### 4.2 Landscape of distribution functions

The landscape of the available distribution functions, as well as the links connecting them, is pictured in Fig. 4.3 [52].
As we mentioned at the end of Section 4.1, different distribution functions can be formally defined by parametrizing proper limits of the $k^{-}$-integrated correlator (4.7); we will show specific examples in the following sections. It follows that the most general distributions that is possible to consider will show the full dependence on the six variables $x, \boldsymbol{k}_{\perp}, \Delta^{+}$and $\boldsymbol{\Delta}_{\perp}$. This is actually the case for the Generalized Transverse-Momentum Dependent Distribution functions (GTMDs) $[28,52,58,59]$. For $\Delta^{+}=0$ they can be related, via Fourier transform from $\boldsymbol{\Delta}_{\perp}$ to $\boldsymbol{b}_{\perp}$, to the so-called Wigner distributions [60,61], namely the quantum-mechanical analog of the classical phase-space distributions in five


Figure 4.3: Links among different distribution functions. The blue, red and green lines indicate the limits in which we integrate over $x$, take $\Delta=0$ and integrate over $\boldsymbol{k}_{\perp}$, respectively.
dimensions. We address GTMDs and Wigner distributions in greater detail in Section 4.5 and consider their application in QED in Chapter 5.

GTMDs are sometimes called "mother" distributions, since all the other functions can be recovered from them by taking proper limits, as one can see in Fig. 4.3. Of particular interest are the Transverse-Momentum Dependent distribution functions (TMDs), obtained from GTMDs in the limit $\Delta=0$, and the Generalized Parton Distributions (GPDs) that correspond to the integral of GTMDs over the transverse momentum $\boldsymbol{k}_{\perp}$ of the active parton. TMDs [48, 62-64] depend on ( $x, \boldsymbol{k}_{\perp}$ ) and thus offer a three-dimensional picture of the nucleon in momentum space. We refer to Section 4.3 for more details and to Chapter 5 for their calculation in the QED case. GPDs [65-68] depend on $(x, \Delta)$ but can as well be Fourier-transformed to the $\left(x, \boldsymbol{b}_{\perp}\right)$ space (again with $\Delta^{+}=0$ ), providing a simultaneous description in momentum and position space (see Section 4.4). This allows one to gather information about the Angular Momentum of partons, as we will show in Chapter 6. It should be emphasized that there is no direct connection between TMDs and GPDs, as one can appreciate also from Fig. 4.3. Both TMDs and GPDs reduce to the well-known collinear Parton Distribution Functions (PDFs) in their respective limits of integration over $\boldsymbol{k}_{\perp}$ and $\Delta=0$. Moreover, by integrating GPDs over the longitudinal momentum fraction $x$ we end up with the electroweak Form Factors (FFs). PDFs and Form Factors in turn reduce to global properties of nucleons, labeled as "charges" in Fig. 4.3, which are the quantities that
one measures by looking at the proton as a whole. The remaining distributions that complete the landscape are the Transverse-Momentum Dependent Form Factors (TMFFs) and Transverse-Momentum Dependent Spin Densities (TMSDs); they are more of academic interest.

### 4.3 Transverse-Momentum Dependent parton distributions

We devote this Section to the theoretical definition of Transverse-Momentum Dependent parton distributions (TMDs); for the purpose of this work, we do not enter either experimental or phenomenological issues, for which we refer e.g. to Refs. [62, 63, 69].

Our starting point is the transverse-momentum dependent correlator [53, 62, 64]:

$$
\begin{align*}
\Phi_{\Lambda, \Lambda^{\prime}}\left(x, \boldsymbol{k}_{\perp} ; P\right) & =\int \mathrm{d} k^{-} \Phi_{\Lambda, \Lambda^{\prime}}(k ; P) \\
& =\left.\int \frac{\mathrm{d} z^{-} \mathrm{d}^{2} \boldsymbol{z}_{\perp}}{(2 \pi)^{3}} e^{i k \cdot z}\left\langle P, \Lambda^{\prime}\right| \bar{\psi}(0) \psi(z)|P, \Lambda\rangle\right|_{z^{+}=0} \tag{4.23}
\end{align*}
$$

It can be obtained as the limit for $\Delta=0$ of the $k^{-}$-integrated Generalized Parton Correlator given in Eq. (4.7), namely

$$
\begin{equation*}
\Phi_{\Lambda, \Lambda^{\prime}}\left(x, \boldsymbol{k}_{\perp} ; P\right)=\Phi_{\Lambda, \Lambda^{\prime}}\left(x, \boldsymbol{k}_{\perp}, \Delta=0 ; P\right) \tag{4.24}
\end{equation*}
$$

It is convenient to rewrite the correlator (4.24) in the spin basis as [70]

$$
\begin{equation*}
\Phi_{S}\left(x, \boldsymbol{k}_{\perp} ; P\right)=\left.\int \frac{\mathrm{d} z^{-} \mathrm{d}^{2} \boldsymbol{z}_{\perp}}{(2 \pi)^{3}} e^{i k \cdot z}\langle P, S| \bar{\psi}(0) \psi(z)|P, S\rangle\right|_{z^{+}=0} \tag{4.25}
\end{equation*}
$$

The four-momentum $P$ and covariant spin four-vector $S$ satisfy $P^{2}=M^{2}$, $S^{2}=-1$ and $P \cdot S=0$. In the hadron frame, we have $[71,72]$

$$
\begin{equation*}
S^{\mu}=\left(s_{z} \frac{P^{+}}{M},-s_{z} \frac{M}{2 P^{+}}, s_{\perp}\right) \tag{4.26}
\end{equation*}
$$

where $\left(s_{\perp}, s_{z}\right)$ is the spin three-vector in the rest frame and $\boldsymbol{s}^{2}=1$. The relation between the correlators in the spin and light-front helicity basis is:

$$
\begin{align*}
\Phi_{S}\left(x, \boldsymbol{k}_{\perp} ; P\right) & =\frac{1+s_{z}}{2} \Phi_{+,+}\left(x, \boldsymbol{k}_{\perp} ; P\right)+\frac{1-s_{z}}{2} \Phi_{-,-}\left(x, \boldsymbol{k}_{\perp} ; P\right) \\
& +\frac{s_{x}-i s_{y}}{2} \Phi_{+,-}\left(x, \boldsymbol{k}_{\perp} ; P\right)+\frac{s_{x}+i s_{y}}{2} \Phi_{-,+}\left(x, \boldsymbol{k}_{\perp} ; P\right) . \tag{4.27}
\end{align*}
$$

The diagrammatic representation of the correlator (4.27) is shown in Fig. 4.4. It corresponds to the QCD handbag diagram (see Appendix B.1), "amputated" of the virtual photon lines. We will see in Section 5.3.2 how the correlator can


Figure 4.4: Diagrammatic representation of the quark-quark correlator for $\Delta=0$.
be evaluated in the framework of QED, by applying the usual Feynman rules.
The leading-twist parametrization of the TMD correlator (4.23), written in the Dirac basis $\mathcal{D}$, is then [53,70]

$$
\begin{align*}
\Phi= & \frac{1}{2}\left[k_{+} f_{1}-\frac{\epsilon^{i j} k_{\perp}^{i} s_{\perp}^{j}}{M} h_{+} f_{1 T}^{\perp}+s_{z} \gamma^{5} h_{+} g_{1 L}+\frac{\boldsymbol{k}_{\perp} \cdot \boldsymbol{s}_{\perp}}{M} \gamma^{5} \boldsymbol{h}_{+} g_{1 T}+\frac{\left[\phi_{\perp}, \mathfrak{k}_{+}\right]}{2} \gamma^{5} h_{1 T}\right. \\
& \left.+\Lambda \frac{\left[k_{\perp}, \not k_{+}\right]}{2 M} \gamma^{5} h_{1 L}^{\perp}+\frac{\boldsymbol{k}_{\perp} \cdot \boldsymbol{s}_{\perp}\left[k_{\perp}, \mathfrak{k}_{+}\right]}{2 M^{2}} \gamma^{5} h_{1 T}^{\perp}+\frac{i\left[k_{\perp}, \mathfrak{k}_{+}\right]}{2 M} h_{1}^{\perp}\right], \tag{4.28}
\end{align*}
$$

where $n_{+}=\left(1,0, \mathbf{0}_{\perp}\right)$. Eq. (4.28) introduces the leading-twist TMDs $f_{1}, f_{1 T}^{\perp}$, $g_{1 L}, g_{1 T}, h_{1 T}, h_{1 L}^{\perp}, h_{1 T}^{\perp}, h_{1}^{\perp}$ depending on $\left(x, \boldsymbol{k}_{\perp}^{2}\right)$. The notation used for labeling the TMDs is related to the polarizations of the parent hadron and of the active quark. Here we adopt the convention proposed in Ref. [62]: letters $L$ and $T$ refer, respectively, to the situation where the spin of the hadron is along the longitudinal direction $\left[s=\left(0_{\perp}, s_{z}\right)\right]$ and in the transverse plane $\left[s=\left(s_{\perp}, 0\right)\right]$. Similarly, letters $f, g$ and $h$ refer to unpolarized (i.e. averaged over all polarizations), longitudinally-polarized and transversely-polarized active quark. The " $\perp$ " symbols stands for an explicit dependence on transverse momenta with an uncontracted index.
The leading-twist Dirac-space projections of the TMD correlator, obtained by integrating Eq. (4.6), are rewritten in terms of combinations of TMDs as [62,64]

$$
\begin{align*}
\Phi_{S}^{\left[\gamma^{+}\right]}\left(x, \boldsymbol{k}_{\perp}\right)= & f_{1}\left(x, \boldsymbol{k}_{\perp}^{2}\right)-\frac{\epsilon^{i j} k_{\perp}^{i} s_{\perp}^{j}}{M} f_{1 T}^{\perp}\left(x, \boldsymbol{k}_{\perp}^{2}\right),  \tag{4.29}\\
\Phi_{S}^{\left[\gamma^{+} \gamma_{5}\right]}\left(x, \boldsymbol{k}_{\perp}\right)= & s_{z} g_{1 L}\left(x, \boldsymbol{k}_{\perp}^{2}\right)+\frac{\boldsymbol{k}_{\perp} \cdot \boldsymbol{s}_{\perp}}{M} g_{1 T}\left(x, \boldsymbol{k}_{\perp}^{2}\right),  \tag{4.30}\\
\Phi_{S}^{\left[i \sigma^{j+} \gamma_{5}\right]}\left(x, \boldsymbol{k}_{\perp}\right)= & s_{\perp}^{j} h_{1}\left(x, \boldsymbol{k}_{\perp}^{2}\right)+s_{z} \frac{k_{\perp}^{j}}{M} h_{1 L}^{\perp}\left(x, \boldsymbol{k}_{\perp}^{2}\right) \\
& +s_{\perp}^{i} \frac{2 k_{\perp}^{i} k_{\perp}^{j}-\boldsymbol{k}_{\perp}^{2} \delta^{i j}}{2 M^{2}} h_{1 T}^{\perp}\left(x, \boldsymbol{k}_{\perp}^{2}\right)+\frac{\epsilon^{j i} k_{\perp}^{i}}{M} h_{1}^{\perp}\left(x, \boldsymbol{k}_{\perp}^{2}\right), \tag{4.31}
\end{align*}
$$

where

$$
\begin{equation*}
h_{1}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=h_{1 T}\left(x, \boldsymbol{k}_{\perp}^{2}\right)+\frac{\boldsymbol{k}_{\perp}^{2}}{2 M^{2}} h_{1 T}^{\perp}\left(x, \boldsymbol{k}_{\perp}^{2}\right) . \tag{4.32}
\end{equation*}
$$

A final remark concerns the behavior of TMDs under time-reversal. According to the definition that we gave in Section 4.1, it is possible to identify two T-odd TMDs, namely the Boer-Mulders [73] function $h_{1}^{\perp}$ and the Sivers [74] function $f_{1 T}^{\perp}$. The six remaining leading-twist TMDs are T-even.

### 4.4 Generalized Parton Distributions

In this section we address the definition of Generalized Parton Distributions (GPDs). Also in this case we focus only on the theoretical side; detailed reviews covering experimental issues can be found e.g. in Refs. [65, 67].
The relevant correlator for the GPD case is obtained by integrating the generalized parton correlator (4.5) over $k^{-}, \boldsymbol{k}_{\perp}$ :

$$
\begin{align*}
\Phi_{\Lambda, \Lambda^{\prime}}(x, \Delta ; P) & =\int \mathrm{d} k^{-} \mathrm{d}^{2} \boldsymbol{k}_{\perp} \Phi_{\Lambda, \Lambda^{\prime}}(k, \Delta ; P) \\
& =\left.\int \frac{\mathrm{d} z^{-}}{2 \pi} e^{i k^{+} z^{-}}\left\langle p^{\prime}, \Lambda^{\prime}\right| \bar{\psi}(0) \psi(z)|p, \Lambda\rangle\right|_{z^{+}=0, \boldsymbol{z}_{\perp}=\mathbf{0}_{\perp}} \tag{4.33}
\end{align*}
$$

Notice that in the above Equation we are taking the fermion fields at the same transverse position. This means that the previous expression remains valid as long as we work in the light-cone gauge (where the gauge link along the longitudinal direction coincides with the identity), whereas a Wilson line still needs to be inserted for different gauge choices.
Similarly to the TMD case, we consider the projection $\Phi^{[\Gamma]}$ of the correlator over the space of Dirac matrices. The leading-twist contribution to its parametrization turns out to be $[65,71]$

$$
\begin{align*}
& \Phi_{\Lambda, \Lambda^{\prime}}^{\left[\gamma^{+}\right]}(x, \Delta)=\frac{1}{2 P^{+}} \bar{u}_{\Lambda^{\prime}}\left(p^{\prime}\right)\left[\gamma^{+} H(x, \xi, t)+\frac{i \sigma^{+\mu} \Delta_{\mu}}{2 M} E(x, \xi, t)\right] u_{\Lambda}(p)  \tag{4.34}\\
& \Phi_{\Lambda, \Lambda^{\prime}}^{\left[\gamma^{+} \gamma_{5}\right]}(x, \Delta)=\frac{1}{2 P^{+}} \bar{u}_{\Lambda^{\prime}}\left(p^{\prime}\right)\left[\gamma^{+} \gamma_{5} \tilde{H}(x, \xi, t)+\frac{\Delta^{+} \gamma_{5}}{2 M} \tilde{E}(x, \xi, t)\right] u_{\Lambda}(p)  \tag{4.35}\\
& \Phi_{\Lambda, \Lambda^{\prime}}^{\left[i \sigma^{j+} \gamma_{5}\right]}(x, \Delta)=-\frac{i \varepsilon^{i j}}{2 P^{+}} \bar{u}_{\Lambda^{\prime}}\left(p^{\prime}\right)\left[i \sigma^{+i} H_{T}(x, \xi, t)+\frac{\gamma^{+} \Delta_{\perp}^{i}-\Delta^{+} \gamma_{\perp}^{i}}{2 M} E_{T}(x, \xi, t)\right. \\
& \left.+\frac{P^{+} \Delta_{\perp}^{i}-\Delta^{+} P_{\perp}^{i}}{M^{2}} \tilde{H}_{T}(x, \xi, t)+\frac{\gamma^{+} P_{\perp}^{i}-P^{+} \gamma_{\perp}^{i}}{M} \tilde{E}_{T}(x, \xi, t)\right] u_{\Lambda}(p) \tag{4.36}
\end{align*}
$$

The relations (4.34)-(4.36) define the leading-twist GPDs $H, E, \tilde{H}, \tilde{E}, H_{T}$, $E_{T}, \tilde{H}_{T}$ and $\tilde{E}_{T}$ depending on the three variables

$$
\begin{equation*}
x=\frac{k^{+}}{P^{+}}, \quad \xi=-\frac{\Delta^{+}}{2 P^{+}}, \quad t=\Delta^{2}, \tag{4.37}
\end{equation*}
$$

already introduced in Section 3.3.1. As shown in Fig. 4.3, GPDs reduce to ordinary form factors via integration over $x$. More precisely, we are interested
in the following sum rules ${ }^{2}$ [65]:

$$
\begin{array}{ll}
\int_{-1}^{1} \mathrm{~d} x H(x, \xi, t)=F_{1}(t), & \int_{-1}^{1} \mathrm{~d} x E(x, \xi, t)=F_{2}(t), \\
\int_{-1}^{1} \mathrm{~d} x \tilde{H}(x, \xi, t)=G_{A}(t), & \int_{-1}^{1} \mathrm{~d} x \tilde{E}(x, \xi, t)=G_{P}(t), \tag{4.39}
\end{array}
$$

where $F_{1}(t)$ and $F_{2}(t)$ are, respectively, the Dirac and Pauli form factors defined by the relation

$$
\begin{equation*}
\left\langle p^{\prime}, \Lambda^{\prime}\right| \bar{\psi}(0) \gamma^{\mu} \psi(0)|p, \Lambda\rangle=\bar{u}_{\Lambda^{\prime}}\left(p^{\prime}\right)\left[\gamma^{\mu} F_{1}(t)+\frac{i \sigma^{\mu \nu} \Delta_{\nu}}{2 M} F_{2}(t)\right] u_{\Lambda}(p), \tag{4.40}
\end{equation*}
$$

while $G_{A}(t)$ and $G_{P}(t)$ are, respectively, the axial-vector and induced-pseudoscalar form factors defined through

$$
\begin{equation*}
\left\langle p^{\prime}, \Lambda^{\prime}\right| \bar{\psi}(0) \gamma^{\mu} \gamma_{5} \psi(0)|p, \Lambda\rangle=\bar{u}_{\Lambda^{\prime}}\left(p^{\prime}\right)\left[\gamma^{\mu} \gamma_{5} G_{A}(t)+\frac{\gamma_{5} \Delta^{\mu}}{2 M} G_{P}(t)\right] u_{\Lambda}(p) . \tag{4.41}
\end{equation*}
$$

We anticipate that fundamental relations exist between moments of the GPDs with respect to the $x$ variable and form factors of the QCD energy-momentum tensor, see Section 6.4.

### 4.4.1 GPDs in the impact parameter space

GPDs provide the possibility of accessing simultaneously information about the partons' longitudinal momentum and position in the transverse plane. This is achieved through a Fourier transform from the transverse component $\boldsymbol{\Delta}_{\perp}$ of the momentum transferred to the impact parameter space of coordinates $\boldsymbol{b}_{\perp}$. We devote this section to the interpretation of the impact-parameter variable (and of the distributions that depend on it) in light-front quantization, mainly following Refs. [25, 75].

Form factors [recovered as averages of the GPDs over $x$, according to Eqs. (4.38) and (4.39)] parametrize off-forward matrix element of a given current, as one can see from Eqs. (4.40) and (4.41). Nonetheless, they can be generally related, via Fourier transform, to position-space distributions of charges, that correspond in turn to diagonal matrix element of the same current in position space. Actually, this is true only if we disregard relativistic corrections that eventually arise from the boost transformations needed to connect states with different momenta: these are purely kinematic only in the non-relavistic limit of Galilean boosts, whereas they become dynamical in the relativistic case (see the discussion in Section 2.3).
A qualitative proof of the above statements was carried out explicitly in Ref. [75];

[^9]here we simply report a sketch of the derivation. Consider the charge distribution in position space $\rho(\boldsymbol{x})$ associated to the form factor $F_{1}(t)$ and satisfying
\[

$$
\begin{equation*}
\left\langle p^{\prime}\right| \rho(\mathbf{0})|p\rangle=\left(p^{\prime 0}-p^{0}\right) F_{1}(t), \tag{4.42}
\end{equation*}
$$

\]

with $p^{0}=\sqrt{M^{2}+\boldsymbol{p}^{2}}, p^{\prime 0}=\sqrt{M^{2}+(\boldsymbol{p}+\boldsymbol{\Delta})^{2}}$. Given a wave packet

$$
\begin{equation*}
|\Psi\rangle=\int \frac{\mathrm{d}^{3} \boldsymbol{p}}{\sqrt{2(2 \pi)^{3} p_{0}}} \psi(\boldsymbol{p})|\boldsymbol{p}\rangle \tag{4.43}
\end{equation*}
$$

with a certain distribution $\psi(\boldsymbol{p})$ in momentum space, we take as Fourier transform of the charge distribution:

$$
\begin{equation*}
\mathcal{F}_{\Psi}(\boldsymbol{\Delta})=\int \mathrm{d}^{3} x e^{-i \boldsymbol{\Delta} \cdot \boldsymbol{x}}\langle\Psi| \rho(\boldsymbol{x})|\Psi\rangle \tag{4.44}
\end{equation*}
$$

It can be shown that Eq. (4.44) coincides with $F_{1}\left(t=-\Delta^{2}\right)$ only in the nonrelativistic limit $M^{2} \gg \boldsymbol{q}^{2}, \boldsymbol{p} \cdot \boldsymbol{\Delta}$ (where $p^{0}=p^{\prime 0}$ and therefore $\Delta^{0}=0$ ) and assuming that the wave packet is arbitrarily broad in momentum space (i.e. localized in an arbitrarily small region in position space), so that

$$
\begin{equation*}
\int \mathrm{d}^{3} \boldsymbol{p} \psi^{*}(\boldsymbol{p}+\boldsymbol{\Delta}) \psi(\boldsymbol{p}) \sim \int \mathrm{d}^{3} \boldsymbol{p}|\psi(\boldsymbol{p})|^{2} \tag{4.45}
\end{equation*}
$$

On the other hand, if we include terms up to order $\mathcal{O}\left(\Delta^{2}\right)$ in the expansion of $F_{\Psi}(\boldsymbol{\Delta})$, the equivalence is spoiled by corrections scaling with $(\boldsymbol{p} \cdot \boldsymbol{\Delta}) /\left(p^{0}\right)^{2}$ and $\Delta^{2} /\left(p^{0}\right)^{2}$, which are not negligible in the assumption of a wave packet localized in an arbitrarily small region. A natural way to get rid of these relativistic corrections is to work in the infinite-momentum frame with $\Delta^{0}=0$, so as to keep $\boldsymbol{p} \cdot \boldsymbol{\Delta}, \boldsymbol{\Delta}^{2}$ constant while sending $p^{0} \rightarrow \infty$. We call elastic frames the class of reference frames where the energy transfer vanishes. Thanks to Eq. (4.4), in instant-form coordinates elastic frames are defined by the condition $\boldsymbol{P} \cdot \boldsymbol{\Delta}=0$; we then pick $P=\left(0,0, P_{z}\right), \boldsymbol{\Delta}=\left(\boldsymbol{\Delta}_{\perp}, 0\right)$ and let $P_{z} \rightarrow \infty$. By doing so, one comes up with the result that in the IMF the form factor $F\left(-\Delta_{\perp}^{2}\right)$ can be identified with Fourier transform of a charge distribution in two-dimensional position space, without being affected by relativistic corrections.

From the above discussion, it is evident that light-front quantization offers the best framework to describe distributions functions in position space. The kinematic property of transverse boosts in the light-front formalism, pointed out in Section 2.3, is the underlying reason why we need to restrict ourselves to the transverse plane in order to avoid relativistic corrections to our distributions [25].
The physical interpretation of two-dimensional spatial distributions relies on the definition (2.55) of the center of transverse momentum, which allows us to localize the nucleon in the transverse plane; we can then naturally infer how
partons are distributed around it. To this purpose, we consider light-fronthelicity eigenstates $\left|p^{+}, \boldsymbol{p}_{\perp}, \Lambda\right\rangle$ and Fourier-transform them to position space according to:

$$
\begin{equation*}
\left|p^{+}, \boldsymbol{R}_{\perp}=\mathbf{0}_{\perp}, \Lambda\right\rangle=\mathcal{N} \int \frac{\mathrm{d}^{2} \boldsymbol{p}_{\perp}}{(2 \pi)^{2}}\left|p^{+}, \boldsymbol{p}_{\perp}, \Lambda\right\rangle \tag{4.46}
\end{equation*}
$$

where $\mathcal{N}$ satisfies

$$
\begin{equation*}
|\mathcal{N}|^{2} \int \frac{\mathrm{~d}^{2} \boldsymbol{p}_{\perp}}{(2 \pi)^{2}}=1 \tag{4.47}
\end{equation*}
$$

The states defined in (4.46) are simultaneously eigenstates of the operators $P^{+}, \boldsymbol{R}_{\perp}=-\boldsymbol{B}_{\perp} / p^{+}$and $J_{z}$ with eigenvalues $p^{+}, \mathbf{0}_{\perp}$ and $\lambda$, respectively.
Let us rewrite the Dirac-space projection of the GPD correlator as

$$
\begin{align*}
\Phi_{\Lambda, \Lambda^{\prime}}^{[\Gamma]}(x, \Delta) & =\frac{1}{2} \int \frac{\mathrm{~d} z^{-}}{2 \pi} e^{i k^{+} z^{-}}\left\langle p^{\prime}, \Lambda^{\prime}\right| \bar{\psi}\left(0,0, \mathbf{0}_{\perp}\right) \Gamma \psi\left(0, z^{-}, \mathbf{0}_{\perp}\right)|p, \Lambda\rangle \\
& =\left\langle p^{\prime}, \Lambda^{\prime}\right| \mathcal{O}^{[\Gamma]}\left(x, \mathbf{0}_{\perp}\right)|p, \Lambda\rangle, \tag{4.48}
\end{align*}
$$

so as to emphasize its definition in terms of the off-forward matrix element of the operator

$$
\begin{equation*}
\mathcal{O}^{[\Gamma]}\left(x, \boldsymbol{b}_{\perp}\right)=\frac{1}{2} \int \frac{\mathrm{~d} z^{-}}{2 \pi} e^{i k^{+} z^{-}} \bar{\psi}\left(0,0, \boldsymbol{b}_{\perp}\right) \Gamma \psi\left(0, z^{-}, \boldsymbol{b}_{\perp}\right) \tag{4.49}
\end{equation*}
$$

with $\boldsymbol{b}_{\perp}=\mathbf{0}_{\perp}$. As we previously mentioned, in order to get rid of probabilistic corrections one must reduce himself to the frame where the energy transfer is vanishing. In light-front coordinates, this condition is equivalent to the requirement $\xi=0$, which we will assume from now on. This consequently results into $t=-\Delta_{\perp}^{2}$, meaning that GPDs will eventually depend only on $\left(x, \boldsymbol{\Delta}_{\perp}\right)$. We also take, as an example, the case $\Gamma=\gamma^{+}$with $\Lambda=\Lambda^{\prime}$, so that Eq. (4.34) becomes

$$
\begin{equation*}
\Phi_{\Lambda, \Lambda}^{\left[\gamma^{+}\right]}\left(x, 0, t=-\Delta_{\perp}^{2}\right)=H\left(x, 0, t=-\Delta_{\perp}^{2}\right) \equiv H\left(x,-\Delta_{\perp}^{2}\right) . \tag{4.50}
\end{equation*}
$$

Let us now consider the following forward matrix element of the operator (4.49) at generic $\boldsymbol{b}_{\perp} \neq \mathbf{0}_{\perp}$ :

$$
\begin{equation*}
\rho\left(x, \boldsymbol{b}_{\perp}\right)=\left\langle p^{+}, \boldsymbol{R}_{\perp}=\mathbf{0}_{\perp}, \Lambda\right| \mathcal{O}^{\left[\gamma^{+}\right]}\left(x, \boldsymbol{b}_{\perp}\right)\left|p^{+}, \boldsymbol{R}_{\perp}=\mathbf{0}_{\perp}, \Lambda\right\rangle \tag{4.51}
\end{equation*}
$$

It is possible to show that Eq. (4.51) represents the probability distributions of finding a parton with longitudinal momentum $x$ at a position $\boldsymbol{b}_{\perp}$ in the transverse plane with respect to the center of transverse momentum, that we identify with the origin of the $x y$-plane. According to the discussion at the end of Section 2.3 , we hence identify $\boldsymbol{b}_{\perp}$ with the impact parameter of the parton. Using Eqs. (4.46), (4.47) and (4.50) along with the translation property of the field $\psi(x)$, we have

$$
\rho\left(x, \boldsymbol{b}_{\perp}\right)=|\mathcal{N}|^{2} \int \frac{\mathrm{~d}^{2} \boldsymbol{p}_{\perp}}{(2 \pi)^{2}} \int \frac{\mathrm{~d}^{2} \boldsymbol{p}_{\perp}^{\prime}}{(2 \pi)^{2}} H\left(x,-\left(\boldsymbol{p}_{\perp}-\boldsymbol{p}_{\perp}^{\prime}\right)^{2}\right) e^{i \boldsymbol{b}_{\perp} \cdot\left(\boldsymbol{p}_{\perp}-\boldsymbol{p}_{\perp}^{\prime}\right)}
$$

$$
\begin{equation*}
=\int \frac{\mathrm{d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} H\left(x,-\boldsymbol{\Delta}_{\perp}^{2}\right) e^{-i \boldsymbol{b}_{\perp} \cdot \boldsymbol{\Delta}_{\perp}} . \tag{4.52}
\end{equation*}
$$

In the last step we changed the integration variables according to $\int \mathrm{d}^{2} \boldsymbol{p}_{\perp} \int \mathrm{d}^{2} \boldsymbol{p}_{\perp}^{\prime}=$ $\int \mathrm{d}^{2} \boldsymbol{P}_{\perp} \int \mathrm{d}^{2} \boldsymbol{\Delta}_{\perp}$ and used the fact that the distributions which parametrize the correlator, as already emphasized, do not in fact depend on $\boldsymbol{P}_{\perp}$.
Eq. (4.52) shows that the density (4.51) is nothing but the Fourier transform with respect to $\Delta_{\perp}$ of the GPD $H$, taken at $\xi=0$. It follows that, thanks to the relations (4.38) and (4.39), by integrating both sides of Eq. (4.52) over $x$ we can relate the Fourier conjugate of form factors with charge distributions in the transverse plane, without suffering from relativistic corrections. GPDs in the transverse plane therefore give us information about the contributions to two-dimensional charge distributions from different regions of $x$. This is a crucial result that can be simply illustrated in the language of light-front quantization. We dedicate Chapter 6 to an application of these considerations in QCD.

### 4.5 GTMDs and Wigner distributions

So far we have focused on specific regions of phase space, both in momentum and position space. It is natural to wonder whether it is possible to explore the whole six-dimensional phase space of a composite system in Quantum Field Theory. The study of Wigner distributions is motivated by the attempt to answer this question.

The evolution of a point-like particle at the classical level is fully described by a trajectory $f(\boldsymbol{r}, \boldsymbol{p}, t)$ in six-dimensional phase space. At any time $t$, we can interpret $f(\boldsymbol{r}, \boldsymbol{p}) \mathrm{d}^{3} r \mathrm{~d}^{3} p$ as the probability of finding the particle in an infinitesimal volume $\mathrm{d}^{3} r \mathrm{~d}^{3} p$ around the point ( $\boldsymbol{r}, \boldsymbol{p}$ ), which specifies the state of the particle. In principle, nothing limits the precision with which we can access the values of position and momentum at the same time.
In the context of non-relativistic Quantum Mechanics, on the other hand, Heisenberg uncertainty principle prescribes $\Delta \boldsymbol{p} \Delta \boldsymbol{r} \gtrsim \hbar^{3}$ and does not allow one to access simultaneously position and momentum of the system with arbitrary precision. Still one can define a six-dimensional Wigner distribution $[60,76]$

$$
\begin{equation*}
\rho_{W}(\boldsymbol{r}, \boldsymbol{p})=\int \frac{\mathrm{d}^{3} \boldsymbol{z}}{(2 \pi)^{3}} e^{-\frac{i}{\hbar} \boldsymbol{p} \boldsymbol{z}} \psi^{*}(\boldsymbol{r}) \psi(\boldsymbol{r}+\boldsymbol{z}), \tag{4.53}
\end{equation*}
$$

where $\psi(\boldsymbol{r})$ is the wave function describing the system.
Because of Heisenberg's principle, the distribution (4.53) is not positive-definite: this prevents us from interpreting it as a probability density. Nonetheless, in the classical limit $\hbar \rightarrow 0$ we have:

$$
\begin{equation*}
\rho_{W}(\boldsymbol{r}, \boldsymbol{p}) \xrightarrow{\hbar \rightarrow 0} f(\boldsymbol{r}, \boldsymbol{p}) . \tag{4.54}
\end{equation*}
$$

In this sense, we can state that the Wigner distribution has a quasi-probabilistic (or semi-classical) interpretation: the regions of space-time where $\rho_{W}(\boldsymbol{r}, \boldsymbol{p})$ is negative are volumes of order $\hbar^{3}$ and we hence recover the probabilistic interpretation in the classical limit.

The first attempt to transpose this formalism to the framework of Quantum Field Theory is due to Ji et al. [60,61]. They introduced a Wigner operator

$$
\begin{equation*}
\mathcal{W}^{[\Gamma]}(r, k)=\frac{1}{2} \int \frac{\mathrm{~d}^{4} z}{(2 \pi)^{4}} e^{i k \cdot z} \bar{\psi}(r) \Gamma \psi(r+z), \tag{4.55}
\end{equation*}
$$

which resembles the non-relativistic distribution (4.53), but where $\psi(r)$ is now a fermionic field operator. In Eq. (4.55) the matrix $\Gamma$ is again an element generated by the basis $\mathcal{D}$ of Dirac operators and $r=(0, \boldsymbol{r})$. Observe that the Wigner operator reduces, for $\boldsymbol{r}=\mathbf{0}$, to the operator appearing in the Dirac projection of the generalized parton correlator (4.6), analogously to the situation discussed for the operator (4.49) in the GPD case. This consideration suggests to follow the same procedure adopted in the previous section, in order to relate Wigner distributions to Fourier transform of off-forward matrix elements of the Wigner operator.
To this aim, Ji and collaborators proposed to consider, in instant-form coordinates, the elastic frame $\Delta^{0}=0$ and introduced the distribution

$$
\begin{align*}
W_{S, S^{\prime}}^{[\Gamma]}(\boldsymbol{r}, k) & =\int \frac{d^{3} \boldsymbol{\Delta}}{(2 \pi)^{3}}\left\langle P+\frac{\Delta}{2}, S^{\prime}\right| \mathcal{W}^{[\Gamma]}(\boldsymbol{r}, k)\left|P-\frac{\Delta}{2}, S\right\rangle \\
& =\int \frac{d^{3} \boldsymbol{\Delta}}{(2 \pi)^{3}} e^{-i \boldsymbol{r} \cdot \boldsymbol{\Delta}}\left\langle P+\frac{\Delta}{2}, S^{\prime}\right| \mathcal{W}^{[\Gamma]}(\mathbf{0}, k)\left|P-\frac{\Delta}{2}, S\right\rangle \tag{4.56}
\end{align*}
$$

where $\Delta=(0, \boldsymbol{\Delta})$. Integrating the previous expression over $k^{-}=\left(k^{0}-k_{z}\right) / \sqrt{2}$, we obtain the six-dimensional Wigner distribution

$$
\begin{equation*}
W_{S, S^{\prime}}^{[\Gamma]}(\boldsymbol{r}, \boldsymbol{k})=\int \mathrm{d} k^{-} W_{S, S^{\prime}}^{[\Gamma]}(\boldsymbol{r}, k) . \tag{4.57}
\end{equation*}
$$

In consideration of what we discussed in Section 4.4.1, however, the distribution defined in Eq. (4.57) presents problems for its interpretation as a quasiprobability density, since it it is spoilt by relativistic corrections. There is, in fact, no way to avoid them as long as we want to have a picture of the system in three-dimensions in position space, due to the impossibility to connect states with different three-momenta with only kinematic boosts.
It is therefore necessary to give up information about one direction in position space and restrict ourselves to the description in the transverse plane, as was first proposed by Lorcé and Pasquini $[28,58,77]$. To this end, we switch to light-front coordinates and re-define the Wigner operator as

$$
\begin{equation*}
\mathcal{W}^{[\Gamma]}\left(x, \boldsymbol{b}_{\perp}, \boldsymbol{k}_{\perp}\right)=\left.\frac{1}{2} \int \frac{\mathrm{~d} z^{+} \mathrm{d}^{2} \boldsymbol{z}_{\perp}}{(2 \pi)^{3}} e^{i\left(k^{+} z^{-}-\boldsymbol{k}_{\perp} \cdot \boldsymbol{z}_{\perp}\right)} \bar{\psi}(r) \Gamma \psi(r+z)\right|_{z^{+}=0}, \tag{4.58}
\end{equation*}
$$

where now $r=\left(0,0, \boldsymbol{b}_{\perp}\right)$. By taking matrix elements of Eq. (4.58) at $\xi=0$, so as to get rid of relativistic corrections, we come up with the Wigner distributions

$$
\begin{equation*}
W_{\Lambda, \Lambda^{\prime}}^{[\Gamma]}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)=\int \frac{d^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}}\left\langle p^{+}, \boldsymbol{P}_{\perp}+\frac{\boldsymbol{\Delta}_{\perp}}{2}, \Lambda^{\prime}\right| \mathcal{W}^{[\Gamma]}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)\left|p^{+}, \boldsymbol{P}_{\perp}-\frac{\boldsymbol{\Delta}_{\perp}}{2}, \Lambda\right\rangle . \tag{4.59}
\end{equation*}
$$

These distributions (yet still not-positive-definite) do have a quasi-probabilistic interpretation in the sense given by Eq. (4.54), i.e. they are no longer affected by relativistic correction, unlike the six-dimensional functions (4.57).
Let us consider again the GTMD correlator (4.7): we report here the leadingtwist decomposition of its projection over Dirac space [49]

$$
\begin{align*}
\Phi_{\Lambda, \Lambda^{\prime}}^{\left[\gamma^{+}\right]}\left(x, \boldsymbol{k}_{\perp}, \Delta\right)= & \frac{1}{2 M} \bar{u}_{\Lambda^{\prime}}\left(p^{\prime}\right)\left[F_{1,1}+\frac{i \sigma^{i+} k_{\perp}^{i}}{P^{+}} F_{1,2}+\frac{i \sigma^{i+} \Delta_{\perp}^{i}}{P^{+}} F_{1,3}\right. \\
& \left.+\frac{i \sigma^{i j} k_{\perp}^{i} \Delta_{\perp}^{j}}{M^{2}} F_{1,4}\right] u_{\Lambda}(p),  \tag{4.60}\\
\Phi_{\Lambda, \Lambda^{\prime}}^{\left[\gamma^{+} \gamma_{5}\right]}\left(x, \boldsymbol{k}_{\perp}, \Delta\right)= & \frac{1}{2 M} \bar{u}_{\Lambda^{\prime}}\left(p^{\prime}\right)\left[-\frac{i \varepsilon^{i j} k_{\perp}^{i} \Delta_{\perp}^{j}}{M^{2}} G_{1,1}+\frac{i \sigma^{i+} \gamma_{5} k_{\perp}^{i}}{P^{+}} G_{1,2}+\frac{i \sigma^{i+} \gamma_{5} \Delta_{\perp}^{i}}{P^{+}} G_{1,3}\right. \\
& \left.+i \sigma^{+-} \gamma_{5} G_{1,4}\right] u_{\Lambda}(p),  \tag{4.61}\\
\Phi_{\Lambda, \Lambda^{\prime}}^{\left[i \sigma^{j+} \gamma_{5}\right]}\left(x, \boldsymbol{k}_{\perp}, \Delta\right)= & \frac{1}{2 M} \bar{u}_{\Lambda^{\prime}}\left(p^{\prime}\right)\left[-\frac{i \varepsilon^{i j} k_{\perp}^{i}}{M} H_{1,1}-\frac{i \varepsilon^{i j} \Delta_{\perp}^{i}}{M} H_{1,2}+\frac{M i \sigma^{j+} \gamma_{5}}{P^{+}} H_{1,3}\right. \\
& +\frac{k_{\perp}^{j} i \sigma^{i+} \gamma_{5} k_{\perp}^{i}}{M P^{+}} H_{1,4}+\frac{\Delta_{\perp}^{j} i \sigma^{i+} \gamma_{5} k_{\perp}^{i}}{M P^{+}} H_{1,5}+\frac{\Delta_{\perp}^{j} i \sigma^{i+} \gamma_{5} \Delta_{\perp}^{i}}{M P^{+}} H_{1,6} \\
& \left.+\frac{k_{\perp}^{j} i \sigma^{+-} \gamma_{5}}{M} H_{1,7}+\frac{\Delta_{\perp}^{j} i \sigma^{+-} \gamma_{5}}{M} H_{1,8}\right] u_{\Lambda}(p) . \tag{4.62}
\end{align*}
$$

The 16 leading-twist Generalized Transverse-Momentum Dependent distribution functions $F_{1, i}, G_{1, i}$ and $H_{1, i}$ appearing on the right-hand sides of Eqs. (4.60) to (4.62) depend in general on $x, \boldsymbol{k}_{\perp}, \xi$ and $\boldsymbol{\Delta}_{\perp}$. Proper limits of the GTMDs link them to GPDs and TMDs, as shown in detail in Ref. [49].
By following the same procedure described in the case of GPDs in Section 4.4.1, one can show that Wigner distributions are related to Fourier transforms of GTMDs at $\xi=0$ according to:

$$
\begin{equation*}
W_{\Lambda, \Lambda^{\prime}}^{[\Gamma]}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)=\int \frac{d^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{b}_{\perp} \cdot \boldsymbol{\Delta}_{\perp}} \Phi_{\Lambda, \Lambda^{\prime}}^{[\Gamma]}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{\Delta}_{\perp}\right) \tag{4.63}
\end{equation*}
$$

where

$$
\Phi_{\Lambda, \Lambda^{\prime}}^{[\Gamma]}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{\Delta}_{\perp}\right)=\frac{1}{2} \int \frac{\mathrm{~d} z^{-} \mathrm{d}^{2} \boldsymbol{z}_{\perp}}{(2 \pi)^{3}} e^{i\left(k^{+} z^{-}-\boldsymbol{k}_{\perp} \cdot \boldsymbol{z}_{\perp}\right)}
$$

$$
\begin{equation*}
\times\left.\left\langle P^{+}, \boldsymbol{P}_{\perp}+\frac{\boldsymbol{\Delta}_{\perp}}{2}, \Lambda^{\prime}\right| \bar{\psi}(0) \Gamma \psi(z)\left|P^{+}, \boldsymbol{P}_{\perp}-\frac{\boldsymbol{\Delta}_{\perp}}{2}, \Lambda\right\rangle\right|_{z^{+}=0} \tag{4.64}
\end{equation*}
$$

is the projection in Dirac space of the GTMD correlator (4.7) for $\xi=0$.
As they provide information simultaneously on position and momentum of partons in the transverse plane, Wigner distributions are valuable instruments for the the investigation of Orbital Angular Momentum contributions from both quarks [78-82] and gluons [83-85].
At variance with the cases relative to the other distributions functions, discussed in the previous sections, there is no universal agreement concerning a process that can be used to obtain experimental measures of either GTMDs or Wigner distributions, although in the recent years it has been argued that measurements are possible both in the gluon [86-88] and in the quark [89] sectors of GTMDs. These proposals are, at the present time, still waiting for an experimental validation.

### 4.6 LFWF overlap representation of distribution functions

Light-front quantization does not only offer a suitable language for the description of distribution functions in the impact-parameter space, but provides also an effective tool for performing practical calculations with the language of Light-Front Wave Functions (LFWFs), introduced in Section 2.4. Indeed it is easy to realize that we can use the Fock-state expansion (2.64) to rewrite the hadron states appearing in the correlators, which will eventually be expressed as overlap of LFWFs. Thanks to the properties of LFWFs, this leads to an intuitive parton interpretation of the content of a given parton distribution.
In this section, we briefly illustrate how this procedure can be applied by considering, as an example, the case of GTMDs; detailed derivations can be found in Ref. [52,90-92]. It is then immediate to transpose the results to the case of other parton distributions.
We first rewrite the Fock-state expansion of an hadron state $|P, \Lambda\rangle$ in the lightfront helicity basis and in light-cone gauge $A^{+}=0$ as

$$
\begin{equation*}
|P, \Lambda\rangle=\sum_{n, \lambda_{i}} \int[\mathrm{~d} x]_{n}\left[\mathrm{~d}^{2} \boldsymbol{k}_{\perp}\right]_{n} \Psi_{n, \lambda_{i}}^{\Lambda}\left(x_{i}, \boldsymbol{k}_{\perp, i}\right)\left|\mu_{n}\left(x_{i}, \boldsymbol{k}_{\perp, i}, \lambda_{i}\right)\right\rangle, \tag{4.65}
\end{equation*}
$$

where the integration measures

$$
\begin{align*}
{[\mathrm{d} x]_{n} } & =\left[\prod_{i=1}^{n} \mathrm{~d} x_{i}\right] \delta\left(1-\sum_{j=1}^{n} x_{j}\right),  \tag{4.66}\\
{\left[\mathrm{d}^{2} \boldsymbol{k}_{\perp}\right]_{n} } & =\frac{1}{\left(16 \pi^{3}\right)^{n-1}}\left[\prod_{i=1}^{n} \mathrm{~d}^{2} \boldsymbol{k}_{\perp, i}\right] \delta^{(2)}\left(\sum_{j=1}^{n} \boldsymbol{k}_{\perp, j}\right) \tag{4.67}
\end{align*}
$$

take into account the conditions (2.67)-(2.68). In practical calculations, one has to truncate the sum at a finite value of $n$, which represents the number of particles to be included in the description (the typical choice is $n=3$ for the nucleon). The hadron states are normalized according to Eq. (3.64) and the LFWFs satisfy

$$
\begin{equation*}
\sum_{n, \lambda_{i}} \int[\mathrm{~d} x]_{n}\left[\mathrm{~d}^{2} \boldsymbol{k}_{\perp}\right]_{n}\left|\Psi_{n, \lambda_{i}}^{\Lambda}\left(x_{i}, \boldsymbol{k}_{\perp, i}\right)\right|^{2}=1 . \tag{4.68}
\end{equation*}
$$

In order to rewrite the correlator, we also need the following Fourier expansion of the "good" components of the quark field [see Eq. (3.18)] at fixed light-front time $z^{+}=0$ :

$$
\begin{align*}
\psi_{+}\left(z^{-}, \boldsymbol{z}_{\perp}\right)= & \int \frac{\mathrm{d} k^{+} \mathrm{d}^{2} \boldsymbol{k}_{\perp}}{2(2 \pi)^{3} k^{+}} \Theta\left(k^{+}\right) \\
& \times \sum_{\lambda}\left[b_{\lambda}(k) u_{+, \lambda}(k) e^{-i\left(k^{+} z^{-}-\boldsymbol{z}_{\perp} \cdot \boldsymbol{k}_{\perp}\right)}+d_{\lambda}^{\dagger}(k) v_{+, \lambda}(k) e^{i\left(k^{+} z^{-}-\boldsymbol{z}_{\perp} \cdot \boldsymbol{k}_{\perp}\right)}\right] \tag{4.69}
\end{align*}
$$

where $b, b^{\dagger}$ and $d, d^{\dagger}$ are the ladder operators that create and annihilate quarks and antiquarks, respectively, and $u_{+, \lambda}=\frac{1}{2} \gamma^{-} \gamma^{+} u_{\lambda}, v_{+, \lambda}=\frac{1}{2} \gamma^{-} \gamma^{+} v_{\lambda}$. For the gluon field one similarly has (omitting color indices for better readability):

$$
\begin{align*}
A^{\mu}\left(z^{-}, \boldsymbol{z}_{\perp}\right)= & \int \frac{\mathrm{d} q^{+} \mathrm{d}^{2} \boldsymbol{q}_{\perp}}{2(2 \pi)^{3} q^{+}} \Theta\left(q^{+}\right) \\
& \times \sum_{\lambda_{\gamma}}\left[a_{\lambda_{\gamma}}(q) \varepsilon_{\lambda_{\gamma}}^{\mu}(q) e^{-i\left(q^{+} z^{-}-\boldsymbol{z}_{\perp} \cdot \boldsymbol{q}_{\perp}\right)}+a_{\lambda_{\gamma}}^{\dagger}(q) \varepsilon_{\lambda_{\gamma}}^{\mu_{\gamma}^{*}}(q) e^{i\left(q^{+} z^{-}-\boldsymbol{z}_{\perp} \cdot \boldsymbol{q}_{\perp}\right)}\right] \tag{4.70}
\end{align*}
$$

$a, a^{\dagger}$ being the gluon creation and annihilation operators. The usual commutation and anti-commutation relations are assumed:

$$
\begin{align*}
& \left\{b_{\lambda}(k), b_{\lambda^{\prime}}^{\dagger}\left(k^{\prime}\right)\right\}=\left\{d_{\lambda}(k), d_{\lambda^{\prime}}^{\dagger}\left(k^{\prime}\right)\right\}=2(2 \pi)^{3} k^{+} \delta\left(k^{+}-k^{\prime+}\right) \delta^{(2)}\left(\boldsymbol{k}_{\perp}-\boldsymbol{k}_{\perp}^{\prime}\right) \delta_{\lambda, \lambda^{\prime}}, \\
& {\left[a_{\lambda}(q), a_{\lambda^{\prime}}^{\dagger}\left(q^{\prime}\right)\right]=2(2 \pi)^{3} q^{+} \delta\left(q^{+}-q^{\prime+}\right) \delta^{(2)}\left(\boldsymbol{q}_{\perp}-\boldsymbol{q}_{\perp}^{\prime}\right) \delta_{\lambda, \lambda^{\prime}} .} \tag{4.71}
\end{align*}
$$

We take for simplicity the $\xi=0$ case and obtain for the 3-particle contribution to the projection (4.64) of the GTMD correlator in Dirac space [52]

$$
\begin{align*}
\Phi_{\Lambda, \Lambda^{\prime}}^{[\Gamma]}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{\Delta}_{\perp}\right)= & 3 \sum_{\lambda_{i}, \lambda_{i}^{\prime}} \int[\mathrm{d} x]_{3}\left[\mathrm{~d}^{2} \boldsymbol{k}_{\perp}\right]_{3} \Theta(x) \delta\left(x-x_{1}\right) \delta^{(2)}\left(\boldsymbol{k}_{\perp}-\boldsymbol{k}_{1, \perp}\right) \\
& \times M_{\lambda_{1}, \lambda_{1}^{\prime}}^{[\Gamma]} \delta_{\lambda_{2}, \lambda_{2}^{\prime}} \delta_{\lambda_{3}, \lambda_{3}^{\prime}}\left[\Psi_{3, \lambda_{i}^{\prime}}^{\Lambda^{\prime}}\left(x_{i}^{\prime}, \boldsymbol{k}_{i, \perp}^{\prime}\right)\right]^{*} \Psi_{3, \lambda_{i}}^{\Lambda}\left(x_{i}, \boldsymbol{k}_{i, \perp}\right) . \tag{4.73}
\end{align*}
$$

In Eq. (4.73) the index $i=1$ refers to the active quark, whereas $i=2$ and $i=3$ to the spectators. The final-state momenta appearing as arguments of the LFWFs are

$$
x_{i}^{\prime}=x_{i}, \quad i=1,2,3,
$$

$$
\begin{array}{ll}
\boldsymbol{k}_{1, \perp}^{\prime}=\boldsymbol{k}_{1, \perp}+\left(1-x_{1}\right) \frac{\boldsymbol{\Delta}_{\perp}}{2} \\
\boldsymbol{k}_{i, \perp}^{\prime}=\boldsymbol{k}_{i, \perp}-x_{i} \frac{\boldsymbol{\Delta}_{\perp}}{2}, & i=2,3 .
\end{array}
$$

One can select different configurations of both initial-state and final-state polarizations of the active quark via proper projections in Dirac space, described by the operator $M_{\lambda, \lambda^{\prime}}^{[\Gamma]}$. More precisely, denoting the Pauli matrices with $\sigma_{i}$ ( $i=1,2,3$ ), for the Dirac operators that contribute at leading twist we have

$$
\begin{equation*}
M_{\lambda, \lambda^{\prime}}^{\left[\gamma^{+}\right]}=\delta_{\lambda, \lambda^{\prime}}, \quad M_{\lambda, \lambda^{\prime}}^{\left[i \sigma^{j+} \gamma_{5}\right]}=\left(\sigma_{j}\right)_{\lambda, \lambda^{\prime}}, \quad M_{\lambda, \lambda^{\prime}}^{\left[\gamma^{+} \gamma_{5}\right]}=\left(\sigma_{3}\right)_{\lambda, \lambda^{\prime}} . \tag{4.74}
\end{equation*}
$$

Since LFWFs are eigenstates of light-front helicity, the overlap representation (4.73) helps to have an immediate perception of which helicity transformations of the active quark are involved in a given distribution. Moreover, thanks to the probabilistic interpretation of the square modulus of LFWFs, mentioned at the end of Section 2.4, in this language it is easy to recognize the correlators depending on diagonal matrix elements as a probability density.
We will show examples of LFWFs overlap representations of GTMDs and TMDs in the framework of QED in Chapter 5 and of GPDs in the context of QCD in Chapter 6.


## The electron structure in light-front QED

We are now going to apply the formalism of correlation functions, introduced in Chapter 4 in the framework of QCD, to the field of Quantum Electrodynamics (QED). Due to its perturbative nature, QED serves as an ideal proving ground for the test of novel techniques to be applied in Quantum Field Theory; as such it has been studied e.g. in Ref. [26, 93-96].

The electron, unlike hadrons, is a point-like particle. Nonetheless, due to Heisenberg uncertainty principle, in the QFT picture the electron field encounters quantum fluctuations that cause the emission and re-absorption of photons; these can, in turn, break into virtual electron-positron pairs, consistently with the quantum numbers of the parent electron. As a result, the latter effectively becomes a dressed particle consisting of a cloud of photons, electrons and positrons. To this extent, it is legitimate to think of the electron as an object with a three-dimensional structure, both in momentum and position space, and to give it an interpretation as a composite particle. One can then probe the inner content of the electron cloud and describe it in terms of its partons with the language of distribution functions, in analogy with the QCD case. In this perspective, it is possible to define the notion of "shape" of the electron $[93,94]$ and analyze how its spin arises form the contribution of Orbital Angular Momentum (OAM) and spin of the constituents [26, 93-95]. The purpose of the present Chapter is to address these issues with the language of GTMDs and TMDs (introduced in Chapter 4) in light-cone quantization. This approach allows for a description of the dressed electron in three-dimensional momentum space, along with an assessment of non-trivial relations between position, momentum and spin of the partons. We also focus on the comparison between QED and QCD, with particular emphasis on their Abelian rather than non-Abelian nature. To this aim, we provide a detailed treatment of the role of Wilson lines in the context of gauge-invariance, enlightening differences and similarities of the two theories. For our purposes, it
will be sufficient to consider the electron at order $\alpha$ as a composite two-body system, consisting of an electron-photon pair.

### 5.1 Fock-state decomposition of the electron cloud

Let $\left|e_{D}\right\rangle \equiv\left|e_{D} ; p, \Lambda\right\rangle$ denote the state of a "dressed" (or "physical", or "parent") electron with mass $M$, light-cone helicity $\Lambda$ and momentum $p=\left(p^{+}, p^{-}, \mathbf{0}_{\perp}\right)$ in the reference frame that we denote as electron frame, in analogy with the hadron frame in QCD. In view of the above discussion, it is justified to decompose the state $\left|e_{D}\right\rangle$ through the Fock-space expansion

$$
\begin{equation*}
\left|e_{D}\right\rangle=|e\rangle+|e \gamma\rangle+|e \gamma \gamma\rangle+\ldots . \tag{5.1}
\end{equation*}
$$

Each term in the right-hand side of Eq. (5.1) represents a bound state containing a given number $n$ of particles, compatibly with the quantum numbers of the dressed electron in the left-hand side. In particular, we denote with $e$ the bare electron inside the physical electron and consider it as a constituent parton, within the analogy between the electron cloud and the nucleon as composite systems. We label the three momentum of the internal electron in the electron frame as

$$
\boldsymbol{p}_{e}=\left(x p^{+}, \boldsymbol{k}_{\perp}\right)
$$

and its light-cone helicity with $\lambda_{e}$. One can recognize that Eq. (5.1) corresponds to a perturbative expansion of the parent-electron state in powers of the QED coupling constant $e$. In the present discussion, we truncate the sum up to order $e$ and, accordingly, study the dressed electron as a composite two-body system consisting of an electron-photon pair:

$$
\begin{equation*}
\left|e_{D}\right\rangle=\sqrt{Z}|e\rangle+|e \gamma\rangle, \tag{5.2}
\end{equation*}
$$

where we also introduced the renormalization constant $Z$, that one can properly evaluate by fixing a convenient regularization scheme (e.g. Pauli-Villars regularization, see Ref. [26]).
The one-particle, bare-electron state in the first term is given by

$$
\begin{equation*}
|e\rangle=b_{\Lambda}^{\dagger}(p)|0\rangle, \tag{5.3}
\end{equation*}
$$

where in this context $b$ and $b^{\dagger}$ are the electron ladder operators. The second term in Eq. (5.2) indicates the electron-photon state, written in terms of the two-particle LFWF $\Psi_{\lambda_{e}, \lambda_{\gamma}}^{\Lambda}\left(x, \boldsymbol{k}_{\perp}\right)$ as ${ }^{1}$

$$
\begin{equation*}
|e \gamma\rangle=\sum_{\lambda_{e}, \lambda_{\gamma}} \int \frac{\mathrm{d} x \mathrm{~d}^{2} \boldsymbol{k}_{\perp}}{2(2 \pi)^{3} \sqrt{x(1-x)}} \Psi_{\lambda_{e}, \lambda_{\gamma}}^{\Lambda}\left(x, \boldsymbol{k}_{\perp}\right)\left|p_{e}, \lambda_{e} ; p_{\gamma}, \lambda_{\gamma}\right\rangle, \tag{5.4}
\end{equation*}
$$

[^10]where $\lambda_{\gamma}$ is the photon polarization. We emphasize that in Eq. (5.4), in view of the conditions (2.67)-(2.68), it is assumed that the photon three-momentum is written as
\[

$$
\begin{equation*}
\boldsymbol{p}_{\gamma}=\left((1-x) p^{+},-\boldsymbol{k}_{\perp}\right) . \tag{5.5}
\end{equation*}
$$

\]

In the framework of QED it is possible to obtain an explicit expression for the LFWFs by carrying out the perturbative expansion of the bound states up to the desired perturbative order. This fact marks a crucial difference with respect to the QCD case, where LFWFs inherit the non-perturbative nature of strong interactions binding nucleon states. For the electron-photon bound state, light-front perturbation theory yields ${ }^{2}$
$|e \gamma ; p, \Lambda\rangle=\sum_{\lambda_{e}, \lambda_{\gamma}} \int \frac{\mathrm{d} p_{e}^{+} \mathrm{d}^{2} \boldsymbol{p}_{e, \perp}}{2(2 \pi)^{3} p_{e}^{+}} \int \frac{\mathrm{d} p_{\gamma}^{+} \mathrm{d}^{2} \boldsymbol{p}_{\gamma, \perp}}{2(2 \pi)^{3} p_{\gamma}^{+}} \frac{\left\langle p_{e}, \lambda_{e} ; p_{\gamma}, \lambda_{\gamma}\right| V|e ; p, \Lambda\rangle}{p^{-}-p_{e}^{-}-p_{\gamma}^{-}}\left|p_{e}, \lambda_{e} ; p_{\gamma}, \lambda_{\gamma}\right\rangle$,
with the QED potential $V$ given by

$$
\begin{equation*}
V=-e \int \mathrm{~d} x^{-} \mathrm{d}^{2} \boldsymbol{x}_{\perp} \bar{\psi}\left(x^{-}, \boldsymbol{x}_{\perp}\right) \gamma^{\mu} \psi\left(x^{-}, \boldsymbol{x}_{\perp}\right) A_{\mu}\left(x^{-}, \boldsymbol{x}_{\perp}\right) . \tag{5.7}
\end{equation*}
$$

The energy denominator in Eq. (5.6) can be conveniently expressed via the on-shell conditions

$$
\begin{equation*}
p^{2}=M^{2}, \quad p_{e}^{2}=m^{2}, \quad p_{\gamma}^{2}=\mu^{2} \tag{5.8}
\end{equation*}
$$

where $m$ is the bare electron mass appearing in the QED Lagrangian and $\mu$ is a fictitious photon mass that we keep different from zero for regularization issues. We recall that, even in the limit $\mu=0$, the physical mass $M$ does not coincide with the bare mass $m$, due to self-energy corrections.
If we compare Eqs. (5.4) and (5.6), and use the expansions (4.69)-(4.70) along with the (anti)commutation relations (4.71)-(4.72), we find

$$
\begin{equation*}
\Psi_{\lambda_{e}, \lambda_{\gamma}}^{\Lambda}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=\phi\left(x, \boldsymbol{k}_{\perp}^{2}\right) \bar{u}_{\lambda_{e}}\left(p_{e}\right) \gamma_{\mu} \varepsilon_{\lambda_{\gamma}}^{\mu *}\left(p_{\gamma}\right) u_{\Lambda}(p), \tag{5.9}
\end{equation*}
$$

with

$$
\begin{equation*}
\phi\left(x, \boldsymbol{k}_{\perp}^{2}\right)=\frac{e \sqrt{x(1-x)}}{\boldsymbol{k}_{\perp}^{2}+u\left(x, \mu^{2}\right)} \tag{5.10}
\end{equation*}
$$

and

$$
\begin{equation*}
u\left(x, \mu^{2}\right)=x \mu^{2}+(1-x) m^{2}-x(1-x) M^{2} \tag{5.11}
\end{equation*}
$$

[^11]The free light-front spinors and antispinors for a fermion of mass $m$ read [97]:

$$
\begin{gather*}
u_{1 / 2}(k)=\frac{1}{\sqrt{2^{3 / 2} k^{+}}}\left(\begin{array}{c}
\sqrt{2} k^{+}+m \\
k_{R} \\
\sqrt{2} k^{+}-m \\
k_{R}
\end{array}\right), \quad u_{-1 / 2}(k)=\frac{1}{\sqrt{2^{3 / 2} k^{+}}}\left(\begin{array}{c}
-k_{L} \\
\sqrt{2} k^{+}+m \\
k_{L} \\
-\sqrt{2} k^{+}+m
\end{array}\right),  \tag{5.12}\\
v_{1 / 2}(k)=-\frac{1}{\sqrt{2^{3 / 2} k^{+}}}\left(\begin{array}{c}
-k_{L} \\
\sqrt{2} k^{+}-m \\
k_{L} \\
-\sqrt{2} k^{+}-m
\end{array}\right), \quad v_{-1 / 2}(k)=-\frac{1}{\sqrt{2^{3 / 2} k^{+}}}\left(\begin{array}{c}
\sqrt{2} k^{+}-m \\
k_{R} \\
\sqrt{2} k^{+}+m \\
k_{R}
\end{array}\right), \tag{5.13}
\end{gather*}
$$

where

$$
\begin{equation*}
k_{R, L}=k_{x} \pm i k_{y}, \quad \Delta_{R, L}=\Delta_{x} \pm i \Delta_{y} . \tag{5.14}
\end{equation*}
$$

If we insert them into Eq. (5.9), the dressed electron LFWFs read

$$
\begin{align*}
& \Psi_{+,+1}^{+}\left(x, \mathbf{k}_{\perp}\right)=-\left[\Psi_{-,-1}^{-}\left(x, \mathbf{k}_{\perp}\right)\right]^{*}=\sqrt{\frac{2}{x}} \frac{\left(k_{x}-i k_{y}\right)}{(1-x)} \phi\left(x, \mathbf{k}_{\perp}^{2}\right),  \tag{5.15}\\
& \Psi_{+,-1}^{+}\left(x, \mathbf{k}_{\perp}\right)=-\left[\Psi_{-,+1}^{-}\left(x, \mathbf{k}_{\perp}\right)\right]^{*}=-\sqrt{2 x} \frac{\left(k_{x}+i k_{y}\right)}{(1-x)} \phi\left(x, \mathbf{k}_{\perp}^{2}\right),  \tag{5.16}\\
& \Psi_{-,+1}^{+}\left(x, \mathbf{k}_{\perp}\right)=\Psi_{+,-1}^{-}\left(x, \mathbf{k}_{\perp}\right)=\sqrt{\frac{2}{x}}(m-x M) \phi\left(x, \mathbf{k}_{\perp}^{2}\right),  \tag{5.17}\\
& \Psi_{-,-1}^{+}\left(x, \mathbf{k}_{\perp}\right)=\Psi_{+,+1}^{-}\left(x, \mathbf{k}_{\perp}\right)=0 . \tag{5.18}
\end{align*}
$$

Here and throughout this Chapter the $\pm \operatorname{sign}$ indicates $\Lambda, \lambda_{e}= \pm 1 / 2$ for the light-front helicities of the dressed and bare electrons, whereas $\lambda_{\gamma}= \pm 1$ is the light-front polarization of the internal photon. Notice that the LFWFs in Eqs. (5.15) to (5.18) are related by

$$
\begin{equation*}
\Psi_{\lambda_{e}, \lambda_{\gamma}}^{\Lambda}\left(x, \boldsymbol{k}_{\perp}\right)=(-1)^{\Lambda-\lambda_{e}+\lambda_{\gamma}}\left[\Psi_{-\lambda_{e},-\lambda_{\gamma}}^{-\Lambda}\left(x, \boldsymbol{k}_{\perp}\right)\right]^{*} . \tag{5.19}
\end{equation*}
$$

### 5.2 Wigner distributions for the dressed electron

### 5.2.1 Analytical evaluation in the $b_{x}-k_{y}$ space

Let us now consider the GTMD correlator for the physical electron

$$
\begin{align*}
\Phi_{\Lambda, \Lambda^{\prime}}^{[\Gamma]}\left(x, \boldsymbol{k}_{\perp}, \Delta ; P\right)= & \int \frac{\mathrm{d} z^{-} \mathrm{d}^{2} \boldsymbol{z}_{\perp}}{(2 \pi)^{3}} e^{i\left(k^{+} z^{-}-\boldsymbol{k}_{\perp} \cdot z_{\perp}\right)} \\
& \times\left.\left\langle e_{D} ; p^{\prime}, \Lambda^{\prime}\right| \bar{\psi}(0) \Gamma \psi(z)\left|e_{D} ; p, \Lambda\right\rangle\right|_{z^{+}=0} \tag{5.20}
\end{align*}
$$

where $\left|e_{D} ; p, \Lambda\right\rangle$ is a dressed electron state, as introduced in the previous section. For the moment we still neglect the gauge-link contribution. We can use the Fock state decomposition (5.2) in order to obtain the LFWF overlap representation of the correlator (5.20). We restrict to the case $\xi=0$ and work in the so-called "average frame" where $\boldsymbol{P}_{\perp}=\mathbf{0}_{\perp}$. We denote the three-momenta of the incoming and outgoing partons as

$$
\begin{array}{ll}
\boldsymbol{p}_{e}=\left(x P^{+}, \boldsymbol{k}_{\perp}-\frac{\boldsymbol{\Delta}_{\perp}}{2}\right), & \boldsymbol{p}_{\gamma}=\left((1-x) P^{+},-\boldsymbol{k}_{\perp}\right), \\
\boldsymbol{p}_{e}^{\prime}=\left(x P^{+}, \boldsymbol{k}_{\perp}+\frac{\boldsymbol{\Delta}_{\perp}}{2}\right), & \boldsymbol{p}_{\gamma}^{\prime}=\left((1-x) P^{+},-\boldsymbol{k}_{\perp}\right) \tag{5.22}
\end{array}
$$

so that

$$
\begin{equation*}
\boldsymbol{p}=\left(P^{+},-\frac{\boldsymbol{\Delta}_{\perp}}{2}\right), \quad \boldsymbol{p}^{\prime}=\left(P^{+}, \frac{\boldsymbol{\Delta}_{\perp}}{2}\right) \tag{5.23}
\end{equation*}
$$

We recall, however, that the momenta appearing in the arguments of the LFWFs in the two-particle state (5.4) are to be taken in the respective electron frames; one can resort to the light-front boost (2.69) so as to recover them. Taking this into account, one obtains the following overlap representation of the correlator for $\Gamma=\gamma^{+}$and $\Gamma=\gamma^{+} \gamma_{5}$

$$
\begin{align*}
\Phi_{\Lambda, \Lambda^{\prime}}^{\left[\gamma^{+}\right]}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{\Delta}_{\perp}\right)= & Z \delta_{\Lambda, \Lambda^{\prime}} \delta(1-x) \delta^{(2)}\left(\boldsymbol{k}_{\perp}\right) \\
& +\frac{1}{2(2 \pi)^{3}} \sum_{\lambda_{e}, \lambda_{\gamma}} \Psi_{\lambda_{e}, \lambda_{\gamma}}^{\Lambda^{\prime} *}\left(x, \tilde{\boldsymbol{k}}_{\perp}\right) \Psi_{\lambda_{e}, \lambda_{\gamma}}^{\Lambda}\left(x, \hat{\boldsymbol{k}}_{\perp}\right),  \tag{5.24}\\
\Phi_{\Lambda, \Lambda^{\prime}}^{\left[\gamma^{+} \gamma_{5}\right]}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{\Delta}_{\perp}\right)= & Z \delta_{\Lambda, \Lambda^{\prime}} \delta(1-x) \delta^{(2)}\left(\boldsymbol{k}_{\perp}\right) \\
& +\frac{1}{2(2 \pi)^{3}} \sum_{\lambda_{\gamma}}\left[\Psi_{+, \lambda_{\gamma}}^{\Lambda^{\prime *} *}\left(x, \tilde{\boldsymbol{k}}_{\perp}\right) \Psi_{+, \lambda_{\gamma}}^{\Lambda}\left(x, \hat{\boldsymbol{k}}_{\perp}\right)\right. \\
& \left.-\Psi_{-, \lambda_{\gamma}}^{\Lambda^{\prime} *}\left(x, \tilde{\boldsymbol{k}}_{\perp}\right) \Psi_{-, \lambda_{\gamma}}^{\Lambda}\left(x, \hat{\boldsymbol{k}}_{\perp}\right)\right], \tag{5.25}
\end{align*}
$$

where

$$
\tilde{\boldsymbol{k}}_{\perp}=\boldsymbol{k}_{\perp}+(1-x) \frac{\boldsymbol{\Delta}_{\perp}}{2}, \quad \hat{\boldsymbol{k}}_{\perp}=\boldsymbol{k}_{\perp}-(1-x) \frac{\boldsymbol{\Delta}_{\perp}}{2} .
$$

The bare-particle contribution proportional to $Z$ becomes relevant only at the end-point $x=1, \boldsymbol{k}_{\perp}=\mathbf{0}_{\perp}$. We will exclude the end-point from our results since its inclusion would require a proper renormalization procedure which is beyond the scope of the present work. By inverting Eqs. (4.60) and (4.61), we recover the following expressions of GTMDs in terms of the correlators (5.24) and (5.25):

$$
\begin{align*}
& F_{1,1}=\frac{1}{2}\left[\Phi_{+,+}^{\left[\gamma^{+}\right]}+\Phi_{-,-}^{\left[\gamma^{+}\right]}\right]  \tag{5.26}\\
& F_{1,4}=\frac{M^{2}}{\left(k_{L} \Delta_{R}-k_{R} \Delta_{L}\right)}\left[\Phi_{+,+}^{\left[\gamma^{+}\right]}-\Phi_{-,-}^{\left[\gamma^{+}\right]}\right]  \tag{5.27}\\
& G_{1,1}=\frac{M^{2}}{\left(k_{R} \Delta_{L}-k_{L} \Delta_{R}\right)}\left[\Phi_{+,+}^{\left[\gamma^{+} \gamma_{5}\right]}+\Phi_{-,-}^{\left[\gamma^{+} \gamma_{5}\right]}\right], \tag{5.28}
\end{align*}
$$

$$
\begin{equation*}
G_{1,4}=\frac{1}{2}\left[\Phi_{+,+}^{\left[\gamma^{+} \gamma_{5}\right]}-\Phi_{-,-}^{\left[\gamma^{+} \gamma_{5}\right]}\right], \tag{5.29}
\end{equation*}
$$

$k_{R, L}$ and $\Delta_{R, L}$ being defined in Eq. (5.14). If we insert the explicit expressions of the LFWFs given in Eqs. (5.15) to (5.18) in the overlap representations Eqs. (5.24) and (5.25), we obtain the following expressions for the GTMDs at $x \neq 1, \boldsymbol{k}_{\perp} \neq \mathbf{0}_{\perp}$ :

$$
\begin{align*}
F_{1,1}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{\Delta}_{\perp}\right)= & \frac{\alpha}{2 \pi^{2}(1-x) f\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{\Delta}_{\perp}\right)} \\
& \times\left\{\left(1+x^{2}\right)\left[\boldsymbol{k}_{\perp}^{2}-(1-x)^{2} \frac{\boldsymbol{\Delta}_{\perp}^{2}}{4}\right]+M^{2}(1-x)^{4}\right\},  \tag{5.30}\\
F_{1,4}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{\Delta}_{\perp}\right)= & -G_{1,1}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{\Delta}_{\perp}\right)=\frac{\alpha\left(1-x^{2}\right) M^{2}}{2 \pi^{2} f\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{\Delta}_{\perp}\right)},  \tag{5.31}\\
G_{1,4}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{\Delta}_{\perp}\right)= & \frac{\alpha}{2 \pi^{2}(1-x) f\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{\Delta}_{\perp}\right)} \\
& \times\left\{\left(1+x^{2}\right)\left[\boldsymbol{k}_{\perp}^{2}-(1-x)^{2} \frac{\boldsymbol{\Delta}_{\perp}^{2}}{4}\right]-M^{2}(1-x)^{4}\right\}, \tag{5.32}
\end{align*}
$$

where

$$
f\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{\Delta}_{\perp}\right)=\left[\left(\boldsymbol{k}_{\perp}+(1-x) \frac{\boldsymbol{\Delta}_{\perp}}{2}\right)^{2}+\mathcal{M}^{2}(x)\right]\left[\left(\boldsymbol{k}_{\perp}-(1-x) \frac{\boldsymbol{\Delta}_{\perp}}{2}\right)^{2}+\mathcal{M}^{2}(x)\right]
$$

and

$$
\mathcal{M}^{2}(x)=\mu^{2} x+M^{2}(1-x)^{2} .
$$

As we mentioned in Section 4.5, Wigner distributions are related to Fourier transforms of the GTMDs. One can distinguish different Wigner distributions according to the possible spin configurations assumed by the active parton and the parent particle. In particular, the GTMDs in (5.26)-(5.29) are connected to the distributions describing the situation where either the bare electron or the dressed electron are either unpolarized or polarized in the longitudinal direction: this is achieved through the definition [28]

$$
\begin{equation*}
\rho_{\Lambda, \lambda_{e}}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)=\frac{1}{2}\left[\mathcal{W}_{\Lambda, \Lambda}^{\left[\gamma^{+}\right]}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)+\lambda_{e} \mathcal{W}_{\Lambda, \Lambda}^{\left[\gamma^{+} \gamma_{5}\right]}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)\right], \tag{5.33}
\end{equation*}
$$

where $\mathcal{W}_{\Lambda, \Lambda}^{[\Gamma]}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)$ is given in Eq. (4.63). It is possible to decompose the distribution in Eq. (5.33) as

$$
\begin{equation*}
\rho_{\Lambda, \lambda_{e}}=\frac{1}{2}\left[\rho_{U U}+\Lambda \rho_{L U}+\lambda_{e} \rho_{U L}+\Lambda \lambda_{e} \rho_{L L}\right], \tag{5.34}
\end{equation*}
$$

where the dependence of both sides on the argument $\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)$ is understood. In the notation used in Eq. (5.34), suffixes $U$ and $L$ indicate respectively unpolarized and longitudinally polarized dressed electron (first entry) and internal
electron (second entry). The distributions $\rho_{U L}, \rho_{L U}$ and $\rho_{L L}$ actually represent the distortion caused by longitudinal polarization with respect to the unpolarized case $\rho_{U U}$. The following relations hold:

$$
\begin{align*}
& \rho_{U U}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)=\int \frac{\mathrm{d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{b}_{\perp} \cdot \boldsymbol{\Delta}_{\perp}} F_{1,1}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{\Delta}_{\perp}\right),  \tag{5.35}\\
& \rho_{L U}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)=-\frac{1}{M^{2}}\left(\boldsymbol{k}_{\perp} \times \frac{\partial}{\partial \boldsymbol{b}_{\perp}}\right)_{z} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{b}_{\perp} \cdot \boldsymbol{\Delta}_{\perp}} F_{1,4}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{\Delta}_{\perp}\right),  \tag{5.36}\\
& \rho_{U L}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)=\frac{1}{M^{2}}\left(\boldsymbol{k}_{\perp} \times \frac{\partial}{\partial \boldsymbol{b}_{\perp}}\right)_{z} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{b}_{\perp} \cdot \boldsymbol{\Delta}_{\perp}} G_{1,1}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{\Delta}_{\perp}\right),  \tag{5.37}\\
& \rho_{L L}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)=\int \frac{\mathrm{d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{b}_{\perp} \cdot \boldsymbol{\Delta}_{\perp}} G_{1,4}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{\Delta}_{\perp}\right) . \tag{5.38}
\end{align*}
$$

It can be readily checked that $\rho_{L U}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)=\rho_{U L}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)$ for the dressed electron.
From a practical point of view, it turns out to be impossible to carry out the integration analytically and obtain a closed-form expression for any of the Wigner distributions in Eqs. (5.35) to (5.38). Nonetheless, if we further integrate over $k_{x}$ and $b_{y}$, we obtain $[28,94,96]$

$$
\begin{equation*}
\rho\left(x, k_{y}, b_{x}\right)=\int \mathrm{d} b_{y} \mathrm{~d} k_{x} \rho\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right) \tag{5.39}
\end{equation*}
$$

whose analytical expressions can be derived explicitly. One obtains

$$
\begin{align*}
\rho_{U U}\left(x, k_{y}, b_{x}\right)= & \frac{\alpha}{4 \pi(1-x)^{2}} \exp \left[-2 \frac{\left|b_{x}\right|}{1-x} \sqrt{k_{y}^{2}+\mathcal{M}^{2}(x)}\right] \\
& \times \frac{2 M^{2}(1-x)^{2}\left(x^{2}-x+1\right)+\left(1+x^{2}\right)\left(2 k_{y}^{2}+x \mu^{2}\right)}{k_{y}^{2}+\mathcal{M}^{2}(x)},  \tag{5.40}\\
\rho_{L U}\left(x, k_{y}, b_{x}\right)= & \rho_{U L}\left(x, k_{y}, b_{x}\right) \\
= & -\frac{\alpha(1+x)}{2 \pi(1-x)} \exp \left[-2 \frac{\left|b_{x}\right|}{1-x} \sqrt{k_{y}^{2}+\mathcal{M}^{2}(x)}\right] \frac{k_{y} \operatorname{sign}\left(b_{x}\right)}{\sqrt{k_{y}^{2}+\mathcal{M}^{2}(x)}},  \tag{5.41}\\
\rho_{L L}\left(x, k_{y}, b_{x}\right)= & \frac{\alpha}{4 \pi(1-x)^{2}} \exp \left[-2 \frac{\left|b_{x}\right|}{1-x} \sqrt{k_{y}^{2}+\mathcal{M}^{2}(x)}\right] \\
& \times \frac{2 k_{y}^{2}\left(1+x^{2}\right)+x\left[2 M^{2}(1-x)^{2}+\mu^{2}\left(1+x^{2}\right)\right]}{k_{y}^{2}+\mathcal{M}^{2}} \tag{5.42}
\end{align*}
$$

The $k_{y}$ and $b_{x}$ variables are orthogonal in the transverse plane and thus not constrained by Heisenberg uncertainty principle; consequently, (combinations of) the integrated distributions (5.40)-(5.42) have the interpretation of threedimensional probability densities. It is clear from the analytical expressions Eqs. (5.30) to (5.32) of the GTMDs that one can obtain $\rho\left(x, k_{x}, b_{y}\right)$ from $\rho\left(x, k_{y}, b_{x}\right)$ simply through the exchange $\left(k_{y}, b_{x}\right) \rightarrow\left(k_{x}, b_{y}\right)$.

### 5.2.2 Numerical results



Figure 5.1: 3D-plots of the Wigner distributions $\rho_{U U}, \rho_{L U}=\rho_{U L}$ and $\rho_{L L}$ (top to bottom), integrated over the longitudinal momentum fraction from $x=0$ to $x=0.9$, in the $b_{x}-k_{y}$ space. The plots are in units of $\frac{\alpha}{4 \pi}$ and the value of the masses are $M=m=0.5 \mathrm{MeV}$ and $\mu=0$.


Figure 5.2: 3D-plots of the combinations of Wigner distributions $\left(\rho_{U U} \pm \rho_{L L}\right) / 2$ (top to bottom), integrated over the longitudinal momentum fraction from $x=0$ to $x=0.9$, in the $b_{x}-k_{y}$ space. The plots are in units of $\frac{\alpha}{4 \pi}$ and the value of the masses are $M=m=0.5 \mathrm{MeV}$ and $\mu=0$.

In Figs. 5.1 and 5.2 we report the 3D-plots plots in the $k_{y}-b_{x}$ plane relative to the Wigner distributions $\rho_{U U}, \rho_{L U}=\rho_{U L}, \rho_{L L}$ and to the combinations $\left(\rho_{U U} \pm \rho_{L L}\right) / 2$. Since in our treatment we have excluded the end-point, we integrate over the longitudinal momentum fraction from $x=0$ to $x=0.9$ to draw the plots. Accordingly, we take $\mu=0$ for the photon mass.
We notice that the distribution $\rho_{U U}$ is always positive, consistently with its interpretation as a probability density. At a fixed value of the impact parameter, the distribution appears even in the $k_{y}$ variable and, for $b_{x} \neq 0$, the probability of finding the bare electron with momentum $k_{y}$ inside the dressed electron has a maximum at a certain value of $\left|k_{y}\right|$. As $\left|b_{x}\right|$ grows, the value of the maximum decreases in magnitude and its position shifts from from $\left|k_{y}\right|=\infty$ to $k_{y}=0$. At $b_{x}=0$, the $k_{y}$ profile exhibits a minimum for $k_{y}=0$ and then reaches an
asymptotic limit for growing $\left|b_{x}\right|$. On the other hand, at a fixed value $k_{y}$ of momentum, the probability of finding the unpolarized bare electron inside the unpolarized dressed electron at a distance $b_{x}$ from the center of transverse momentum has a maximum in $b_{x}=0$ and goes monotonically to zero as we move towards the periphery of the electron cloud, the fall-off becoming steeper as $\left|k_{y}\right|$ grows. The same behavior is observed also for $\rho_{L L}$ as a function of $\left(k_{y}, b_{x}\right)$; the difference between the two is in fact too small to be appreciated by eye. Contrary to $\rho_{U U}$ and $\rho_{L L}$, the distribution $\rho_{L U}=\rho_{U L}$ assumes also negative values. We stress again, however, that $\rho_{L U}$, as well as $\rho_{U L}$ and $\rho_{L L}$, represent only the distortions with respect to $\rho_{U U}$ caused by longitudinal polarization; therefore only the combinations $\left(\rho_{U U} \pm \rho_{L U}\right) / 2$ and $\left(\rho_{U U} \pm \rho_{L L}\right) / 2$ must be positive, in agreement with their interpretation as probability densities. This is indeed what we find, as one can readily recognize by comparing the scales of the two plots in Fig. 5.1.
The combinations $\left(\rho_{U U} \pm \rho_{L L}\right) / 2$ describe the probability distributions relative to the cases where the spin of the internal electron is, respectively, aligned and antialigned with the spin of the dressed electron. We note that the probability of having the spins antialigned shows an opposite behavior with respect to the aligned case, reaching a maximum for $b_{x}=k_{y}=0$ and decreasing monotonically in both directions. By comparing the scales of the two plots we also see that the antialigned configuration is suppressed with respect to the aligned one.

Distributions in mixed position and momentum space in the $x-y$ plane provide us information about orbital angular momentum of the dressed electron polarized in the $z$-direction. More precisely, the average contribution of the internal electron to OAM is given by [28]

$$
\begin{equation*}
l_{z}=\int \mathrm{d} x \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \mathrm{d}^{2} \boldsymbol{b}_{\perp}\left(\boldsymbol{b}_{\perp} \times \boldsymbol{k}_{\perp}\right)\left[\rho_{U U}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)+\rho_{L U}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)\right] . \tag{5.43}
\end{equation*}
$$

Symmetry of $\rho_{U U}$ with respect to the origin, both in the $b_{x}$ and in the $k_{y}$ direction, implies that the bare electron's contribution to OAM is zero in the unpolarized case:

$$
\begin{equation*}
\int \mathrm{d} x \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \mathrm{d}^{2} \boldsymbol{b}_{\perp}\left(\boldsymbol{b}_{\perp} \times \boldsymbol{k}_{\perp}\right) \rho_{U U}\left(x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)=0 . \tag{5.44}
\end{equation*}
$$

On the contrary, the distribution $\rho_{L U}\left(k_{y}, b_{x}\right)$ is an odd function with respect to both variables and thus gives a non-vanishing contribution to the parent electron's OAM, that can be evaluated as $[28,98]$ :

$$
\begin{equation*}
l_{z}=-\int \mathrm{d} x \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \frac{\boldsymbol{k}_{\perp}^{2}}{M^{2}} F_{1,4}\left(x, \boldsymbol{k}_{\perp}, \mathbf{0}_{\perp}\right) . \tag{5.45}
\end{equation*}
$$

Finally, we compare our results with the existing literature. We find that the analytical expression for $\rho_{U U}\left(x, b_{x}, k_{y}\right)$ in Eq. (5.40) does not match the one reported by Miller in Ref. [94], although they show a similar behavior. The reason is that in Ref. [94] a longitudinal-polarization degree of freedom for the


Figure 5.3: Diagrammatic representation of the correlator for the dressed electron $\Phi_{S}(k ; P)$ (a) and QED handbag diagram (b).
massive photon is also included, giving origin to an additional contribution from the corresponding LFWFs. More recently, Kumar and Mondal [96] also produced plots of the Wigner distributions for the electron in the mixed space. Their results do not seem to be compatible with ours, as for the behavior of the considered distributions is concerned. We refrain from guessing the possible source of the discrepancies, as Ref. [96] does not provide enough details about the derivation of the plots that are necessary for a proper comparison.

### 5.3 TMDs for the dressed electron

In this Section we present the leading-twist Transverse-Momentum Dependent distribution functions for the electron-photon system. In an effort to provide a treatment that is as complete as possible, we derive analytical expressions for the TMDs by means of two different techniques: the diagrammatic approach with QED Feynman rules, both in light-cone gauge and Feynman gauge, and the Light-Front Wave Function overlap representation. The contribution coming from the Wilson line becomes crucial as we compare two different gauges. We thus illustrate in details how to account for it, with particular emphasis on the role of the transverse gauge link, defined in Eq. (4.12). Finally, we give a brief description of the TMDs relative to the internal photon. Our discussion mainly follows Refs. [99, 100].

### 5.3.1 General framework

As shown in Section 4.3, TMDs parametrize the transverse-momentum dependent correlator (4.23), that we report here in the spin basis for the dressed electron ${ }^{3}$ :

$$
\begin{align*}
\Phi_{S}\left(x, \boldsymbol{k}_{\perp} ; P\right) & =\left.\int \frac{\mathrm{d} z^{-} \mathrm{d}^{2} \boldsymbol{z}_{\perp}}{(2 \pi)^{3}} e^{i k \cdot z}\left\langle e_{D} ; P, S\right| \bar{\psi}(0) \psi(z)\left|e_{D} ; P, S\right\rangle\right|_{z^{+}=0} \\
& =\int \mathrm{d} k^{-} \Phi_{S}(k ; P) \tag{5.46}
\end{align*}
$$
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Figure 5.4: Contributions to the correlator at order $\alpha$ and up to second order in the gauge link. Notice that also the Hermitian conjugates of each diagram should be taken into account.

In analogy with the QCD case, the correlator (5.46) has the diagrammatic representation shown in Fig. 5.3 (a), corresponding to the "lower part" of the handbag diagram in Fig. 5.3 (b).
The QED Lagrangian (3.3) is invariant under the following local transformation of the fields:

$$
\begin{equation*}
\psi(z) \rightarrow e^{i e \alpha(z)} \psi(z), \quad A^{\mu}(z) \rightarrow A^{\mu}(z)+\partial^{\mu} \alpha(z) . \tag{5.47}
\end{equation*}
$$

Gauge-invariance of the correlator is therefore guaranteed by the insertion of a guage-link operator $\mathcal{U}_{(0, z)}$, as defined in Eq. (4.10) with $g=-e$; accordingly, we rewrite

$$
\begin{equation*}
\Phi_{S}\left(x, \boldsymbol{k}_{\perp} ; P\right)=\left.\int \frac{\mathrm{d} z^{-} \mathrm{d}^{2} \boldsymbol{z}_{\perp}}{(2 \pi)^{3}} e^{i k \cdot z}\left\langle e_{D} ; P, S\right| \bar{\psi}(0) \mathcal{U}_{(0, z)} \psi(z)\left|e_{D} ; P, S\right\rangle\right|_{z^{+}=0} \tag{5.48}
\end{equation*}
$$

Hereafter we will consider a future-pointing Wilson line $\mathcal{U}_{(0, z)}=\mathcal{U}_{(0,+\infty)} \mathcal{U}_{(+\infty, z)}$ [see Eqs. (4.14) and (4.15)]. From a physical point of view, this choice allows one to take into account the so-called final-state interactions, i.e. the (infinitely many, in principle) photons that can be emitted and re-absorbed by the outgoing particles in a SIDIS process [57,101, 102]. The situation is represented diagrammatically in Fig. 5.4, where we show the order- $\alpha$ contributions to the handbag diagram (and consequently to the correlator) in presence of the gauge link. Similarly, a past-pointing Wilson line would be needed when considering a Drell-Yan process, so as to account for the initial-state interactions involving the incoming particles.
Diagrams (a) and (b) in Fig. 5.4 are actually of zeroth order in the gauge link, as they refer, respectively, to the handbag diagram already shown in Fig. 5.3 and to the correction due to the self-energy of the internal electron; diagrams
(c) and (d) contain one gauge photon and they are hence described using the first-order approximation of the Wilson line in the coupling constant $e$, while (e) and (f) are of second order in the expansion of the gauge link. Diagram (d), in particular, accounts for the virtual vertex correction; along with diagram (b) it will hence contribute only at the end point $x=1, \boldsymbol{k}_{\perp}=\mathbf{0}_{\perp}$. Consistently with what we did in the case of GTMDs, we exclude the end-point from our analysis and hence neglect diagrams (b) and (d). Diagrams (e) and (f) are proportional to $n_{-}^{2}$ [with $\left.n_{-}^{\mu}=\left(0,1, \mathbf{0}_{\perp}\right)\right]$ and can thus be discarded as well, as long as we take the direction of the gauge link off the light front. Nevertheless, we remark here that a proper definition of TMDs must deal also with the end points and the occurrence of infrared and rapidity divergences, which can be regularized, e.g., by taking $n_{-}$to be off the light cone. These are critical issues in proving factorization theorems and introducing well-defined TMDs, both for QCD and for QED. Careful investigations of these issues can be found in several papers and books (see e.g. [48, 103-109]).
Note that, contrarily to QCD, we can evaluate the correlator analytically either by adopting the usual Feynman rules obtained in standard perturbation theory, or via the overlap representation in terms of the QED LFWFs (5.15) to (5.18).

### 5.3.2 TMDs in Feynman gauge

We derive analytical expressions for the TMDs of the bare electron inside the dressed electron by working in the covariant Feynman gauge (see Section 3.2). Hereafter we assume, for simplicity, $M=m$ for the masses of the physical and bare electron and $\mu=0$ for the internal photon.
We first focus on the gauge-link structure. In Feynman gauge the boundary condition $\boldsymbol{A}_{\perp}(\infty)=\mathbf{0}_{\perp}$ is assumed for the transverse components of the gauge field at infinity, implying that the transverse gauge link reduces to the identity in this gauge. On the other hand, the longitudinal gauge link is non-trivial, unlike in the light-cone gauge case: this means that we need to add also the contribution from diagram (c) in Fig. 5.4 (along with its Hermitian conjugate) to our calculation. The situation is summarized in Fig. 5.5.

Let us focus first on the contribution of diagram (a) in Fig. 5.5, whose amplitude can be written as

$$
\begin{equation*}
|\mathcal{M}|^{2}=\frac{1}{(2 \pi)^{3}} \delta\left((P-k)^{2}\right) \delta\left((k+\Delta)^{2}-m^{2}\right) M_{i j}^{\mathrm{low}} M_{j i}^{\mathrm{up}} \tag{5.49}
\end{equation*}
$$

The notation used in Eq. (5.49), where we re-introduced Dirac indices explicitly, indicates that we can factor out the transition matrix corresponding to


Figure 5.5: Handbag diagrams contributing to TMDs in Feynman gauge at order $\alpha$ and for $x \neq 1, \boldsymbol{k}_{\perp} \neq \mathbf{0}_{\perp}$.
the "upper part" of the handbag diagram", given by

$$
\begin{equation*}
\mathcal{M}_{i j}^{\mathrm{up}}=e^{2}\left(\oint_{\lambda_{v}}^{*}(\Delta)(\not k+\Delta+m) \oint_{\lambda_{v}}(\Delta)\right)_{i j}, \tag{5.50}
\end{equation*}
$$

$\lambda_{v}$ being the polarization of the virtual photon, from the one corresponding to the "lower part", namely

$$
\begin{equation*}
\mathcal{M}_{i j}^{\text {low }}=e^{2} \bar{u}_{S, k}(P)\left(\gamma_{\nu} \frac{\not k+m}{k^{2}-m^{2}-i \epsilon}\right)_{k j} d^{\mu \nu}(P-k)\left(\frac{\not k+m}{k^{2}-m^{2}+i \epsilon} \gamma_{\mu}\right)_{i l} u_{S, l}(P) . \tag{5.51}
\end{equation*}
$$

In Eq. (5.51) we take

$$
\begin{equation*}
d^{\mu \nu}(p)=\sum_{\lambda_{\gamma}} \varepsilon_{\lambda_{\gamma}}^{\mu *}(p) \varepsilon_{\lambda_{\gamma}}^{\nu}(p)=-g^{\mu \nu} \tag{5.52}
\end{equation*}
$$

in Feynman gauge, as in Eq. (3.9). The unintegrated correlator appearing in the second line of Eq. (5.46) is then related to the transition matrix of the lower part through

$$
\begin{equation*}
\left[\Phi_{S}\right]_{i j}(k ; P)=\frac{1}{(2 \pi)^{3}} \delta\left((P-k)^{2}\right) \mathcal{M}_{i j}^{\text {low }} \tag{5.53}
\end{equation*}
$$

The on-shell condition is equivalent to

$$
\begin{equation*}
\delta\left((P-k)^{2}\right)=\frac{1}{2(P-k)^{+}} \delta\left(k^{-}-P^{-}+\frac{\boldsymbol{k}_{\perp}^{2}}{2(P-k)^{+}}\right), \tag{5.54}
\end{equation*}
$$

[^13]with $P^{-}=m^{2} /\left(2 P^{+}\right)$in the reference frame where $\boldsymbol{P}_{\perp}=\mathbf{0}_{\perp}$. By integrating over $k^{-}$and projecting with different Dirac matrices $\Gamma$, we finally recover the contribution of diagram (a) in Fig. 5.5 for all TMDs. Here we take as an example the distribution $f_{1}^{e}\left(x, \boldsymbol{k}_{\perp}\right)$ relative to an unpolarized bare electron in an unpolarized dressed electron ${ }^{5}$; accordingly, we consider the trace of the correlator (5.53) multiplied by $\Gamma=\gamma^{+}$(with a factor $1 / 2$ ) and average over the initial-state (respectively, sum over the final-state) spin configurations. As a result, we obtain:
\[

$$
\begin{align*}
f_{1}^{a}\left(x, \boldsymbol{k}_{\perp}^{2}\right)= & \sum_{S} \int \mathrm{~d} k^{-} \frac{1}{8(2 \pi)^{3}(P-k)^{+}} \delta\left(k^{-}-P^{-}+\frac{\boldsymbol{k}_{\perp}^{2}}{2(P-k)^{+}}\right) \\
& \times \frac{\left(-e^{2}\right)}{\left(k^{2}-m^{2}\right)^{2}}\left[\bar{u}_{S}(P) \gamma_{\mu}(\nmid+m) \gamma^{+}(\not k+m) \gamma^{\mu} u_{S}(P)\right] \\
& =\frac{1}{(2 \pi)^{3}}\left[\frac{\boldsymbol{k}_{\perp}^{2}+m^{2}\left(1-4 x+x^{2}\right)}{x}\right] \phi^{2}\left(x, \boldsymbol{k}_{\perp}^{2}\right), \tag{5.55}
\end{align*}
$$
\]

where $\phi\left(x, \boldsymbol{k}_{\perp}\right)$ is the same as in Eq. (5.10) with $M=m$ and $\mu=0$. In Eq. (5.55) we dropped the imaginary part of the fermion propagator since the internal electron cannot be on-shell.

The evaluation of the contribution from diagrams (b) and (c) of Fig. 5.5 can be performed in a similar fashion, except for what concerns the separation of the handbag diagram into its upper and lower part.
The amplitude of diagram (b) is

$$
\begin{align*}
|\mathcal{M}|^{2}= & -e^{4} \delta\left(l^{2}\right) \delta\left((k+\Delta)^{2}-m^{2}\right) \bar{u}_{S}(k+l) \gamma_{\nu} g^{\mu \nu} \frac{\not k+m}{k^{2}-m^{2}-i \epsilon} \\
& \times \oint_{\lambda_{v}}^{*}(\Delta)(\not k+\Delta+m) \gamma_{\mu} \frac{\not k+\Delta \Delta+l+m}{(k+\Delta+l)^{2}-m^{2}+i \epsilon} \oint_{\lambda_{v}}(\Delta) u_{S}(k+l) . \tag{5.56}
\end{align*}
$$

Notice that the transition-matrix term in Eq. (5.50) cannot be factored out, due to the presence of a Dirac structure in the propagator of the electron with momentum $k+l+\Delta$. We can overcome this issue by applying the so-called eikonal approximation [55, 103], which consists in considering as relevant only the "-" component of the momentum of the electron after interaction with the virtual photon; moreover, it is assumed that the emission or the absorption of a "soft" photon, with small momentum $l$, does not alter the fermion momentum. This requirements are summarized in the following conditions:

$$
\begin{array}{ll}
(k+\Delta+l)^{-} \gg(k+\Delta+l)^{+}, & (k+\Delta+l)^{-} \gg k_{i, \perp}+\Delta_{i, \perp}+l_{i, \perp}, \\
(k+\Delta+l)^{-} \gg m, & (k+\Delta)^{-} \gg l^{-} \tag{5.57}
\end{array}
$$

[^14]Along with the on-shell relations $(k+\Delta)^{2}=m^{2}$ and $l^{2}=0$, Eq. (5.57) allow us to rewrite the propagator of the struck electron as

$$
\begin{equation*}
\frac{\not k+\Delta+l+m}{(k+\Delta+l)^{2}-m^{2}+i \epsilon} \simeq \frac{(k+\Delta)^{-} \gamma^{+}}{2(k+\Delta)^{-} l^{+}+i \epsilon}=\frac{\gamma^{+}}{2 l^{+}+i \epsilon^{\prime}}, \tag{5.58}
\end{equation*}
$$

where

$$
\epsilon^{\prime}=\frac{\epsilon}{(k+\Delta)^{-}}
$$

is still positive, since $k+\Delta$ is the momentum of the outgoing electron. The sign of the imaginary part in the eikonal propagator (5.58) actually depends on the considered processes; we refer to Appendix B. 3 for a brief treatment of the Drell-Yan case. The numerator of the amplitude (5.56) now contains the Dirac structure
$\gamma_{\mu}(\nVdash+\Delta+m) \gamma^{\mu} \gamma^{+} \simeq(k+\Delta)^{-} \gamma_{\mu} \gamma^{+} \gamma^{\mu} \gamma^{+}=2 \gamma_{\mu} g^{\mu-}(k+\Delta)^{-} \gamma^{+} \simeq 2 \gamma^{+}(\not k+\Delta+m)$,
where in the first and last steps we applied the eikonal approximation. As a result, the amplitude (5.56) finally becomes

$$
\begin{align*}
|\mathcal{M}|^{2}= & -e^{4} \delta\left(l^{2}\right) \delta\left((k+\Delta)^{2}-m^{2}\right) \\
& \times \bar{u}_{S}(P) g^{\mu-} \frac{\gamma_{\mu}}{l^{+}+i \epsilon} \frac{\not k+m}{k^{2}-m^{2}-i \epsilon} \phi_{\lambda}^{*}(\Delta)(k+\Delta+m) \phi_{\lambda}(\Delta) u_{S}(P), \tag{5.60}
\end{align*}
$$

and we can factor out the transition matrix related to the correlator, that reads

$$
\begin{equation*}
\mathcal{M}_{i j}^{\mathrm{low}}=-\frac{e^{2}}{l^{+}+i \epsilon} g^{\mu \nu} n_{-\mu} \bar{u}_{S, k}(P)\left(\gamma_{\nu} \frac{\not k+m}{k^{2}-m^{2}-i \epsilon}\right)_{k j} u_{S, i}(P) . \tag{5.61}
\end{equation*}
$$

The imaginary part in the fermion propagator can be discarded with the same argument discussed for the contribution of diagram (a). As far as the denominator of the photon propagator is concerned, we have

$$
\begin{equation*}
\frac{1}{l^{+}+i \epsilon}=\frac{1}{l^{+}}-i \pi \delta\left(l^{+}\right) . \tag{5.62}
\end{equation*}
$$

The second term on the right-hand side is however canceled by an opposite contribution coming from diagram (c), where the photon vertex appears on the other side of the cut.

The separation of the handbag diagram into its upper and lower parts through the eikonal approximation has the diagrammatic representation shown in Fig. 5.6, where we introduce a new representation for the Feynman rules related to the eikonal propagator, illustrated in Fig. 5.7. It is easy to check that the lower diagram on the right-hand side of Fig. 5.6 yields the transition matrix (5.61).
The resulting contributions from diagrams (b) and (c) to the TMD $f_{1}\left(x, \boldsymbol{k}_{\perp}\right)$ turn out to be:

$$
\begin{equation*}
f_{1}^{b}\left(x, \boldsymbol{k}_{\perp}\right)=f_{1}^{c}\left(x, \boldsymbol{k}_{\perp}\right)=\frac{1}{(2 \pi)^{3}}\left[\frac{\boldsymbol{k}_{\perp}^{2}+m^{2}(1-x)^{2}}{(1-x)^{2}}\right] \varphi^{2}\left(x, \boldsymbol{k}_{\perp}\right) . \tag{5.63}
\end{equation*}
$$



Figure 5.6: Handbag diagram with a photon loop separated into its upper and lower part, the latter corresponding to the correlator. The two factorized subdiagrams are meant to be "attached" by joining crosses with crosses and circles with circles.

$$
\Longleftrightarrow \stackrel{l}{\Longleftrightarrow}=\frac{i}{l^{+}+i \epsilon}, \quad \quad \sum_{l}^{l}=-i e n_{-}^{\mu} .
$$

Figure 5.7: Feynman rules for the eikonal propagator (left) and vertex (right), when appearing on the left-hand side of cut diagrams. Notice that the momentum flowing in the propagator is equal to the momentum of the photon attached to vertex.

If we sum the contributions in Eqs. (5.55) and (5.63), the final expression for the TMD $f_{1}^{e}\left(x, \boldsymbol{k}_{\perp}\right)$ is:

$$
\begin{equation*}
f_{1}^{e}\left(x, \boldsymbol{k}_{\perp}\right)=\frac{\phi^{2}\left(x, \boldsymbol{k}_{\perp}\right)}{(2 \pi)^{3}}\left[\frac{\left(1+x^{2}\right) \boldsymbol{k}_{\perp}^{2}+m^{2}(1-x)^{4}}{x(1-x)^{2}}\right] . \tag{5.64}
\end{equation*}
$$

One can readily check that $f_{1}^{e}\left(x, \boldsymbol{k}_{\perp}\right)=F_{1,1}\left(x, \boldsymbol{k}_{\perp}, \mathbf{0}_{\perp}\right)$ by comparison of Eqs. (5.30) and (5.64), in agreement with the $\Delta \rightarrow 0$ limit of GTMDs pictured in Fig. 4.3. The same procedure yields for the remaining leading-twist TMDs ${ }^{6}$ :

$$
\begin{align*}
& g_{1 L}^{e}\left(x, \mathbf{k}_{\perp}\right)=\frac{1}{(2 \pi)^{3}}\left[\frac{\mathbf{k}_{\perp}^{2}\left(1+x^{2}\right)-m^{2}(1-x)^{4}}{x(1-x)^{2}}\right] \varphi^{2}\left(x, \mathbf{k}_{\perp}^{2}\right),  \tag{5.65}\\
& g_{1 T}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=-\frac{2 m^{2}}{(2 \pi)^{3}} \varphi^{2}\left(x, \mathbf{k}_{\perp}^{2}\right),  \tag{5.66}\\
& h_{1 L}^{\perp e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=\frac{2 m^{2}}{(2 \pi)^{3} x} \varphi^{2}\left(x, \mathbf{k}_{\perp}^{2}\right),  \tag{5.67}\\
& h_{1 T}^{\perp e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=0,  \tag{5.68}\\
& h_{1}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=\frac{2}{(2 \pi)^{3}} \frac{\mathbf{k}_{\perp}^{2}}{(1-x)^{2}} \varphi^{2}\left(x, \mathbf{k}_{\perp}^{2}\right),  \tag{5.69}\\
& h_{1}^{\perp e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=f_{1 T}^{\perp e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=0 . \tag{5.70}
\end{align*}
$$

Note, in particular, that the T-odd TMDs $f_{1 T}^{\perp e}$ and $h_{1}^{\perp e}$ are identically vanishing. This is in contrast with respect to what happens in QCD, where the Sivers [74] and Boer-Mulders [73] effects occur. This discrepancy between the

[^15]

Figure 5.8: QCD handbag diagram with a gauge-photon loop at one side of the cut.
two theories is due to the fact that only diagrams with a gauge-boson loop at one side of the cut can potentially give a non-zero contribution to T-odd TMDs [101], as shown in Fig. 5.8 for the QCD handbag diagram. In our model for the electron, since the gauge photon cannot couple to the the "remnant" (that is a photon itself), only diagrams (b) and (d) of Fig. 5.4 contain such loops, but they vanish for $x \neq 1, \boldsymbol{k}_{\perp} \neq \mathbf{0}_{\perp}$. This holds true at least up to order $\alpha^{2}$, whereas at higher orders it could be possible, in principle, to link the gauge photon by inserting fermion loops in the remnant. We will further comment on this in Section 5.4

### 5.3.3 TMDs in light-cone gauge

We now check that the same results that we found in the Feynman gauge are recovered also in the light-cone gauge. We will adopt both the diagrammatic approach and the formalism of light-front quantization, thus obtaining an overlap representation of TMDs in terms of LFWFs.

We already remarked that the longitudinal gauge link is trivial in the lightcone gauge. For the moment we also neglect the contribution coming from the transverse gauge link, that we will study separately later. Therefore, the expression we should start with is the correlator in Eq. (5.46). An effective way to derive explicit expressions for the TMDs is to represent the correlator in the basis where we consider the light-front helicity of both the dressed and the internal electron, and we treat them symmetrically. We can therefore define the light-front helicity amplitudes [70]:

$$
\begin{equation*}
\Phi_{\Lambda^{\prime}, \lambda_{e}^{\prime} ; \Lambda, \lambda_{e}}\left(x, \boldsymbol{k}_{\perp}\right)=\frac{1}{N}\left\langle e_{D} ; P, \Lambda^{\prime}\right| b_{\lambda_{e}^{\prime}}^{\dagger}\left(x, \boldsymbol{k}_{\perp}\right) b_{\lambda_{e}}\left(x, \boldsymbol{k}_{\perp}\right)\left|e_{D} ; P, \Lambda\right\rangle, \tag{5.71}
\end{equation*}
$$

where $\lambda_{e}, \lambda_{e}^{\prime}$ are the light-front helicities of the internal electron in the initial and final state, respectively and

$$
N=\left[2(2 \pi)^{3}\right]^{2} x \delta^{(3)}(\mathbf{0}) .
$$

By inserting in Eq. (5.71) the Fock-state expansion (5.2), we obtain the following overlap representation of the correlator:

$$
\begin{equation*}
\Phi_{\Lambda^{\prime}, \lambda_{e}^{\prime} ; \Lambda, \lambda_{e}}\left(x, \boldsymbol{k}_{\perp}\right)=\frac{1}{2(2 \pi)^{3}} \sum_{\lambda_{\gamma}} \Psi_{\lambda_{e}, \lambda_{\gamma}}^{\Lambda^{\prime *}}\left(x, \boldsymbol{k}_{\perp}\right) \Psi_{\lambda_{e}, \lambda_{\gamma}}^{\Lambda}\left(x, \boldsymbol{k}_{\perp}\right) . \tag{5.72}
\end{equation*}
$$

The light-front helicity amplitudes are parametrized by the following combinations of TMDs [70,110]:

$$
\Phi=\left(\begin{array}{cccc}
\frac{1}{2}\left(f_{1}^{e}+g_{1 L}^{e}\right) & -\frac{k_{R}}{2 m}\left(i h_{1}^{\perp e}-h_{1 L}^{\perp e}\right) & \frac{k_{L}}{2 m}\left(i f_{1 T}^{\perp e}+g_{1 T}^{e}\right) & h_{1}^{e}  \tag{5.73}\\
\frac{k_{L}}{2 m}\left(i h_{1}^{\perp e}+h_{1 L}^{\perp e}\right) & \frac{1}{2}\left(f_{1}^{e}-g_{1 L}^{e}\right) & \frac{k_{L}^{2}}{2 m^{2}} h_{1 T}^{\perp e} & \frac{k_{L}}{2 m}\left(i f_{1 T}^{\perp e}-g_{1 T}^{e}\right) \\
-\frac{k_{R}}{2 m}\left(i f_{1 T}^{\perp e}-g_{1 T}^{e}\right) & \frac{k_{R}^{2}}{2 m^{2}} h_{1 T}^{\perp e} & \frac{1}{2}\left(f_{1}^{e}-g_{1 L}^{e}\right) & -\frac{k_{R}}{2 m}\left(i h_{1}^{\perp e}+h_{1 L}^{\perp e}\right) \\
h_{1}^{e} & -\frac{k_{R}}{2 m}\left(i f_{1 T}^{\perp e}+g_{1 T}^{e}\right) & \frac{k_{L}}{2 m}\left(i h_{1}^{\perp e}-h_{1 L}^{\perp e}\right) & \frac{1}{2}\left(f_{1}^{e}+g_{1 L}^{e}\right),
\end{array}\right)
$$

where the row entries are $\left(\Lambda^{\prime}, \lambda_{e}^{\prime}\right)=(++),(+-),(-+),(--)$, while the column entries are $\left(\Lambda, \lambda_{e}\right)=(++),(+-),(-+),(--)$. The resulting LFWF overlap representation of the T-even TMDs is:

$$
\begin{align*}
f_{1}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)= & \frac{1}{4(2 \pi)^{3}} \sum_{\Lambda, \lambda_{e}, \lambda_{\gamma}}\left|\Psi_{\lambda_{e}, \lambda_{\gamma}}^{\Lambda}\left(x, \boldsymbol{k}_{\perp}\right)\right|^{2} \\
= & \frac{1}{2(2 \pi)^{3}}\left[\left|\Psi_{+,+1}^{+}\left(x, \boldsymbol{k}_{\perp}\right)\right|^{2}+\left|\Psi_{+,-1}^{+}\left(x, \boldsymbol{k}_{\perp}\right)\right|^{2}+\left|\Psi_{-,+1}^{+}\left(x, \boldsymbol{k}_{\perp}\right)\right|^{2}\right],  \tag{5.74}\\
g_{1 L}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)= & \frac{1}{2(2 \pi)^{3}}\left[\left|\Psi_{+,+1}^{+}\left(x, \boldsymbol{k}_{\perp}\right)\right|^{2}+\left|\Psi_{+,-1}^{+}\left(x, \boldsymbol{k}_{\perp}\right)\right|^{2}-\left|\Psi_{-,+1}^{+}\left(x, \boldsymbol{k}_{\perp}\right)\right|^{2}\right],  \tag{5.75}\\
g_{1 T}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)= & \frac{m}{4(2 \pi)^{3} \boldsymbol{k}_{\perp}^{2}} \sum_{\lambda_{\gamma}}\left[k_{R} \Psi_{+, \lambda_{\gamma}}^{+*}\left(x, \boldsymbol{k}_{\perp}\right) \Psi_{+, \lambda_{\gamma}}^{-}\left(x, \boldsymbol{k}_{\perp}\right)\right. \\
& \left.+k_{L} \Psi_{+, \lambda_{\gamma}}^{-*}\left(x, \boldsymbol{k}_{\perp}\right) \Psi_{+, \lambda_{\gamma}}^{+}\left(x, \boldsymbol{k}_{\perp}\right)\right],  \tag{5.76}\\
h_{1 L}^{\perp e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)= & \frac{m}{2(2 \pi)^{3} \boldsymbol{k}_{\perp}^{2}} \sum_{\lambda_{\gamma}}\left[k_{R} \Psi_{-, \lambda_{\gamma}}^{+*}\left(x, \boldsymbol{k}_{\perp}\right) \Psi_{+, \lambda_{\gamma}}^{+}\left(x, \boldsymbol{k}_{\perp}\right)\right. \\
& \left.+k_{L} \Psi_{+, \lambda_{\gamma}}^{+*}\left(x, \boldsymbol{k}_{\perp}\right) \Psi_{-, \lambda_{\gamma}}^{+}\left(x, \boldsymbol{k}_{\perp}\right)\right],  \tag{5.77}\\
h_{1 T}^{\perp e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)= & \frac{m^{2}}{2(2 \pi)^{3} \boldsymbol{k}_{\perp}^{2}} \sum_{\lambda_{\gamma}}\left[k_{R}^{2} \Psi_{-, \lambda_{\gamma}}^{+*}\left(x, \boldsymbol{k}_{\perp}\right) \Psi_{+, \lambda_{\gamma}}^{-}\left(x, \boldsymbol{k}_{\perp}\right)\right. \\
& \left.+k_{L}^{2} \Psi_{+, \lambda_{\gamma}}^{-*}\left(x, \boldsymbol{k}_{\perp}\right) \Psi_{-, \lambda_{\gamma}}^{+}\left(x, \boldsymbol{k}_{\perp}\right)\right],  \tag{5.78}\\
h_{1}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)= & \frac{1}{2(2 \pi)^{3}}\left[\Psi_{+,+1}^{+*}\left(x, \boldsymbol{k}_{\perp}\right) \Psi_{-,+1}^{-}\left(x, \boldsymbol{k}_{\perp}\right)+\Psi_{+,-1}^{+*}\left(x, \boldsymbol{k}_{\perp}\right) \Psi_{-,-1}^{-}\left(x, \boldsymbol{k}_{\perp}\right)\right] . \tag{5.79}
\end{align*}
$$

The analytic results found by inserting the explicit expressions (5.15)-(5.18) of the LFWFs indeed coincide with the results (5.64)-(5.70) obtained in Feynman gauge.
As already mentioned in Section 2.4.3, the LFWFs are eigenstates of the total light-front helicity of the partons $\Lambda^{e \gamma}=\lambda_{e}+\lambda_{\gamma}$ and of the total OAM $L_{z}=\Lambda-\Lambda^{e \gamma}$. For the two-body LFWFs of the electron, one can have only $L_{z}=0$, and $L_{z}= \pm 1$. They are commonly labeled as S and P waves, respectively, although this is an abuse of language as partial waves should refer to $L$ and not $L_{z}$. The LFWF overlap representation in Eqs. (5.74) to (5.79) allows one to disclose the different contributions to the TMDs from the spin and OAM configurations of the partons. In particular, $f_{1}^{e}, g_{1 L}^{e}$ and $h_{1}^{e}$ are all
diagonal in the OAM, while the remaining TMDs contain different interference terms between S and P waves, and therefore involve a transfer of OAM between the initial and final electron states. The interplay between the different partial waves in the TMDs will be discussed in more detail in Section 5.3.6.

It is useful to analyze the diagrammatic approach in light-cone gauge also, in order to explicitly enlighten the gauge invariance of TMDs. Since we are disregarding the contributions from the gauge link, we need to take into account only diagram (a) in Fig. 5.5. Instead of the photon propagator (5.52) in Feynman gauge, however, we have to use the two-term propagator (3.36) that we already introduced in Section 3.3.1 and that we report here ${ }^{7}$ :

$$
\begin{equation*}
d^{\mu \nu}(p)=\sum_{\lambda_{\gamma}=1,2} \varepsilon_{\lambda_{\gamma}}^{\mu *}(p) \varepsilon_{\lambda_{\gamma}}^{\nu}(p)=-g^{\mu \nu}+\frac{1}{p^{+}}\left(p^{\nu} n_{-}^{\mu}+p^{\mu} n_{-}^{\nu}\right) . \tag{5.80}
\end{equation*}
$$

If we insert Eq. (5.80) into Eq. (5.51), we get three contributions for the lower part of the diagram:

$$
\mathcal{M}^{\mathrm{low}} \equiv A+B+C,
$$

with

$$
\begin{align*}
& A=-e^{2} \bar{u}_{S}(P) \gamma_{\mu} \frac{\not k+m}{k^{2}-m^{2}-i \epsilon} \frac{\not k+m}{k^{2}-m^{2}+i \epsilon} \gamma^{\mu} u_{S}(P),  \tag{5.81}\\
& B=\frac{e^{2}}{(P-k)^{+}} \bar{u}_{S}(P) \gamma^{+} \frac{\not k+m}{k^{2}-m^{2}-i \epsilon} \frac{\not k+m}{k^{2}-m^{2}+i \epsilon}(\not P-\not / k) u_{S}(P),  \tag{5.82}\\
& C=\frac{e^{2}}{(P-k)^{+}} \bar{u}_{S}(P)(\not P-\nmid) \frac{\not k+m}{k^{2}-m^{2}-i \epsilon} \frac{\not k+m}{k^{2}-m^{2}+i \epsilon} \gamma^{+} u_{S}(P) . \tag{5.83}
\end{align*}
$$

It is now easy to recognize that the term $A$ is equivalent to the contribution of Eq. (5.51) evaluated in the Feynman gauge. Let us focus on the $B$ term: by using the Dirac equation $(\not P-m) u_{S}(P)=0$, we can rewrite

$$
\frac{\not k+m}{k^{2}-m^{2}}(\not P-\not x) u_{S}(P)=\frac{\not k+m}{k^{2}-m^{2}}(m-\not /) u_{S}(P)=-u_{S}(P) .
$$

Hence we find that term $B$, which comes from the extra term in the polarization sum in light-cone gauge, actually coincides with the contribution of Eq. (5.61), treated with the eikonal approximation. The same applies also to term $C$, which in turn corresponds to diagram (c) of Fig. 5.5 in Feynman gauge after eikonal approximation. We can also easily check that the term of the correlator that is related to diagram (b) and (c) of Fig. 5.5 are actually vanishing in the light-cone gauge. If we still use the eikonal approximation, but substitute the polarization-vector sum in light-cone gauge in (5.61), the latter becomes:

$$
\mathcal{M}^{\mathrm{low}}=-\frac{e^{2}}{(P-k)^{+}+i \epsilon} \bar{u}_{S}(P) \gamma_{\nu}\left[-g^{\mu \nu}+\frac{(P-k)^{\mu} n_{-}^{\nu}+(P-k)^{\nu} n_{-}^{\mu}}{(P-k)^{+}}\right]
$$

[^16]\[

$$
\begin{equation*}
\times \frac{\not k+m}{k^{2}-m^{2}-i \epsilon} n_{-\mu} u_{S}(P), \tag{5.84}
\end{equation*}
$$

\]

which contains the Dirac structure

$$
-\gamma^{+}+\frac{1}{(P-k)^{+}} \gamma_{\mu} n_{-}^{\mu}(P-k)^{\nu} n_{-\nu}+\frac{1}{(P-k)^{+}}(\not P-\nmid k) n_{-}^{2}=0 .
$$

### 5.3.4 Transverse gauge link

In the previous sections we performed the derivation of the TMDs for the electron, first in Feynman gauge including the contribution from the longitudinal gauge link, then in light-cone gauge but neglecting the Wilson line. As a result, we found perfect agreement between the two gauges, as expected in a gauge-invariant theory; however, we did not include the transverse gauge link in the the light-cone gauge evaluation. The latter does have an important role in taking into account the final-state interactions when working in light-cone gauge, as it was noticed by Ji et al. in Refs. [102,111]. The reason why the equivalence still holds is that the contribution of the transverse gauge link shows up only at $x=1$. Even though we have so far excluded the end-point from our analysis, we find it illustrative to discuss the role of the transverse gauge link in the context of QED.

Let us go back to the diagrams contributing to the TMD correlator, shown in Fig. 5.5. We observe that, according to the cut-diagram rules, the fourmomentum of the intermediate photon must be integrated over. When we use the sum over the polarization vectors in light-cone gauge given in Eq. (5.80), then, we should actually regularize the singularity due to the $p^{+}$factor in the denominator. In practice, this can be done in three different ways, i.e. by choosing among the following prescriptions for the regularization:

$$
\begin{align*}
& \text { Retarded }: \frac{1}{p^{+}} \longrightarrow \frac{1}{p^{+}+i \epsilon}  \tag{5.85}\\
& \text { Advanced }: \frac{1}{p^{+}} \longrightarrow \frac{1}{p^{+}-i \epsilon},  \tag{5.86}\\
& \text { Principal value }: \frac{1}{p^{+}} \longrightarrow \frac{1}{2}\left[\frac{1}{p^{+}+i \epsilon}+\frac{1}{p^{+}-i \epsilon}\right] . \tag{5.87}
\end{align*}
$$

Physical results must not depend on the choice of a specific prescription and must also coincide with their counterparts in Feynman gauge, where the problem of regularizing the denominators does not arise and the transverse gauge link does not contribute. Nonetheless, if we come back to our evaluation of the TMD $f_{1}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)$ from Feynman diagrams, we can quickly check that it is not the case if we do not include the contribution from the transverse gauge link at infinity.
Let us first take the retarded prescription as an example: if we make the replacement (5.85) in Eq. (5.80) and then put the latter in the amplitude

Eq. (5.51), term $A$ in Eq. (5.81) would be unchanged, whereas terms $B$ and $C$ in (5.82) and (5.83) would be modified into

$$
\begin{equation*}
B=\frac{e^{2}}{(P-k)^{+}+i \epsilon} \bar{u}_{S}(P) \gamma^{+} \frac{\not k+m}{k^{2}-m^{2}-i \epsilon} \frac{\not k+m}{k^{2}-m^{2}+i \epsilon}(\not P-\not k) u_{S}(P), \tag{5.88}
\end{equation*}
$$

and similarly for $C$. We rewrite

$$
\begin{equation*}
\frac{1}{(P-k)^{+}+i \epsilon}=\mathrm{P} . \mathrm{V} .\left(\frac{1}{(P-k)^{+}}\right)-i \pi \delta\left((P-k)^{+}\right) . \tag{5.89}
\end{equation*}
$$

This leads us to the final result for the TMD $f_{1}^{e}$ (including all three terms):

$$
\begin{align*}
f_{1}^{\mathrm{ret}}\left(x, \boldsymbol{k}_{\perp}^{2}\right)= & \frac{1}{(2 \pi)^{3}}\left[\mathbf{k}_{\perp}^{2} \frac{\left(1+x^{2}\right)}{x(1-x)^{2}}+m^{2} \frac{(1-x)^{2}}{x}\right] \varphi^{2}\left(x, \mathbf{k}_{\perp}^{2}\right) \\
& -\frac{i}{(2 \pi)^{2}}\left[\frac{\boldsymbol{k}_{\perp}^{2}}{1-x}+m^{2}(1-x)\right] \varphi^{2}\left(x, \boldsymbol{k}_{\perp}^{2}\right) \delta(1-x) \\
= & f_{1}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)-i \frac{e^{2}}{(2 \pi)^{2}} \frac{1}{\boldsymbol{k}_{\perp}^{2}} \delta(1-x) . \tag{5.90}
\end{align*}
$$

Similarly, we obtain for the advanced prescription:

$$
\begin{equation*}
f_{1}^{\mathrm{adv}}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=f_{1}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)+i \frac{e^{2}}{(2 \pi)^{2}} \frac{1}{\boldsymbol{k}_{\perp}^{2}} \delta(1-x) . \tag{5.91}
\end{equation*}
$$

In the principal-value prescription, instead, the denominators of $B$ and $C$ remain unchanged since

$$
\frac{1}{2}\left[\frac{1}{p^{+}+i \epsilon}+\frac{1}{p^{+}-i \epsilon}\right]=\frac{1}{2}\left[\text { P.V. }\left(\frac{1}{p^{+}}\right)-i \pi \delta\left(p^{+}\right)+\text {P.V. }\left(\frac{1}{p^{+}}\right)+i \pi \delta\left(p^{+}\right)\right]=\frac{1}{p^{+}}
$$

and hence the final result coincides with the one found in Feynman gauge:

$$
\begin{equation*}
f_{1}^{\mathrm{pv}}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=f_{1}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right) . \tag{5.92}
\end{equation*}
$$

We expect all results to be the same when adding also the transverse gauge-link contribution. In order to prove it, we perform a straightforward evaluation of the correlator (5.48) in light-cone gauge, by means of the Fock-state expansion (5.2). We can restrict immediately to the case of $f_{1}^{e}\left(x, \boldsymbol{k}_{\perp}\right)$ and consider the diagonal matrix element of the electron current between light-front helicity states in the correlator:

$$
\begin{equation*}
\Phi_{\Lambda}^{\left[\gamma^{+}\right]}\left(x, \boldsymbol{k}_{\perp}\right)=\left.\int \frac{\mathrm{d} z^{-} \mathrm{d}^{2} \boldsymbol{z}_{\perp}}{2(2 \pi)^{3}} e^{i k \cdot z}\langle P, \Lambda| \bar{\psi}(0) \gamma^{+} \mathcal{U}_{(0, \infty)} \mathcal{U}_{(\infty, z)} \psi(z)|P, \Lambda\rangle\right|_{z^{+}=0} . \tag{5.93}
\end{equation*}
$$

We approximate the Wilson line at first order in $e$ as

$$
\begin{equation*}
\mathcal{U}_{(0, \infty)} \mathcal{U}_{(\infty, z)} \simeq \mathbb{1}+i e \int_{0_{\perp}}^{\boldsymbol{z}_{\perp}} \mathrm{d} \boldsymbol{\xi}_{\perp} \cdot \boldsymbol{A}_{\perp}\left(0, \infty, \boldsymbol{\xi}_{\perp}\right)=\mathbb{1}+i e \int_{0}^{1} \mathrm{~d} t \boldsymbol{A}_{\perp}\left(0, \infty, t \boldsymbol{z}_{\perp}\right) \cdot \boldsymbol{z}_{\perp} . \tag{5.94}
\end{equation*}
$$

We neglect the identity in (5.94) and focus on the gauge-link terms. If we insert the Fock expansion (5.2), the correlator splits into the sum of four contributions. However, the term containing the gauge link between two $|e \gamma\rangle$ states is vanishing, because the photon coming from the final- (or initial-) state interaction cannot couple to the spectator photon. The term with the gauge link between one-particle states, instead, accounts for the virtual-vertex and self-energy corrections. The only relevant contributions will then come from the terms where the matrix element is between the states $|e\rangle$ and $|e \gamma\rangle$; in this situation, the gauge photon which interacts with the bare particle in the initial (or final) state coincides with the photon in the dressed electron. Therefore, we are left with the following two terms, contributing to the correlator:

$$
\begin{align*}
& I=\left.i e \int \frac{\mathrm{~d} z^{-} \mathrm{d}^{2} \boldsymbol{z}_{\perp}}{2(2 \pi)^{3}} e^{i k \cdot z}\langle e| \bar{\psi}(0) \gamma^{+}\left(\int_{0}^{1} \mathrm{~d} t \boldsymbol{A}_{\perp}\left(0, \infty, t \boldsymbol{z}_{\perp}\right) \cdot \boldsymbol{z}_{\perp}\right) \psi(z)|e \gamma\rangle\right|_{z^{+}=0},  \tag{5.95}\\
& I I=\left.i e \int \frac{\mathrm{~d}^{-} \mathrm{d}^{2} \boldsymbol{z}_{\perp}}{2(2 \pi)^{3}} e^{i k \cdot z}\langle e \gamma| \bar{\psi}(0) \gamma^{+}\left(\int_{0}^{1} \mathrm{~d} t \boldsymbol{A}_{\perp}\left(0, \infty, t \boldsymbol{z}_{\perp}\right) \cdot \boldsymbol{z}_{\perp}\right) \psi(z)|e\rangle\right|_{z^{+}=0} . \tag{5.96}
\end{align*}
$$

After some manipulations and by resolving the integral over $t$, the contribution of $I$ to $f_{1}^{e}$ can be split into two terms, $I=I_{A}+I_{B}$, with

$$
\begin{align*}
I_{A}= & -\frac{e}{2} \int \frac{\mathrm{~d} z^{-} \mathrm{d}^{2} \boldsymbol{z}_{\perp}}{2(2 \pi)^{3}} \int \frac{\mathrm{~d} x^{\prime} \mathrm{d}^{2} \boldsymbol{k}_{\perp}^{\prime}}{2(2 \pi)^{3} \sqrt{x^{\prime}\left(1-x^{\prime}\right)}} e^{i\left(k-p_{e}\right) \cdot z} e^{-i p_{\gamma}^{+} \infty} \\
& \times\left.\sum_{\Lambda, \lambda_{e}, \lambda_{\gamma}} \frac{\boldsymbol{\varepsilon}_{\lambda_{\gamma}, \perp}\left(p_{\gamma}\right) \cdot \boldsymbol{z}_{\perp}}{\boldsymbol{p}_{\gamma, \perp} \cdot \boldsymbol{z}_{\perp}} \bar{u}_{\Lambda}(P) \gamma^{+} u_{\lambda_{e}}\left(p_{e}\right) \Psi_{\lambda_{e}, \lambda_{\gamma}}^{\Lambda}\left(x^{\prime}, \boldsymbol{k}_{\perp}^{\prime}\right)\right|_{z^{+}=0},  \tag{5.97}\\
I_{B}= & \frac{e}{2} \int \frac{\mathrm{~d} z^{-} \mathrm{d}^{2} \boldsymbol{z}_{\perp}}{2(2 \pi)^{3}} \int \frac{\mathrm{~d} x^{\prime} \mathrm{d}^{2} \boldsymbol{k}_{\perp}^{\prime}}{2(2 \pi)^{3} \sqrt{x^{\prime}\left(1-x^{\prime}\right)}} e^{i\left(k-p_{e}\right) \cdot z} e^{-i p_{\gamma}^{+\infty}} e^{i \boldsymbol{p}_{\gamma^{\prime}} \cdot \boldsymbol{z}_{\perp}} \\
& \times\left.\sum_{\Lambda, \lambda_{e}, \lambda_{\gamma}} \frac{\boldsymbol{\varepsilon}_{\lambda_{\gamma, \perp}}\left(p_{\gamma}\right) \cdot \boldsymbol{z}_{\perp}}{\boldsymbol{p}_{\gamma, \perp} \cdot \boldsymbol{z}_{\perp}} \bar{u}_{\Lambda}(P) \gamma^{+} u_{\lambda_{e}}\left(p_{e}\right) \Psi_{\lambda_{e}, \lambda_{\gamma}}^{\Lambda}\left(x^{\prime}, \boldsymbol{k}_{\perp}^{\prime}\right)\right|_{z^{+}=0} \tag{5.98}
\end{align*}
$$

where $\mathbf{p}_{e}=\left(x^{\prime} P^{+}, \mathbf{k}_{\perp}^{\prime}\right)$ and $\mathbf{p}_{\gamma}=\left(\left(1-x^{\prime}\right) P^{+},-\mathbf{k}_{\perp}^{\prime}\right)$. The sum appearing in the second line of Eqs. (5.97) and (5.98) is

$$
\begin{equation*}
\sum_{\Lambda, \lambda, \lambda_{\gamma}} \bar{u}_{\Lambda}(P) \gamma^{+} u_{\lambda_{e}}\left(p_{e}\right) \Psi_{\lambda_{e}, \lambda_{\gamma}}^{\Lambda}\left(x^{\prime}, \boldsymbol{k}_{\perp}^{\prime}\right) \frac{\boldsymbol{\varepsilon}_{\lambda_{\gamma}, \perp}\left(p_{\gamma}\right) \cdot \boldsymbol{z}_{\perp}}{\boldsymbol{p}_{\gamma, \perp} \cdot \boldsymbol{z}_{\perp}}=4 P^{+}\left(1+2 \frac{x^{\prime}}{1-x^{\prime}}\right) . \tag{5.99}
\end{equation*}
$$

Equation (5.97) consequently becomes

$$
\begin{align*}
I_{A}= & -2 e P^{+} \int \frac{\mathrm{d} z^{-} \mathrm{d}^{2} \boldsymbol{z}_{\perp}}{2(2 \pi)^{3}} \int \frac{\mathrm{~d} x^{\prime} \mathrm{d}^{2} \boldsymbol{k}_{\perp}^{\prime}}{2(2 \pi)^{3} \sqrt{x^{\prime}\left(1-x^{\prime}\right)}} e^{i\left(k-p_{e}\right) \cdot z} \\
& \times\left.\left(e^{-i \infty p_{\gamma}^{+}}+2 x^{\prime} P^{+} \frac{e^{-i \infty p_{\gamma}^{+}}}{p_{\gamma}^{+}}\right) \varphi\left(x^{\prime}, \boldsymbol{k}_{\perp}^{\prime 2}\right)\right|_{z^{+}=0} \tag{5.100}
\end{align*}
$$

We can handle the exponential at infinity appearing in the term in brackets in Eq. (5.100) in the sense of principal-value distributions [102,111], and write

$$
\begin{equation*}
\frac{e^{-i \infty p_{\gamma}^{+}}}{p_{\gamma}^{+}} \equiv \lim _{L \rightarrow \infty} \frac{e^{-i L p_{\gamma}^{+}}}{p_{\gamma}^{+}}=2 \pi i \chi \delta\left(p_{\gamma}^{+}\right), \tag{5.101}
\end{equation*}
$$

where $\chi$ is a constant that takes different values, according to the prescription that we adopt for the denominator:

$$
\chi=\left\{\begin{align*}
-1 & \text { Retarded }  \tag{5.102}\\
0 & \text { Advanced } \\
-\frac{1}{2} & \text { Principal value } .
\end{align*}\right.
$$

Still in the sense of principal-value distribution, we have

$$
\begin{equation*}
e^{-i \infty p_{\gamma}^{+}}=0, \tag{5.103}
\end{equation*}
$$

which allows us to drop the first term in the bracket of (5.100). Note that this term comes from the $-g^{\mu \nu}$ in the polarization sum, which appears in Feynman gauge also; Eq. (5.103) is then consistent with the fact that the transverse gauge link does not contribute in the Feynman gauge.

Now we can easily perform the integration over $z^{-}, \boldsymbol{z}_{\perp}, x^{\prime}$ and $\boldsymbol{k}_{\perp}^{\prime}$; we finally obtain

$$
\begin{equation*}
I_{A}=-\frac{i \chi e^{2}}{(2 \pi)^{2}} \frac{x}{\left[(1-x) m^{2}+\boldsymbol{k}_{\perp}^{2}\right]} \delta(1-x)=\frac{i e^{2}}{(2 \pi)^{2}} \frac{\chi}{\boldsymbol{k}_{\perp}^{2}} \delta(1-x) . \tag{5.104}
\end{equation*}
$$

Let us now focus on term $I_{B}$, which is rewritten as

$$
\begin{equation*}
I_{B}=-\left.e P^{+^{2}} \int \frac{\mathrm{~d} z^{-} \mathrm{d}^{2} \boldsymbol{z}_{\perp}}{(2 \pi)^{3}} \int \frac{\mathrm{~d} x^{\prime} \mathrm{d}^{2} \boldsymbol{k}_{\perp}^{\prime}}{(2 \pi)^{3} \sqrt{x^{\prime}\left(1-x^{\prime}\right)}} e^{i\left(k-p_{e}\right) \cdot z} \frac{e^{-i \infty p_{\gamma}^{+}}}{p_{\gamma}^{+}} x^{\prime} \varphi\left(x^{\prime}, \boldsymbol{k}_{\perp}^{\prime 2}\right)\right|_{z^{+}=0} . \tag{5.105}
\end{equation*}
$$

We notice that in any prescription (except for the advanced, where it is vanishing), it would become proportional to $\delta(1-x)$, thanks to Eq. (5.101); furthermore, the integral over $\boldsymbol{\xi}_{\perp}^{2}$ would now yield a $\delta^{(2)}\left(\boldsymbol{k}_{\perp}\right)$. We can henceforth conclude that this term would be relevant only at the end point $\left(x=1, \boldsymbol{k}_{\perp}=\mathbf{0}_{\perp}\right)$, and for this reason we neglect it in our discussion.

Term $I I$ in Eq. (5.96) can be handled in a similar fashion: it can in turn be split into the sum of two contributions, of which the first one becomes relevant only at the end point, while the second one reads

$$
\begin{equation*}
I I_{A}=-\frac{e P^{+}}{(2 \pi)^{3}} \int \mathrm{~d} x^{\prime} \frac{x^{\prime}}{\sqrt{x^{\prime}\left(1-x^{\prime}\right)}} \frac{e^{i \infty p_{\gamma}^{+}}}{p_{\gamma}^{+}} \varphi\left(x^{\prime}, \boldsymbol{k}_{\perp}^{2}\right) \delta(1-x) . \tag{5.106}
\end{equation*}
$$

In the sense of principal-value distribution, also in the above equation we can write

$$
\begin{equation*}
\frac{e^{i \infty p_{\gamma}^{+}}}{p_{\gamma}^{+}}=2 \pi i \zeta \delta\left(p_{\gamma}^{+}\right), \tag{5.107}
\end{equation*}
$$

where in this case, according to the different prescriptions, the constant $\zeta$ takes the values

$$
\zeta= \begin{cases}0 & \text { Retarded }  \tag{5.108}\\ 1 & \text { Advanced } \\ \frac{1}{2} & \text { Principal value }\end{cases}
$$

We now need to fix a prescription in order to proceed further. In the retarded prescription, $I I_{A}$ is vanishing while $I_{A}$ becomes, from (5.104),

$$
\begin{equation*}
I_{A}=\frac{i e^{2}}{(2 \pi)^{2}} \frac{1}{\boldsymbol{k}_{\perp}^{2}} \delta(1-x) . \tag{5.109}
\end{equation*}
$$

If we were to fix the advanced prescription, instead, we would find that $I_{A}$ is zero, while $I I_{A}$ would read

$$
\begin{equation*}
I I_{A}=\frac{-i e P^{+}}{(2 \pi)^{2}} \int \mathrm{~d} x^{\prime} \frac{x^{\prime}}{\left[\left(1-x^{\prime}\right)^{2} m^{2}+\boldsymbol{k}_{\perp}^{2}\right]} \frac{\delta\left(1-x^{\prime}\right)}{P^{+}} \delta(1-x)=-\frac{i e}{(2 \pi)^{2}} \frac{1}{\boldsymbol{k}_{\perp}^{2}} \delta(1-x) \tag{5.110}
\end{equation*}
$$

Finally, in the principal-value prescription the sum of $I_{A}$ and $I I_{A}$ gives zero.
We may summarize our results by stating that the contribution of the transverse gauge link to the TMD $f_{1}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)$, in the different prescriptions, is

$$
\begin{align*}
& \text { Retarded: } \quad \frac{i e^{2}}{(2 \pi)^{2}} \frac{1}{\boldsymbol{k}_{\perp}^{2}} \delta(1-x), \\
& \text { Advanced: } \quad-\frac{i e^{2}}{(2 \pi)^{2}} \frac{1}{\boldsymbol{k}_{\perp}^{2}} \delta(1-x), \\
& \text { Principal value: } 0 . \tag{5.111}
\end{align*}
$$

We remark that this is not what one usually finds in the case of the nucleon (see e.g. [12]), since the retarded prescription is the one corresponding to having $\boldsymbol{A}_{\perp}(\infty)=\mathbf{0}_{\perp}$ and hence the transverse gauge link should vanish in that prescription. However, we stress that in the present discussion we have not taken into account all the corrections to the distributions at the end point $x=1$, and this might explain the discrepancy with the existing calculations in QCD.
If we compare the contributions in Eq. (5.111) to the values (5.90), (5.91) and (5.92) of the TMD $f_{1}^{e}$ in the corresponding prescriptions, we see that the transverse gauge link allows one to compensate exactly for the extra terms that come from specific choices for the regularization of the pole. We thus recover the same results obtained in the Feynman gauge.

### 5.3.5 Photon TMDs

Although in the present work we have been focusing only on the distribution functions relative to quarks inside the nucleon (and, accordingly, to the bare


Figure 5.9: Handbag diagrams related to the photon TMDs.
electron inside the dressed electron), it is interesting to study also the contribution of the photon to the TMDs of the physical electron. This is done in analogy with the gluon distributions in QCD (see e.g. [71,112-115]).

We still consider the scattering of the physical electron off a lepton, with the situation this time described by the handbag diagram in Fig. 5.9, where the internal photon acts as the active parton; we indicate its four-momentum with $k=\left(x P^{+}, k^{-}, \boldsymbol{k}_{\perp}\right)$. In this section, we add the superscript " $\gamma^{\text {" both to the }}$ correlator and to the photon TMDs to distinguish them from the ones relative to the internal electron.
The relevant correlator between initial and final electron states for photon TMDs is ${ }^{8}$

$$
\begin{equation*}
\Phi_{S}^{\gamma[i j]}(k ; P)=\left.\frac{1}{x P^{+}} \int \frac{\mathrm{d} z^{-} \mathrm{d}^{2} \boldsymbol{z}_{\perp}}{(2 \pi)^{3}} e^{i k \cdot z}\langle P, S| F^{+j}(0) F^{+i}(z)|P, S\rangle\right|_{z^{+}=0} \tag{5.112}
\end{equation*}
$$

The field tensor $F^{\mu \nu}$ in QED is already invariant under the gauge transformation (5.47); therefore in this case a Wilson line is not required. The situation is different in QCD, where the field tensor is not gauge invariant and gluon self-interactions are present.
In order to obtain the parametrization of the correlator (5.112), we introduce the symmetry operator in the transverse plane $\hat{\mathbf{S}}$, whose action on given object $O^{i j}$ is defined by

$$
\begin{equation*}
\hat{\mathbf{S}} O^{i j}=\frac{1}{2}\left(O^{i j}+O^{j i}-\delta_{i, j} \sum_{m} O^{m m}\right) . \tag{5.113}
\end{equation*}
$$

The leading-twist TMDs of a photon inside the dressed electron are defined by the following decomposition of the correlator [71]:

$$
\begin{align*}
& \sum_{i=1}^{2} \Phi^{\gamma[i i]}\left(x, \boldsymbol{k}_{\perp}\right)=f_{1}^{\gamma}-\frac{\epsilon_{\perp}^{i j} k_{\perp}^{i} s_{\perp}^{j}}{m} f_{1 T}^{\perp \gamma},  \tag{5.114}\\
& i \epsilon^{i j} \Phi^{\gamma[i j]}\left(x, \boldsymbol{k}_{\perp}\right)=s_{z} g_{1 L}^{\gamma}+\frac{\boldsymbol{k}_{\perp} \cdot s_{\perp}}{m} g_{1 T}^{\gamma},  \tag{5.115}\\
& -\hat{\mathbf{S}} \Phi^{\gamma[i j]}\left(x, \boldsymbol{k}_{\perp}\right)=-\frac{\hat{\mathbf{S}} k_{\perp}^{i} k_{\perp}^{j}}{2 m^{2}} h_{1}^{\perp \gamma}+s_{z} \frac{\hat{\mathbf{S}} \epsilon^{j k} k_{\perp}^{i} k_{\perp}^{k}}{2 m^{2}} h_{1 L}^{\perp \gamma}+\frac{\hat{\mathbf{S}} \epsilon^{j k} k_{\perp}^{i} s_{\perp}^{k}}{2 m}\left(h_{1 T}^{\gamma}+\frac{\boldsymbol{k}_{\perp}^{2}}{2 m^{2}} h_{1 T}^{\perp \gamma}\right)
\end{align*}
$$
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$$
\begin{equation*}
+\frac{\hat{\mathbf{S}} k_{\perp}^{i} \epsilon^{j k}\left(2 k_{\perp}^{k} \boldsymbol{k}_{\perp} \cdot \boldsymbol{s}_{\perp}-s_{\perp}^{k} \boldsymbol{k}_{\perp}^{2}\right)}{4 m^{3}} h_{1 T}^{\perp \gamma}, \tag{5.116}
\end{equation*}
$$

\]

where on the right-hand side we omitted the dependence of the TMDs on $\left(x, \boldsymbol{k}_{\perp}^{2}\right)$. For the photon TMDs we adopt the nomenclature of Ref. [71]: letters $f, g$ and $h$ refer,respectively, to an unpolarized, circularly polarized or linearly polarized photon, while $L$ and $T$ still indicate the polarization of the dressed electron in the longitudinal rather than transverse direction. Out of the eight photon TMDs implicitly defined in Eqs. (5.114) to (5.116), four are T-even $\left(f_{1}^{\gamma}, g_{1 L}^{\gamma}, g_{1 T}^{\gamma}\right.$ and $\left.h_{1}^{\perp \gamma}\right)$ and four T-odd $\left(f_{1 T}^{\perp \gamma}, h_{1 L}^{\perp \gamma}, h_{1 T}^{\gamma}\right.$ and $\left.h_{1 T}^{\perp \gamma}\right)$. If we work in the light-cone gauge, the components of the field tensor entering the correlator (5.112) reduce to $F^{+i}=\partial^{+} A^{i}$. In light-front helicity basis, the LFWF overlap representation of the correlator reads

$$
\begin{align*}
\Phi_{\Lambda, \Lambda^{\prime}}^{\gamma[i j]}\left(x, \boldsymbol{k}_{\perp}\right)= & \frac{1}{2(2 \pi)^{3}} \sum_{\lambda_{e}, \lambda_{\gamma}, \lambda_{e}^{\prime} \lambda_{\gamma}^{\prime}} \Psi_{\lambda_{e}^{\prime}, \lambda_{\gamma}^{\prime}}^{\Lambda^{\prime *}}\left((1-x),-\boldsymbol{k}_{\perp}\right) \\
& \times \Psi_{\lambda_{e}, \lambda_{\gamma}}^{\Lambda}\left((1-x),-\boldsymbol{k}_{\perp}\right) \varepsilon_{\lambda_{\gamma}^{\prime}}^{j^{*}}(k) \varepsilon_{\lambda_{\gamma}}^{i}(k) . \tag{5.117}
\end{align*}
$$

Further development of (5.117) yields ${ }^{9}$

$$
\begin{align*}
\Phi_{\Lambda, \Lambda^{\prime}}^{\gamma[i j]}\left(x, \boldsymbol{k}_{\perp}\right)= & \frac{\left|\varphi\left((1-x), \boldsymbol{k}_{\perp}^{2}\right)\right|^{2}}{2(2 \pi)^{3}} \bar{u}_{\Lambda^{\prime}}(P)\left(-\gamma^{j}+\frac{k_{\perp}^{j}}{x P^{+}} \gamma^{+}\right) \\
& \times\left(\not \text { e }_{e}+m\right)\left(-\gamma^{i}+\frac{k_{\perp}^{i}}{x P^{+}} \gamma^{+}\right) u_{\Lambda}(P), \tag{5.118}
\end{align*}
$$

where the three-momentum of the inner electron is now $\mathbf{p}_{e}=\left((1-x) P^{+},-\boldsymbol{k}_{\perp}\right)$. The Feynman-gauge result is completely equivalent, the difference in the polarization vectors being compensated by the extra $\partial^{i} A^{+}$term in the field tensor.

If one takes the proper combinations of helicities for the dressed electron and transverse indices, it is easy to recover from Eqs. (5.114) to (5.116) the following results for the leading-twist photon TMDs:

$$
\begin{align*}
& f_{1}^{\gamma}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=\frac{e^{2}}{(2 \pi)^{3}} \frac{\boldsymbol{k}_{\perp}^{2}\left[1+(1-x)^{2}\right]+m^{2} x^{4}}{x\left[\boldsymbol{k}_{\perp}^{2}+m^{2} x^{2}\right]^{2}},  \tag{5.119}\\
& g_{1 L}^{\gamma}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=\frac{e^{2}}{(2 \pi)^{3}} \frac{\boldsymbol{k}_{\perp}^{2}(2-x)+m^{2} x^{3}}{\left[\boldsymbol{k}_{\perp}^{2}+m^{2} x^{2}\right]^{2}},  \tag{5.120}\\
& g_{1 T}^{\gamma}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=-\frac{2 e^{2}}{(2 \pi)^{3}} m^{2} \frac{x(1-x)}{\left[\boldsymbol{k}_{\perp}^{2}+m^{2} x^{2}\right]^{2}},  \tag{5.121}\\
& h_{1}^{\perp \gamma}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=\frac{2 e^{2}}{(2 \pi)^{3}} m^{2} \frac{(1-x)}{x\left[\boldsymbol{k}_{\perp}^{2}+m^{2} x^{2}\right]^{2}},  \tag{5.122}\\
& f_{1 T}^{\perp \gamma}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=h_{1 L}^{\perp 1}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=h_{1 T}^{\perp \gamma}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=h_{1 T}^{\gamma}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=0 . \tag{5.123}
\end{align*}
$$

[^18]

Figure 5.10: TMDs $f_{1}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)$ (upper-left panel), $g_{1 L}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)$ (upper-right panel), along with their sum (lower-left panel) and their difference (lower-right panel). All distributions are rescaled by a factor $2 \pi^{2} / \alpha$, and shown as function of $\boldsymbol{k}_{\perp}^{2}$, and for different values of the longitudinal momentum fraction $x: x=0.1$ (solid lines); $x=0.2$ (dashed lines), and $x=0.5$ (dashed-dotted lines).

Notice that the T-odd functions are vanishing: this is not surprising, since there are no contributions that can be interpreted as final-state interactions. Even if we go up to order $\alpha^{2}$, we can check explicitly that T-odd photon TMDs still vanish. This is probably true to all orders, since it is related to the absence of a gauge link in the correlator. The vanishing of the Sivers function up to order $\alpha^{2}$ is also consistent with the sum rule derived by Burkardt [113,116,117], since we found that the Sivers effect for the electron vanishes both at order $\alpha$ and $\alpha^{2}$.

### 5.3.6 Numerical results

In this section we discuss the results of our calculations for the electron and photon TMDs at $\mathcal{O}(\alpha)$, which are strictly valid at $\left(x, \boldsymbol{k}_{\perp}\right) \neq(1, \mathbf{0})$. In Fig. 5.10, we present the unpolarized TMD $f_{1}^{e}$ (upper-left panel), and the TMD $g_{1 L}^{e}$ (upper-right panel) for a longitudinally polarized electron in a longitudinally polarized dressed electron, as functions of $\boldsymbol{k}_{\perp}^{2}$ and for different values of $x$. In the lower panels of Fig. 5.10, we show the combinations $f^{+e}=\left(f_{1}^{e}+g_{1 L}^{e}\right) / 2$ and


Figure 5.11: TMDs $h_{1}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)$ (upper panel), $h^{+e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)$ (lower left panel) and $h^{-e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)$ (lower right panel), rescaled by a factor $2 \pi^{2} / \alpha$, as function of $\boldsymbol{k}_{\perp}^{2}$, and for different values of the longitudinal momentum fraction $x: x=0.1$ (solid lines); $x=0.2$ (dashed lines), and $x=0.5$ (dashed-dotted lines).
$f^{-e}=\left(f_{1}^{e}-g_{1 L}^{e}\right) / 2$, describing the probability to find the internal electron with spin aligned and antialigned to the spin of the parent electron, respectively. As discussed in Section 5.3.3, $f_{1}^{e}$ and $g_{1 L}^{e}$ are given by different combinations of the squares of S - and P -wave components. In particular, $f_{1}^{e}$ is obtained from the sum of the contribution from the two partial waves, while in $g_{1 L}^{e}$ one has the difference between the S - and P -wave contributions. Correspondingly, with the combination $f^{+e}$ we isolate the contribution from P waves to both $f_{1}^{e}$ and $g_{1 L}^{e}$, while $f^{-e}$ gives the $S$-wave contribution which enters with a positive sign in $f_{1}^{e}$ and a negative sign in $g_{1 L}^{e}$. We notice that for $\boldsymbol{k}_{\perp}^{2} \rightarrow 0$, the P-wave contribution is vanishing, while the S -wave contribution reaches its maximum, with larger values at increasing $x$. On the other side, the falloff in $\boldsymbol{k}_{\perp}^{2}$ of the S -wave contribution is very steep, and the contribution of the P wave takes over at increasing transverse momentum. This also means that, for vanishing transverse momentum, the configuration with the spin of the internal electron being antialigned with the spin of the target electron and the spin of the photon being aligned with the spin of the target electron is favored, and at larger $\boldsymbol{k}_{\perp}^{2}$ the spin of the internal electron is most likely to flip in the direction of the spin of the parent electron. The spin-flip of the active parton at low transverse


Figure 5.12: TMDs $g_{1 T}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)$ (left panel), $h_{1 L}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)$ (right panel), rescaled by a factor $2 \pi^{2} / \alpha$, as function of $\boldsymbol{k}_{\perp}^{2}$, and for different values of the longitudinal momentum fraction $x$ : $x=0.1$ (solid lines); $x=0.2$ (dashed lines), and $x=0.5$ (dashed-dotted lines).
momentum is also responsible for the sign change in $g_{1 L}^{e}$, which occurs faster in $\boldsymbol{k}_{\perp}^{2}$ at larger values of $x$.

In Fig. 5.11 we show the results for the transversity TMD $h_{1}^{e}$, and the combinations $h^{+e}=\left(f_{1}^{e}+h_{1}^{e}\right) / 2$ and $h^{-e}=\left(f_{1}^{e}-h_{1}^{e}\right) / 2$, describing the probability of finding the internal electron with transverse spin aligned and antialigned to the transverse spin of the parent electron, respectively. Being chiral odd, $h_{1}^{e}$ involves a helicity-flip of the internal electron from the initial to the final state, which is compensated by a helicity flip of the parent electron in the same direction. Since total helicity is the same in initial and final states, $h_{1}^{e}$ is diagonal in OAM, and, from the LFWF overlap representation in Eq. (5.79), we note that it is given in terms of the partial waves with $L_{z}= \pm 1$ only, without contributions from the S-wave components. The P-waves enter in $h_{1}^{e}$ with different combinations with respect to the contribution in $f_{1}^{e}$ and $g_{1 L}^{e}$, as given by $f^{+e}$. In particular, from the LFWF overlap representation in Eqs. (5.74), (5.75), and (5.79), we find that $f^{+e}$ contains the sum of the square of the $L_{z}=+1$ and $L_{z}=-1$ components, while $h_{1}^{e}$ is given by the interference between the two P waves, i.e.

$$
\begin{align*}
& f^{+e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=\frac{1}{2(2 \pi)^{3}}\left[\left|\Psi_{+,+1}^{+}\left(x, \boldsymbol{k}_{\perp}\right)\right|^{2}+\left|\Psi_{+,-1}^{+}\left(x, \boldsymbol{k}_{\perp}\right)\right|^{2}\right],  \tag{5.124}\\
& h_{1}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=\frac{1}{(2 \pi)^{3}} \operatorname{Re}\left[\Psi_{+,+1}^{+*}\left(x, \boldsymbol{k}_{\perp}\right) \Psi_{-,+1}^{-}\left(x, \boldsymbol{k}_{\perp}\right)\right], \tag{5.125}
\end{align*}
$$

where we used the property (5.19) of the two-body component of the electron LFWFs. From the analytical expressions in Eqs. (5.64), (5.65) and (5.69), one also finds

$$
\begin{equation*}
h_{1}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=\frac{2 x}{1+x^{2}} f^{+e}\left(x, \boldsymbol{k}_{\perp}^{2}\right) . \tag{5.126}
\end{equation*}
$$

As a result, $h_{1}^{e}$ has the same dependence on $\boldsymbol{k}_{\perp}^{2}$ as $f^{+e}$, but its overall size is always smaller, particularly at smaller values of $x$. In the combination $h^{+e}$, the positive contribution from the S -wave components of $f_{1}^{e}$ is evident at vanishing


Figure 5.13: Density plots in the transverse momentum plane $k_{x}-k_{y}$ and at fixed value of $x=0.5$ for $f^{+e}$ (upper left panel), $f^{-e}$ (upper right panel) and $f_{1}^{e}$ (lower panel), rescaled by a factor $2 \pi^{2} / \alpha$. The legend in the bottom-right corner of each panel indicates the corresponding spin configurations: the grey and white empty discs refer to the unpolarized dressed and unpolarized bare electron, respectively; the circle and cross inside the discs stand for polarization along the longitudinal axes, in opposite directions.
transverse momentum, while at higher values of $\boldsymbol{k}_{\perp}^{2}$ the contributions of the P waves from $f_{1}^{e}$ and $h_{1}^{e}$ become dominant. In the case of $h^{-e}$ the P -wave contributions from $f_{1}^{e}$ and $h_{1}^{e}$ partially cancel, especially at higher values of $x$, and we find that the low- $\boldsymbol{k}_{\perp}^{2}$ behavior is dominated by the S -wave contribution of $f_{1}^{e}$, while the P waves still control the tail at higher transverse momentum. As a consequence, at $x=0.5$ the transverse spin of the internal electron tends to be aligned with the transverse spin of the parent electron in the full $\boldsymbol{k}_{\perp}^{2}$ range, while for smaller values of $x$ there is no marked preference between the parallel or antiparallel configuration of the two transverse spins. In Fig. 5.12 we show the TMD $g_{1 T}^{e}$ for longitudinally polarized electrons in a transverselypolarized electron target in comparison with $h_{1 L}^{\perp e}$, describing the momentum distribution for transversely polarized electron in a longitudinally polarized electron target. These distributions are characteristic effects due to transverse momentum, since they are the only ones which have no analog in the spin densities related to the GPDs in the impact parameter space [118], and vanish
after integration over $\boldsymbol{k}_{\perp}$. Since the LFWFs $\Psi_{-,-}^{+}$and $\Psi_{+,+}^{-}$vanish, the LFWF overlap representation in Eqs. (5.76) and (5.77) can be rewritten as

$$
\begin{align*}
& g_{1 T}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=\frac{m}{2(2 \pi)^{3} \boldsymbol{k}_{\perp}^{2}} \operatorname{Re}\left[k_{R} \Psi_{+,-1}^{+*}\left(x, \boldsymbol{k}_{\perp}\right) \Psi_{+,-1}^{-}\left(x, \boldsymbol{k}_{\perp}\right)\right],  \tag{5.127}\\
& h_{1 L}^{\perp e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=\frac{m}{(2 \pi)^{3} \boldsymbol{k}_{\perp}^{2}} \operatorname{Re}\left[k_{R} \Psi_{-,+1}^{+*}\left(x, \boldsymbol{k}_{\perp}\right) \Psi_{+,+1}^{+}\left(x, \boldsymbol{k}_{\perp}\right)\right] . \tag{5.128}
\end{align*}
$$

We notice that $g_{1 T}^{e}$ requires a helicity flip of the electron target that is not compensated by a change of the helicity of the internal electron, and vice versa $h_{1 L}^{\perp e}$ involves a helicity flip of the internal electron, but is diagonal in the helicity of the electron target. As a result, the two distributions require a transfer of OAM between the initial and final states: in the case of $g_{1 T}^{e}$, this comes from the interference of the S wave and the P wave with $L_{z}=+1$, while for $h_{1 L}^{\perp e}$ it is driven from the S wave and the P wave with $L_{z}=-1$. The difference between the two P waves in Eqs. (5.15) and (5.16) leads to the following relations for the TMDs:

$$
\begin{equation*}
g_{1 T}^{e}\left(x, \boldsymbol{k}_{\perp}^{2}\right)=-x h_{1 L}^{\perp e}\left(x, \boldsymbol{k}_{\perp}^{2}\right), \tag{5.129}
\end{equation*}
$$

which explains the suppression of $g_{1 T}^{e}$, in absolute value, with respect to $h_{1 L}^{\perp e}$, especially at lower values of $x$. From Eqs. (4.29)-(4.31) and omitting the contributions of $f_{1 T}^{\perp e}, h_{1}^{\perp e}$ and $h_{1 T}^{\perp e}$, which are vanishing at leading order in $\alpha$, we can form the following densities for electrons of definite longitudinal or transverse polarization:

$$
\begin{equation*}
\rho_{\lambda_{e}, s_{\perp}^{e}, \Lambda, \boldsymbol{S}_{\perp}}\left(x, \boldsymbol{k}_{\perp}\right)=\frac{1}{2}\left[f_{1}^{e}+\lambda_{e} \Lambda g_{1 L}^{e}+\frac{\lambda_{e} \boldsymbol{s}_{\perp} \cdot \boldsymbol{k}_{\perp}}{m} g_{1 T}^{e}+\frac{\Lambda \boldsymbol{s}_{\perp}^{e} \cdot \boldsymbol{k}_{\perp}}{m} h_{1 L}^{\perp e}+\boldsymbol{s}_{\perp}^{e} \cdot \boldsymbol{S}_{\perp} h_{1}^{e}\right], \tag{5.130}
\end{equation*}
$$

where we denote the transverse spin of the internal electron with $\boldsymbol{s}_{\perp}^{e}$. In Fig. 5.13 we show the densities in the transverse momentum plane and at fixed $x=0.5$ for a longitudinally polarized electron target and longitudinally polarized internal electron, with helicity in the same $\left(f^{+e}\right)$ or opposite $\left(f^{-e}\right)$ direction, along with the corresponding results for $f_{1}^{e}$. As discussed above, the behavior of $f^{+e}$ is determined from the P waves, which rapidly increase starting from the dip in the center, reach a maximum at $\left|\boldsymbol{k}_{\perp}\right| \approx 200 \mathrm{keV}$ and smoothly decrease at larger values. On the other hand, the S -wave contribution to $f^{-e}$ is maximum at the centre and rapidly falls off towards the periphery of the $k_{x}-k_{y}$ plane. The interplay between the P -and S -wave contributions determines the pattern of $f_{1}^{e}=f^{+e}+f^{-e}$ from the center to higher values of $\boldsymbol{k}_{\perp}$. In summary, the density of electrons in a dressed electron in momentum space, averaged over all polarizations, at $x=0.5$, looks like a ring-shaped image, with a radius of about 200 keV . In Fig. 5.14 we show the transverse polarization densities $h^{+e}$ and $h^{-e}$. Qualitatively, they look similar to their longitudinal counterparts, but they are different in the details. The P -wave contribution is more pronounced in $h^{+e}$, but the S wave is also present, and the density at $\boldsymbol{k}_{\perp}^{2}=0$ is not zero. The S wave dominates in $h^{-e}$, but a P -wave contribution is also present, even


Figure 5.14: Density plots in the transverse momentum plane $k_{x}-k_{y}$ and at fixed value of $x=0.5$ for $h^{+e}$ (left panel) and $h^{-e}$ (right panel), rescaled by a factor $2 \pi^{2} / \alpha$. The legend in the bottom-right corner of each panel indicates the corresponding spin configurations: the grey and white discs refer to the dressed and bare electron, respectively; the arrows indicate polarization along the $y$ direction.
though it is suppressed. Note that the transverse polarization density could in principle be not cylindrically symmetric. However, the fact that $h_{1 T}^{\perp e}$ and $h_{1}^{\perp e}$ vanish in QED at this order makes the density symmetric.
In Fig. 5.15 the distorting effect induced by the polarization is shown. In the left panel, we present the density in the transverse momentum plane and at fixed $x=0.5$ for longitudinally polarized electrons in an electron target transversely polarized along the $y$ direction. This is obtained by adding the dipole deformation due to the term $\left(k_{y} / m\right) g_{1 T}^{e}$ in Eq. (5.130) to the monopole distribution of $f_{1}^{e}$. The term in $g_{1 T}^{e}$ features a significant dipole deformation along the direction of the spin of the parent electron, and is responsible for the sizable downward shift along $y$. An analogous observation can be made for transversely polarized electrons in a longitudinally polarized electron target, as displayed in the right panel of Fig. 5.15. In this case, the effect of the distortion is even more pronounced and in the opposite direction, since the strength of the deformation is due to the term $\left(k_{y} / m\right) h_{1 L}^{\perp e}$, with $h_{1 L}^{\perp e}=-2 g_{1 T}^{e}$ at $x=0.5$.
We avoid showing plots of all the photon TMDs, but we take the chance to make a few observations. The functions $f_{1}^{\gamma}$ and $g_{1 T}^{\gamma}$ are similar to their electron counterparts with the replacement $x \leftrightarrow(1-x)$. The helicity distribution has no straightforward relation to the electron helicity distribution. At variance with the electron case, the combination $f^{-\gamma}$ contains contributions only from P waves, while $f^{+\gamma}$ contains contributions from both P and S waves. The other nonvanishing photon TMD is the so-called Boer-Mulders function $h_{1}^{\perp \gamma}$, describing linearly polarized photons in an unpolarized electron [71, 73, 112]. We plot it in Fig. 5.16 (left panel), where we observe that it is very large, especially at low $x$. The corresponding function for gluons in a proton has been the topic of a few articles in the last years [119-121], mainly because it does not require polarized targets and it can be generated through perturbative QCD corrections [122], similarly to what happens in our QED calculation. In


Figure 5.15: Density plots in the transverse momentum plane $k_{x}-k_{y}$ and at fixed value of $x=0.5$ for the sum $\left(f_{1}^{e}+\left(k_{y} / m\right) g_{1 T}^{e}\right) / 2$ (left panel) and $\left(f_{1}^{e}+\left(k_{y} / m\right) h_{1 L}^{\perp e}\right) / 2$ (right panel), rescaled by a factor $2 \pi^{2} / \alpha$. The legend in the bottom-right corner of each panel indicates the corresponding spin configurations: the grey and white discs refer to the dressed and bare electron, respectively; the circle inside the discs stands for polarization along the longitudinal axes; the arrows indicate polarization along the $y$ direction.

Fig. 5.16 (right panel), we plot the combination $\left[f_{1}^{\gamma}+\left(k_{y}^{2}-k_{x}^{2}\right) /\left(2 m^{2}\right) h_{1}^{\perp \gamma}\right] / 2$ corresponding to the density of photons with linear polarization along the $y$ direction in an unpolarized dressed electron. The distribution has two peaks, shifted along the polarization direction by approximately $\pm 200 \mathrm{keV}$ at $x=0.5$.

### 5.4 Summary

In this Chapter we applied the formalisms of Wigner distributions and TransverseMomentum Dependent distributions, described in Chapter 4, to the electron cloud, imagined as a electron-photon bound system. The goal was to obtain a description of the point-like electron in a new perspective, by taking into account its quantum fluctuations that give it an extended structure both in position and momentum space. To this end, we applied methods that are usually addressed to the study of nucleons in the context of QCD.
We first derived the exact (up to order $\alpha$ ) expressions of the Light-Front Wave Functions of the dressed electron as a two-body system. As for the Wigner distributions is concerned, we provided analytical expressions for their projection in the mixed space of coordinates $b_{x}-k_{y}$.
We recovered analytical expressions also for the leading-twist TMDs, related both to internal electron and to the internal photon. Furthermore, in our treatment we have put particular emphasis on the issue of gauge-invariance, by explicitly checking that the results obtained in Feynman gauge coincide with those in light-cone gauge. In particular, we proved that the transverse gauge link makes the evaluation of TMDs prescription independent in lightcone gauge.
A comment is in order about the T-odd TMDs of the bare electron. We showed


Figure 5.16: Left panel: photon TMD $h_{1}^{\perp \gamma}\left(x, \boldsymbol{k}_{\perp}^{2}\right)$, rescaled by a factor $2 \pi^{2} / \alpha$, as function of $\boldsymbol{k}_{\perp}^{2}$, and for different values of the longitudinal momentum fraction $x: x=0.1$ (solid lines); $x=0.2$ (dashed lines), and $x=0.5$ (dashed-dotted lines). Right panel: density plot in the transverse momentum plane $k_{x}-k_{y}$ and at fixed value of $x=0.5$ for the combination $\left[\left(f_{1}^{\gamma}+\left(k_{y}^{2}-k_{x}^{2}\right) /\left(2 m^{2}\right) h_{1}^{\perp \gamma}\right] / 2\right.$, rescaled by a factor $2 \pi^{2} / \alpha$. The legend in the bottom-right corner of indicates the corresponding spin configurations: the grey empty disc refers to the unpolarized dressed electron, the white disc with arrow indicate a photon with linear polarization along the $y$ direction.
that they are vanishing in our model up to order $\alpha^{2}$, at variance with the QCD case; however, the Sivers and Boer-Mulders effects should be a general property of a gauge theory, irrespectively of its Abelian rather than non-Abelian nature. This suggests that T-odd TMDs should be non-zero also in QED. One reason why we did not find this behavior in our derivation may be due to the fact that, as we already stressed, up to order $\alpha^{2}$ it is not possible to draw a diagram with a photon loop at one side of the cut (at least as far as we exclude the end-point). However, we cannot exclude that the effects show up at higher order.
We mention that another source of investigation of the Sivers and Boer-Mulders effects in QED could be the analysis of the positronium system ${ }^{10}$ : in this case, both the active parton and the remnant are fermions and therefore we can easily obtain a diagram that could in principle give contribution to T-odd TMDs. The situation is described in Fig. 5.17, both for the SIDIS and the Drell-Yan cases. If the T-odd TMDs of the positron in fact turn out to be non-zero, one should also observe a sign difference in the TMDs calculated in these two processes, as it is in QCD [123].

[^19]

Figure 5.17: Diagrams for the SIDIS (a) and Drell-Yan (b) processes involving a positronium bound state, with a gauge-photon loop at one side of the cut.
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## Angular-momentum density inside the nucleon

We are finally going to apply the formalism of light-front quantization to the analysis of the nucleon's structure. In particular, we will study the form factors of the QCD energy-momentum tensor, that can be connected with the Generalized Parton Distributions introduced in Chapter 4 and provide information about the quark's angular momentum density inside the nucleon.

As we mentioned in the Introduction of the present work, the ultimate goal of Hadronic Physics is to explain how global properties of protons and neutrons emerge from different contributions of their constituents. A typical example is given by the proton's spin, whose decomposition in terms of spin and Orbital Angular Momentum (OAM) of quarks and gluons has been a puzzle over the last few decades and still represents one of the key open questions in the field. Many conceptual issues concerning gauge-symmetry, relativity and nonperturbative aspects make this problem far from trivial to address, both from the theoretical and the experimental point of view. One of the most relevant issues is that the nucleon spin decomposition is not unique [ $7,124-126$ ], since it is possible to give various gauge-invariant definitions of the different contributions.
Generalized Parton Distributions help us in the investigation of the problem, as they are measurable quantities that can be related to the (kinetic) total angular momentum of quarks and gluons [66,127]. As we showed in Section 4.4.1, GPDs contain information about the spatial distribution of quarks and gluons inside the nucleon; it is therefore conceivable that they encode also information about the spatial distribution of their angular momentum. However, the relation between GPD and total angular momentum has been clearly established only at the level of quantities integrated over all space; it remains an open question how to precisely interpret the corresponding densities. The description at the density level is nonetheless relevant if we want to understand
the global properties of nucleons as arising from those of their elementary constituents.
Polyakov et al. provided in Refs. [128-131] an attempt to answer this question by defining angular momentum densities in terms of form factors of the QCD energy-momentum tensor in the instant-form formalism. They considered three-dimensional densities and took the limit of infinite nucleon mass, so as to avoid the relativistic corrections that we discussed in Section 4.4.1. More recently, Adhikari and Burkardt mentioned in Ref. [132] the possibility to study impact-parameter densities in the light-front quantization framework, where, as we saw, relativistic corrections are automatically avoided. In addition, they compared different definitions of the angular momentum density and reached the conclusion that none of the them agree at the density level. They attributed some of the discrepancies to missing total divergence terms, as it had been pointed out earlier in Refs. [128, 129].
In this Chapter we revisit the works of Polyakov and collaborators and discuss in detail how to connect three-dimensional densities in the instant-form and impact-parameter densities in the front-form. At variance with Ref. [128], where the Belinfante's version of the energy-momentum tensor is considered, here we take as a starting point a non-symmetric energy-momentum tensor. The comparison of the two possibilities also help us to explain the apparent inconsistencies pointed out in Ref. [132]. We follow the discussion of Ref. [133].

### 6.1 Canonical and Belinfante's energy-momentum tensors

In Section 2.3 we introduced the generalized angular momentum tensor at the density level

$$
\begin{equation*}
J^{\mu \alpha \beta}(x)=L^{\mu \alpha \beta}(x)+S^{\mu \alpha \beta}(x), \tag{6.1}
\end{equation*}
$$

sum of a spin-density contribution $S^{\mu \nu \rho}(x)$ and of an OAM-density contribution

$$
\begin{equation*}
L^{\mu \alpha \beta}(x)=x^{\alpha} T^{\mu \beta}(x)-x^{\beta} T^{\mu \alpha}(x) . \tag{6.2}
\end{equation*}
$$

We remark that each one of these tensors is antisymmetric under $\alpha \leftrightarrow \beta$.
The Energy-Momentum Tensor (EMT) density $T^{\mu \nu}(x)$ appearing in Eq. (6.2) is referred to as canonical EMT and is obtained via Noether's theorem from Eq. (2.12) with the QCD Lagrangian ${ }^{1}$

$$
\begin{equation*}
\mathscr{L}_{\mathrm{QCD}}=\sum_{q}^{N_{f}} \bar{\psi}_{q}\left(i \not D-m_{q}\right) \psi_{q}-\frac{1}{4} G_{\mu \nu} G^{\mu \nu} . \tag{6.3}
\end{equation*}
$$

Here $N_{f}$ is the number of quark flavors, the covariant derivative reads $D^{\mu}=$ $\partial^{\mu}-i g_{s} A^{\mu}, g_{s}$ is the strong coupling constant and the field-strength tensor is

[^20]$G_{\mu \nu}(x)=\partial_{\mu} A_{\nu}(x)-\partial_{\nu} A_{\mu}(x)-i g_{s}\left[A_{\mu}(x), A_{\nu}(x)\right], A^{\mu}$ denoting now the gluon field.
The canonical EMT it is in general neither gauge invariant nor symmetric. In particular, it follows from the conservation of both $T^{\mu \nu}$ and $J^{\mu \nu \rho}$ that the antisymmetric part is given by the divergence of the spin density:
\[

$$
\begin{equation*}
T^{[\alpha \beta]}(x)=-\partial_{\mu} S^{\mu \alpha \beta}(x), \tag{6.4}
\end{equation*}
$$

\]

where $a^{[\mu} b^{\nu]}=a^{\mu} b^{\nu}-a^{\nu} b^{\mu}$.
Belinfante and Rosenfeld [134-136] proposed to add a so-called superpotential term to the definition of both the energy-momentum and generalized angular momentum tensors, defining the Belinfante-improved tensors as

$$
\begin{align*}
T_{\mathrm{Bel}}^{\mu \nu}(x) & =T^{\mu \nu}(x)+\partial_{\lambda} G^{\lambda \mu \nu}(x),  \tag{6.5}\\
J_{\mathrm{Bel}}^{\mu \alpha \beta}(x) & =J^{\mu \alpha \beta}(x)+\partial_{\lambda}\left[x^{\alpha} G^{\lambda \mu \beta}(x)-x^{\beta} G^{\lambda \mu \alpha}(x)\right], \tag{6.6}
\end{align*}
$$

where the superpotential $G^{\lambda \mu \nu}$ is given by the combination

$$
\begin{equation*}
G^{\lambda \mu \nu}(x)=\frac{1}{2}\left[S^{\lambda \mu \nu}(x)+S^{\mu \nu \lambda}(x)+S^{\nu \mu \lambda}(x)\right]=-G^{\mu \lambda \nu}(x) . \tag{6.7}
\end{equation*}
$$

In the usual hypothesis that surface terms vanish after integration, the effect of such addition is to modify the definition of the local density, without changing the total charge. The Belinfante-improved tensors (6.5)-(6.6) are conserved and usually turn out to be gauge invariant. Moreover, the particular choice (6.7) allows us to write the total AM in a purely orbital form

$$
\begin{equation*}
J_{\mathrm{Bel}}^{\mu \alpha \beta}(x)=x^{\alpha} T_{\mathrm{Bel}}^{\mu \beta}(x)-x^{\beta} T_{\mathrm{Bel}}^{\mu \alpha}(x) \tag{6.8}
\end{equation*}
$$

Since the new tensors are conserved, it follows from this expression that the Belinfante-improved EMT is symmetric.
As discussed in Refs. [7,137], the requirement of a symmetric EMT is usually motivated in the context of General Relativity, where the notion of spin is not accounted for from the beginning and it is natural to consider AM as purely orbital. From a Particle Physics perspective, however, one naturally includes a spin contribution to the total AM as in Eq. (6.1). In the Belinfante-improved tensors, instead, spin and angular momentum are reshuffled and the effects of spin is hidden in a new contribution to momentum that has a rather obscure interpretation. Nevertheless, the choice of the Belinfante's version seems to be the most typical in the Hadronic Physics literature.

### 6.1.1 Kinetic tensor

Instead of the Belinfante-improved tensors, Ji [66] proposed to use in the context of QCD the kinetic EMT

$$
\begin{equation*}
T_{\text {kin }}^{\mu \nu}(x)=T_{\text {kin }, q}^{\mu \nu}(x)+T_{\text {kin }, g}^{\mu \nu}(x), \tag{6.9}
\end{equation*}
$$

where the gauge-invariant quark and gluon contributions are given by $[7,137]$

$$
\begin{align*}
& T_{\text {kin }, q}^{\mu \nu}(x)=\frac{1}{2} \bar{\psi}(x) \gamma^{\mu} i \overleftrightarrow{D}^{\nu} \psi(x),  \tag{6.10}\\
& T_{\text {kin }, g}^{\mu \nu}(x)=-2 \operatorname{Tr}\left[G^{\mu \lambda}(x) G_{\lambda}^{\nu}(x)\right]+\frac{1}{2} g^{\mu \nu} \operatorname{Tr}\left[G^{\rho \sigma}(x) G_{\rho \sigma}(x)\right] \tag{6.11}
\end{align*}
$$

Here $\overleftrightarrow{D}^{\mu}=\overleftrightarrow{\partial}^{\mu}-i g_{s} A^{\mu}$, with $\overleftrightarrow{\partial}^{\mu}=\vec{\partial}^{\mu_{-}} \overleftarrow{\partial}^{\mu}$. The kinetic generalized AM tensor is

$$
\begin{equation*}
J_{\text {kin }}^{\mu \alpha \beta}(x)=L_{\text {kin }, q}^{\mu \alpha \beta}(x)+S_{q}^{\mu \alpha \beta}(x)+J_{\text {kin }, g}^{\mu \alpha \beta}(x) \tag{6.12}
\end{equation*}
$$

with

$$
\begin{align*}
L_{\mathrm{kin}, q}^{\mu \alpha \beta}(x) & =x^{\alpha} T_{\mathrm{kin}, q}^{\mu \beta}(x)-x^{\beta} T_{\mathrm{kin}, q}^{\mu \alpha}(x),  \tag{6.13}\\
S_{q}^{\mu \alpha \beta}(x) & =\frac{1}{2} \varepsilon^{\mu \alpha \beta \lambda} \bar{\psi}(x) \gamma_{\lambda} \gamma_{5} \psi(x),  \tag{6.14}\\
J_{\text {kin }, g}^{\mu \alpha \beta}(x) & =x^{\alpha} T_{\text {kin }, g}^{\mu \beta}(x)-x^{\beta} T_{\text {kin }, g}^{\mu \alpha}(x) . \tag{6.15}
\end{align*}
$$

Contrary to the quark total AM, the gluon total AM cannot be split into orbital and spin contributions which are at the same time gauge-invariant and local $[138,139]$. The kinetic and Belinfante-improved tensors in QCD are related as follows

$$
\begin{align*}
T_{\mathrm{kin}, q}^{\mu \nu}(x) & =T_{\mathrm{Bel}, q}^{\mu \nu}(x)-\frac{1}{2} \partial_{\lambda} S_{q}^{\lambda \mu \nu}(x)  \tag{6.16}\\
L_{\mathrm{kin}, q}^{\mu \alpha \beta}(x)+S_{q}^{\mu \alpha \beta}(x) & =J_{\mathrm{Bel}, q}^{\mu \alpha \beta}(x)-\frac{1}{2} \partial_{\lambda}\left[x^{\alpha} S_{q}^{\lambda \mu \beta}(x)-x^{\beta} S_{q}^{\lambda \mu \alpha}(x)\right] \tag{6.17}
\end{align*}
$$

while the gluon contributions are the same in both cases, namely $T_{\text {kin }, g}^{\mu \nu}(x)=$ $T_{\mathrm{Bel}, g}^{\mu \nu}(x)$ and $J_{\mathrm{kin}, g}^{\mu \alpha \beta}(x)=J_{\mathrm{Bel}, g}^{\mu \alpha \beta}(x)$. By using the conservation of the total AM $J_{\text {kin }}^{\mu \alpha \beta}(x)$ and the symmetry of $T_{\text {kin }, g}^{\mu \nu}(x)$, one can relate the antisymmetric part of the quark kinetic EMT to the quark spin divergence

$$
\begin{equation*}
T_{\mathrm{kin}, q}^{[\alpha \beta]}(x)=-\partial_{\mu} S_{q}^{\mu \alpha \beta}(x), \tag{6.18}
\end{equation*}
$$

similarly to Eq. (6.4). More explicitly, by means of the QCD equations of motion, it is possible to show that

$$
\begin{equation*}
\bar{\psi}(x) \gamma^{[\alpha} i \overleftrightarrow{D}{ }^{\beta]} \psi(x)=-\varepsilon^{\alpha \beta \mu \lambda} \partial_{\mu}\left[\bar{\psi}(x) \gamma_{\lambda} \gamma_{5} \psi(x)\right] \tag{6.19}
\end{equation*}
$$

It then follows that the Belinfante-improved EMT simply coincides with the symmetric part of the kinetic EMT:

$$
\begin{equation*}
\frac{1}{2} T_{\mathrm{kin}, a}^{\{\mu \nu\}}(x)=T_{\mathrm{Bel}, a}^{\mu \nu}(x), \quad a=q, g \tag{6.20}
\end{equation*}
$$

where $\left.a^{\{\mu} b^{\nu}\right\}=a^{\mu} b^{\nu}+a^{\nu} b^{\mu}$. This relation is eventually due only to the total antisymmetry of the spin contribution.
Since kinetic and Belinfante-improved tensors differ by superpotential terms, they lead to the same charges. For this reason, the superpotentials are often dropped from the discussions in the literature. However, it is crucial to pay attention to these terms when discussing quantities at the density level, as we will show explicitly in the next Sections.

### 6.1.2 Energy-Momentum Tensor parametrization

We are interested in the matrix elements of the above-mentioned density operators. It will be sufficient to consider the operators evaluated at $x=0$, since the general case is recovered simply through a translation of fields. Moreover, since the average position is the Fourier conjugate of the momentum transfer $\Delta$, we need to consider off-forward matrix elements. As shown in Ref. [140], the matrix elements of the general local asymmetric Energy-Momentum Tensor for a spin- $1 / 2$ target are parametrized in terms of five form factors ${ }^{2}$ :

$$
\begin{align*}
& \left\langle p^{\prime}, s^{\prime}\right| T^{\mu \nu}(0)|p, s\rangle=\bar{u}\left(p^{\prime}, s^{\prime}\right)\left[\frac{P^{\mu} P^{\nu}}{M} A(t)+\frac{P^{\mu} i \sigma^{\nu \lambda} \Delta_{\lambda}}{4 M}(A+B+D)(t)\right. \\
& \left.\quad+\frac{\Delta^{\mu} \Delta^{\nu}-g^{\mu \nu} \Delta^{2}}{M} C(t)+M g^{\mu \nu} \bar{C}(t)+\frac{P^{\nu} i \sigma^{\mu \lambda} \Delta_{\lambda}}{4 M}(A+B-D)(t)\right] u(p, s) . \tag{6.21}
\end{align*}
$$

Here $M$ denotes the nucleon mass and the three-vectors $s$ and $s^{\prime}$ (with $s^{2}=$ $s^{\prime 2}=1$ ) indicate the three-dimensional rest-frame polarization of the initial and final states, respectively. As for the momentum four-vector, we follow the GPD notation in Chapter 4. It is important to stress the presence of the $D(t)$ form factor, that is due to antisymmetry of the generic EMT and thus vanishes in the parametrization of the corresponding Belinfante's version.
Beside the EMT, we also need a parametrization of the matrix elements of the quark spin operator $S_{q}^{\mu \alpha \beta}(0)$. Owing to Eq. (6.14), we can write

$$
\begin{equation*}
\left\langle p^{\prime}, \boldsymbol{s}^{\prime}\right| S_{q}^{\mu \alpha \beta}(0)|p, \boldsymbol{s}\rangle=\frac{1}{2} \varepsilon^{\mu \alpha \beta \lambda} \bar{u}\left(p^{\prime}, \boldsymbol{s}^{\prime}\right)\left[\gamma_{\lambda} \gamma_{5} G_{A}^{q}(t)+\frac{\Delta_{\lambda} \gamma_{5}}{2 M} G_{P}^{q}(t)\right] u(p, s), \tag{6.22}
\end{equation*}
$$

where $G_{A}^{q}(t)$ and $G_{P}^{q}(t)$ are, respectively, the axial-vector and induced pseudoscalar form factors already introduced in Eq. (4.39). It then follows from the QCD identity (6.19) that the form factor associated with the antisymmetric part of the quark EMT is related to the axial-vector form factor according to $[7,140]$

$$
\begin{equation*}
D_{q}(t)=-G_{A}^{q}(t) \tag{6.23}
\end{equation*}
$$

### 6.2 Three-dimensional densities in the instant form

Inspired by Sachs' interpretation of the electromagnetic form factors in the Breit frame [141], Polyakov and collaborators discussed the spatial distribution of angular momentum in instant form based on the Belinfante form of the EMT [128-131]. Here we revisit their discussion in more detail by using, this

[^21]time, the more general asymmetric EMT.
In the following we will consider the kinetic version (6.9) of the EMT. As we aim to discuss how OAM and spin contribute to the total angular momentum, emphasizing at the same time the role of the antisymmetric part of the EMT, from now on we will disregard the gluon term of the kinetic EMT, in view of the considerations that we made after Eqs. (6.15) and (6.17). It will therefore be understood that $T^{\mu \nu}=T_{\mathrm{kin}, q}^{\mu \nu}$, the latter being given in Eq. (6.10).

Let us start with the definition of kinetic OAM distribution in four-dimensional position space

$$
\begin{equation*}
\left\langle L^{i}\right\rangle(x)=\varepsilon^{i j k} x^{j} \int \frac{\mathrm{~d}^{3} \Delta}{(2 \pi)^{3}} e^{i \Delta \cdot x}\left\langle T^{0 k}\right\rangle \tag{6.24}
\end{equation*}
$$

where we introduced for convenience

$$
\begin{equation*}
\left\langle T^{\mu \nu}\right\rangle \equiv \frac{\left\langle p^{\prime}, \boldsymbol{s}\right| T^{\mu \nu}(0)|p, \boldsymbol{s}\rangle}{2 \sqrt{p^{\prime 0} p^{0}}} . \tag{6.25}
\end{equation*}
$$

Notice that the energy transfer $\Delta^{0}$ is not an independent variable but a function of the three-momentum transfer $\boldsymbol{\Delta}$ through the on-shell conditions (4.4); more precisely, we have

$$
\begin{equation*}
\Delta^{0}=\frac{\boldsymbol{P} \cdot \boldsymbol{\Delta}}{P^{0}}, \quad P^{0}=\frac{1}{2}\left[\sqrt{\left(\boldsymbol{P}+\frac{\boldsymbol{\Delta}}{2}\right)^{2}+M^{2}}+\sqrt{\left(\boldsymbol{P}-\frac{\boldsymbol{\Delta}}{2}\right)^{2}+M^{2}}\right] . \tag{6.26}
\end{equation*}
$$

By using integration by parts, and disregarding as usual the surface term, we rewrite Eq. (6.24) as

$$
\begin{equation*}
\left\langle L^{i}\right\rangle(x)=\varepsilon^{i j k} \int \frac{\mathrm{~d}^{3} \boldsymbol{\Delta}}{(2 \pi)^{3}} e^{i \Delta \cdot x}\left[-i \frac{\partial\left\langle T^{0 k}\right\rangle}{\partial \Delta^{j}}+\frac{x^{0}}{2}\left(\frac{p^{\prime j}}{p^{\prime 0}}+\frac{p^{j}}{p^{0}}\right)\left\langle T^{0 k}\right\rangle\right] . \tag{6.27}
\end{equation*}
$$

The second term in square brackets is in general different from zero. Its explicit time dependence comes from the non-conservation of the individual contributions to the total AM of the system. We can give it an interpretation as a distortion that changes the OAM distribution about the center of energy of the system, whit respect to the situation at rest (i.e. $\boldsymbol{P}=\mathbf{0}$ ). Accordingly, this term goes to zero if we take $\boldsymbol{L}$ and $\boldsymbol{P}$ parallel. It is interesting to notice that the total OAM remains nonetheless unvaried, as the distortion vanishes upon integration over space:

$$
\begin{equation*}
\varepsilon^{i j k} \int \mathrm{~d}^{3} \boldsymbol{x} \int \frac{\mathrm{~d}^{3} \boldsymbol{\Delta}}{(2 \pi)^{3}} e^{-i \Delta \cdot x} \frac{x^{0}}{2}\left(\frac{p^{\prime j}}{p^{\prime 0}}+\frac{p^{j}}{p^{0}}\right)\left\langle T^{0 k}\right\rangle=\left.\varepsilon^{i j k} x^{0} \frac{P^{j}}{P^{0}}\left\langle T^{0 k}\right\rangle\right|_{\Delta=0}=0 \tag{6.28}
\end{equation*}
$$

where we used $\left\langle T^{0 k}\right\rangle \xrightarrow{\Delta=0} 2 P^{0} P^{k}$.
A simple way to get rid of the distortion term, along with the $x^{0}$ dependence in Eq. (6.27), is to restrict ourselves to the Breit (or "brick-wall") frame (BF),
defined by the condition $\boldsymbol{P}=\mathbf{0}$. This implies in particular $\Delta^{0}=0$ and $P^{0}=$ $\sqrt{\frac{\Delta^{2}}{4}+M^{2}}$. We can then define the spatial density of kinetic OAM as ${ }^{3}$

$$
\begin{equation*}
\left\langle L^{i}\right\rangle(\boldsymbol{x})=-\left.i \varepsilon^{i j k} \int \frac{\mathrm{~d}^{3} \boldsymbol{\Delta}}{(2 \pi)^{3}} e^{-i \boldsymbol{\Delta} \boldsymbol{x}} \frac{\partial\left\langle T^{0 k}\right\rangle}{\partial \Delta^{j}}\right|_{\mathrm{BF}} \tag{6.29}
\end{equation*}
$$

where the notation indicates that we need to take the Breit-frame limit after derivation. Eq. (6.29) is indeed consistent with a density interpretation since $\boldsymbol{p}^{\prime}=-\boldsymbol{p}$ implies that the initial and final wave functions undergo the same Lorentz contraction.
We use the general parametrization (6.21) with the same rest-frame polarization three-vector $s$ for both the initial and final states. If we insert the following relations involving Dirac bilinears [142]:

$$
\begin{align*}
& \bar{u}\left(\frac{\Delta}{2}, s\right) \gamma_{5} u\left(-\frac{\Delta}{2}, s\right)=-(\boldsymbol{\Delta} \cdot \boldsymbol{s})  \tag{6.30}\\
& \bar{u}\left(\frac{\Delta}{2}, s\right) \gamma^{k} \gamma_{5} u\left(-\frac{\Delta}{2}, s\right)=2 P^{0} s^{k}-\frac{\Delta^{k}(\boldsymbol{\Delta} \cdot \boldsymbol{s})}{2\left(P^{0}+M\right)}  \tag{6.31}\\
& \bar{u}\left(\frac{\Delta}{2}, s\right) i \sigma^{k \lambda} \Delta_{\lambda} u\left(-\frac{\Delta}{2}, s\right)=-2 M i \epsilon^{k l m} \Delta^{l} s^{m} \tag{6.32}
\end{align*}
$$

we find that the kinetic OAM density reads

$$
\begin{equation*}
\left\langle L^{i}\right\rangle(\boldsymbol{x})=\int \frac{\mathrm{d}^{3} \boldsymbol{\Delta}}{(2 \pi)^{3}} e^{-i \boldsymbol{\Delta} \cdot \boldsymbol{x}}\left[s^{i} L(t)+\left[(\boldsymbol{\Delta} \cdot \boldsymbol{s}) \Delta^{i}-\boldsymbol{\Delta}^{2} s^{i}\right] \frac{\mathrm{d} L(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}^{2}} \tag{6.33}
\end{equation*}
$$

where we introduced for convenience the combination of energy-momentum form factors

$$
\begin{equation*}
L(t)=\frac{1}{2}[A(t)+B(t)+D(t)] . \tag{6.34}
\end{equation*}
$$

Similarly, for the spin density we find that

$$
\begin{align*}
\left\langle S^{i}\right\rangle(\boldsymbol{x}) & =\left.\frac{1}{2} \varepsilon^{i j k} \int \frac{\mathrm{~d}^{3} \boldsymbol{\Delta}}{(2 \pi)^{3}} e^{-i \boldsymbol{\Delta} \cdot \boldsymbol{x}}\left\langle S^{0 j k}\right\rangle\right|_{\mathrm{BF}} \\
& =\int \frac{\mathrm{d}^{3} \boldsymbol{\Delta}}{(2 \pi)^{3}} e^{-i \boldsymbol{\Delta} \cdot \boldsymbol{x}}\left[\frac{s^{i}}{2} G_{A}(t)-\frac{(\boldsymbol{\Delta} \cdot \boldsymbol{s}) \Delta^{i}}{4} \frac{\mathrm{~d} G(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}^{2}} \tag{6.35}
\end{align*}
$$

where we introduced for better readability

$$
\begin{equation*}
\frac{\mathrm{d} G(t)}{\mathrm{d} t}=\frac{1}{2 P^{0}}\left[\frac{G_{A}(t)}{P^{0}+M}+\frac{G_{P}(t)}{M}\right] . \tag{6.36}
\end{equation*}
$$

As we previously mentioned, Polyakov and collaborators [128-131] considered the Belinfante-improved form of the EMT. Recalling that $T_{\text {Bel }}^{\mu \nu}=\frac{1}{2} T^{\{\mu \nu\}}$, it is

[^22]easy to see that the density of Belinfante-improved total AM assumes the same structure as in Eq. (6.33), but now without the $D(t)$ contribution:
\[

$$
\begin{equation*}
\left\langle J_{\mathrm{Bel}}^{i}\right\rangle(\boldsymbol{x})=\int \frac{\mathrm{d}^{3} \boldsymbol{\Delta}}{(2 \pi)^{3}} e^{-i \boldsymbol{\Delta} \cdot \boldsymbol{x}}\left[s^{i} J(t)+\left[(\boldsymbol{\Delta} \cdot \boldsymbol{s}) \Delta^{i}-\boldsymbol{\Delta}^{2} s^{i}\right] \frac{\mathrm{d} J(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}^{2}} \tag{6.37}
\end{equation*}
$$

\]

where we used Polyakov's form factor

$$
\begin{equation*}
J(t)=\frac{1}{2}[A(t)+B(t)] . \tag{6.38}
\end{equation*}
$$

We can compare this expression with the kinetic total AM density $\left\langle J^{i}\right\rangle(\boldsymbol{x})=$ $\left\langle L^{i}\right\rangle(\boldsymbol{x})+\left\langle S^{i}\right\rangle(\boldsymbol{x})$. From Eqs. (6.33) and (6.35) and taking into account that $D(t)=-G_{A}(t)$, we find

$$
\begin{align*}
& \left\langle J^{i}\right\rangle(\boldsymbol{x})=\int \frac{\mathrm{d}^{3} \boldsymbol{\Delta}}{(2 \pi)^{3}} e^{-i \boldsymbol{\Delta} \cdot \boldsymbol{x}} \\
& \times\left[s^{i} J(t)+\left[(\boldsymbol{\Delta} \cdot \boldsymbol{s}) \Delta^{i}-\boldsymbol{\Delta}^{2} s^{i}\right] \frac{\mathrm{d} L(t)}{\mathrm{d} t}-\frac{(\boldsymbol{\Delta} \cdot \boldsymbol{s}) \Delta^{i}}{4} \frac{\mathrm{~d} G(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}^{2}} \tag{6.39}
\end{align*}
$$

Therefore we have at the density level

$$
\begin{equation*}
\left\langle J^{i}\right\rangle(\boldsymbol{x}) \neq\left\langle J_{\mathrm{Bel}}^{i}\right\rangle(\boldsymbol{x}), \tag{6.40}
\end{equation*}
$$

while

$$
\begin{equation*}
\left\langle J^{i}\right\rangle=\int \mathrm{d}^{3} \boldsymbol{x}\left\langle J^{i}\right\rangle(\boldsymbol{x})=\int \mathrm{d}^{3} \boldsymbol{x}\left\langle J_{\mathrm{Bel}}^{i}\right\rangle(\boldsymbol{x})=s^{i} J(0), \tag{6.41}
\end{equation*}
$$

which is nothing but the Ji relation [66] in the rest frame of the target. The reason for this mismatch is the total divergence in Eq. (6.17). We obtain for the corresponding density

$$
\begin{align*}
& \left\langle M^{i}\right\rangle(\boldsymbol{x})=\left.\frac{1}{2} \varepsilon^{i j k} \int \frac{\mathrm{~d}^{3} \boldsymbol{\Delta}}{(2 \pi)^{3}} e^{-i \boldsymbol{\Delta} \cdot \boldsymbol{x}} \Delta^{l} \frac{\partial\left\langle S^{l 0 k}\right\rangle}{\partial \Delta^{j}}\right|_{\mathrm{BF}} \\
& =-\int \frac{\mathrm{d}^{3} \boldsymbol{\Delta}}{(2 \pi)^{3}} e^{-i \boldsymbol{\Delta} \cdot \boldsymbol{x}}\left[\frac{\left[(\boldsymbol{\Delta} \cdot \boldsymbol{s}) \Delta^{i}-\boldsymbol{\Delta}^{2} s^{i}\right]}{2} \frac{\mathrm{~d} G_{A}(t)}{\mathrm{d} t}+\frac{(\boldsymbol{\Delta} \cdot \boldsymbol{s}) \Delta^{i}}{4} \frac{\mathrm{~d} G(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}^{2}} \tag{6.42}
\end{align*}
$$

leading then to

$$
\begin{equation*}
\left\langle J^{i}\right\rangle(\boldsymbol{x})=\left\langle J_{\mathrm{Bel}}^{i}\right\rangle(\boldsymbol{x})+\left\langle M^{i}\right\rangle(\boldsymbol{x}), \tag{6.43}
\end{equation*}
$$

as expected.
Notice that, since integrating over $\boldsymbol{x}$ is equivalent to setting $\boldsymbol{\Delta}=\mathbf{0}$, from Eqs. (6.37), (6.39) and (6.41) we can also write

$$
\begin{equation*}
J^{i}=s^{i} \int \mathrm{~d}^{3} \boldsymbol{x} \int \frac{\mathrm{~d}^{3} \boldsymbol{\Delta}}{(2 \pi)^{3}} e^{-i \boldsymbol{\Delta} \cdot \boldsymbol{x}} J\left(-\boldsymbol{\Delta}^{2}\right) \tag{6.44}
\end{equation*}
$$

It may therefore be tempting to interpret the Fourier transform of the form factor $J(t)$ as the density of total angular momentum. We see however from

Eqs. (6.37) and (6.39) that, in both the Belinfante's and in the kinetic case, other terms explicitly depending on $\boldsymbol{\Delta}$ do also contribute at the density level. More precisely, for the kinetic total AM we can introduce the following decomposition:

$$
\begin{equation*}
\left\langle J^{i}\right\rangle(\boldsymbol{x})=\left\langle J^{i}\right\rangle_{\text {naive }}(\boldsymbol{x})+\left\langle J^{i}\right\rangle_{\text {corr }}(\boldsymbol{x}) \tag{6.45}
\end{equation*}
$$

into a "naive" contribution

$$
\begin{equation*}
\left\langle J^{i}\right\rangle_{\text {naive }}(\boldsymbol{x})=\int \frac{\mathrm{d}^{3} \boldsymbol{\Delta}}{(2 \pi)^{3}} e^{-i \boldsymbol{\Delta} \cdot \boldsymbol{x}} s^{i} J\left(-\boldsymbol{\Delta}^{\mathbf{2}}\right) \tag{6.46}
\end{equation*}
$$

and a correction

$$
\begin{align*}
\left\langle J^{i}\right\rangle_{\text {corr }}(\boldsymbol{x})= & \int \frac{\mathrm{d}^{3} \boldsymbol{\Delta}}{(2 \pi)^{3}} e^{-i \boldsymbol{\Delta} \cdot \boldsymbol{x}} \\
& \times\left[\left[(\boldsymbol{\Delta} \cdot \boldsymbol{s}) \Delta^{i}-\boldsymbol{\Delta}^{2} s^{i}\right] \frac{\mathrm{d} L(t)}{\mathrm{d} t}-\frac{(\boldsymbol{\Delta} \cdot \boldsymbol{s}) \Delta^{i}}{4} \frac{\mathrm{~d} G(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}^{2}} \tag{6.47}
\end{align*}
$$

satisfying

$$
\begin{equation*}
\int \mathrm{d}^{3} \boldsymbol{x}\left\langle J^{i}\right\rangle_{\text {naive }}(\boldsymbol{x})=\left\langle J^{i}\right\rangle, \quad \int \mathrm{d}^{3} \boldsymbol{x}\left\langle J^{i}\right\rangle_{\text {corr }}(\boldsymbol{x})=0 \tag{6.48}
\end{equation*}
$$

Finally, in order to establish the connection with the results of [128-131], we decompose Eq. (6.37)

$$
\begin{equation*}
\left\langle J_{\mathrm{Bel}}^{i}\right\rangle(\boldsymbol{x})=\left\langle J_{\mathrm{Bel}}^{i}\right\rangle_{\text {mono }}(\boldsymbol{x})+\left\langle J_{\mathrm{Bel}}^{i}\right\rangle_{\text {quad }}(\boldsymbol{x}), \tag{6.49}
\end{equation*}
$$

into monopole and quadrupole contributions

$$
\begin{align*}
& \left\langle J_{\text {Bel }}^{i}\right\rangle_{\text {mono }}(\boldsymbol{x})=s^{i} \int \frac{\mathrm{~d}^{3} \boldsymbol{\Delta}}{(2 \pi)^{3}} e^{-i \boldsymbol{\Delta} \cdot \boldsymbol{x}}\left[J(t)+\frac{2 t}{3} \frac{\mathrm{~d} J(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}^{2}}  \tag{6.50}\\
& \left\langle J_{\text {Bel }}^{i}\right\rangle_{\text {quad }}(\boldsymbol{x})=\left.s^{j} \int \frac{\mathrm{~d}^{3} \boldsymbol{\Delta}}{(2 \pi)^{3}} e^{-i \boldsymbol{\Delta} \cdot \boldsymbol{x}}\left[\Delta^{i} \Delta^{j}-\frac{1}{3} \delta^{i j} \boldsymbol{\Delta}^{2}\right] \frac{\mathrm{d} J(t)}{\mathrm{d} t}\right|_{t=-\boldsymbol{\Delta}^{2}} . \tag{6.51}
\end{align*}
$$

### 6.3 Densities in the impact-parameter space

The density interpretation in the Breit frame is valid only when relativistic effects associated with the motion of the target can be neglected. For this reason, we considered $\boldsymbol{P}=\mathbf{0}$ to define 3D densities in the previous Section.
As argued in Section 4.4.1, the front-form dynamics represents an elegant way of getting rid of these relativistic corrections. Here we first consider, in the instant form, the two-dimensional limit of the Breit-frame densities introduced in Section 6.2, then the 2D densities in the elastic frame with $\boldsymbol{P} \neq \mathbf{0}$; finally we show how these are connected with the light-front densities in the impactparameter space. In order to comply with the notation adopted in the rest of this work, we will denote the Fourier conjugate variable to $\boldsymbol{\Delta}_{\perp}$ by $\boldsymbol{b}_{\perp}$ instead of $\boldsymbol{x}_{\perp}$.

### 6.3.1 2 D densities in the Breit frame

We first consider two-dimensional densities in the Breit frame $\boldsymbol{P}=\mathbf{0}$, obtained as projections on the transverse plane of the 3D distributions in Eqs. (6.33), (6.35), (6.37) and (6.42), namely

$$
\begin{equation*}
\left\langle j^{i}\right\rangle\left(\boldsymbol{b}_{\perp}\right)=\left.\int \mathrm{d} x^{3}\left\langle j^{i}\right\rangle(\boldsymbol{x})\right|_{\boldsymbol{x}=\left(\boldsymbol{b}_{\perp}, x^{3}\right)} \tag{6.52}
\end{equation*}
$$

with $j^{i}=L^{i}, S^{i}, J_{\mathrm{Bel}}^{i}, M^{i}$ and $i=1,2,3$. Note that since $\boldsymbol{x}$ is Fourier conjugate to $\boldsymbol{\Delta}$, integrating over $x^{3}$ amounts to set $\Delta^{3}=0$.
As we integrate out a specific direction, spherical symmetry is broken and it is hence convenient to distinguish between longitudinal and transverse components of the considered angular momentum densities. As far as the longitudinal components is concerned, we find

$$
\begin{align*}
& \left\langle L^{z}\right\rangle\left(\boldsymbol{b}_{\perp}\right)=s^{z} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}}\left[L(t)+t \frac{\mathrm{~d} L(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}_{\perp}^{2}},  \tag{6.53}\\
& \left\langle S^{z}\right\rangle\left(\boldsymbol{b}_{\perp}\right)=\frac{s^{z}}{2} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} G_{A}\left(-\boldsymbol{\Delta}_{\perp}^{2}\right),  \tag{6.54}\\
& \left\langle J_{\mathrm{Bel}}^{z}\right\rangle\left(\boldsymbol{b}_{\perp}\right)=s^{z} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}}\left[J(t)+t \frac{\mathrm{~d} J(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}_{\perp}^{2}},  \tag{6.55}\\
& \left\langle M^{z}\right\rangle\left(\boldsymbol{b}_{\perp}\right)=-\frac{s^{z}}{2} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}}\left[t \frac{\mathrm{~d} G_{A}(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}_{\perp}^{2}} . \tag{6.56}
\end{align*}
$$

The distributions are axially symmetric and satisfy once again

$$
\begin{equation*}
\left\langle J^{z}\right\rangle\left(b_{\perp}\right)=\left\langle L^{z}\right\rangle\left(b_{\perp}\right)+\left\langle S^{z}\right\rangle\left(b_{\perp}\right)=\left\langle J_{\mathrm{Bel}}^{z}\right\rangle\left(b_{\perp}\right)+\left\langle M^{z}\right\rangle\left(b_{\perp}\right) . \tag{6.57}
\end{equation*}
$$

Note also that the dependence on the induced pseudoscalar form factor $G_{P}(t)$ has disappeared because the latter is multiplied by $\Delta^{3}=0$.
As for the transverse components, instead, we obtain

$$
\begin{align*}
\left\langle L_{\perp}^{i}\right\rangle\left(\boldsymbol{b}_{\perp}\right) & =\int \frac{\mathrm{d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}}\left[s_{\perp}^{i} L(t)+\left[\left(\boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{s}_{\perp}\right) \Delta_{\perp}^{i}-\boldsymbol{\Delta}_{\perp}^{2} s_{\perp}^{i}\right] \frac{\mathrm{d} L(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}_{\perp}^{2}},  \tag{6.58}\\
\left\langle S_{\perp}^{i}\right\rangle\left(\boldsymbol{b}_{\perp}\right) & =\int \frac{\mathrm{d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}}\left[\frac{s_{\perp}^{i}}{2} G_{A}(t)-\frac{\left(\boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{s}_{\perp}\right) \Delta_{\perp}^{i}}{4} \frac{\mathrm{~d} G(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}_{\perp}^{2}},  \tag{6.59}\\
\left\langle J_{\mathrm{Bel}, \perp}^{i}\right\rangle\left(\boldsymbol{b}_{\perp}\right) & =\int \frac{\mathrm{d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}}\left[s_{\perp}^{i} J(t)+\left[\left(\boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{s}_{\perp}\right) \Delta_{\perp}^{i}-\boldsymbol{\Delta}_{\perp}^{2} s_{\perp}^{i}\right] \frac{\mathrm{d} J(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}_{\perp}^{2}},  \tag{6.60}\\
\left\langle M_{\perp}^{i}\right\rangle\left(\boldsymbol{b}_{\perp}\right) & =-\int \frac{\mathrm{d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}}\left[\frac{\left[\left(\boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{s}_{\perp}\right) \Delta_{\perp}^{i}-\boldsymbol{\Delta}_{\perp}^{2} s_{\perp}^{i}\right]}{2} \frac{\mathrm{~d} G_{A}(t)}{\mathrm{d} t}\right. \\
& \left.+\frac{\left(\boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{s}_{\perp}\right) \Delta_{\perp}^{i}}{4} \frac{\mathrm{~d} G(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}_{\perp}^{2}}, \tag{6.61}
\end{align*}
$$

with $i=1,2$.

### 6.3.2 2D densities in the elastic frame

Let us now consider the case where $\boldsymbol{P} \neq \mathbf{0}$. The only densities we can define are necessarily two-dimensional: in order to preserve the condition $\Delta^{0}=0$, which ensures that both the initial and final states are affected by the same Lorentz contraction factor, we have to restrict $\boldsymbol{\Delta}$ to the subspace orthogonal to $\boldsymbol{P}$. In Section 4.4.1 we defined the elastic frames (EF) by the condition $\boldsymbol{P} \cdot \boldsymbol{\Delta}=0$. They constitute a class of frames characterized by the fact that there is no energy transferred to the system, i.e. $\Delta^{0}=0$; the energy of the system is then given by

$$
P^{0}=\sqrt{\boldsymbol{P}^{2}+\frac{\boldsymbol{\Delta}^{2}}{4}+M^{2}}
$$

The Breit frame appears as a particular element of this class.
Also in this case, $\boldsymbol{P}$ distinguishes a particular spatial direction; it is thus convenient to write three-vectors in terms of longitudinal and transverse components. Without loss of generality, we choose the spatial axes so that $\boldsymbol{P}$ lies along the $z$ axis

$$
\begin{equation*}
\boldsymbol{P}=\left(\mathbf{0}_{\perp}, P\right), \quad \boldsymbol{\Delta}=\left(\boldsymbol{\Delta}_{\perp}, 0\right) \tag{6.62}
\end{equation*}
$$

Accordingly, we treat longitudinal and transverse components of the considered densities separately. Since the transverse ones involve complicated dependencies on the $P$ variable, that are not relevant for our discussion, here it is sufficient to focus on the longitudinal components only. Note that this choice allows us to automatically get rid of the time-dependence in Eq. (6.27). We define the impact-parameter densities of kinetic OAM and spin as

$$
\begin{align*}
\left\langle L^{z}\right\rangle\left(\boldsymbol{b}_{\perp}\right) & =-\left.i \varepsilon^{3 j k} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \frac{\partial\left\langle T^{0 k}\right\rangle}{\partial \Delta_{\perp}^{j}}\right|_{\mathrm{EF}} \\
& =s^{z} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}}\left[L(t)+t \frac{\mathrm{~d} L(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}_{\perp}^{2}}  \tag{6.63}\\
\left\langle S^{z}\right\rangle\left(\boldsymbol{b}_{\perp}\right) & =\left.\frac{1}{2} \varepsilon^{3 j k} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}}\left\langle S^{0 j k}\right\rangle\right|_{\mathrm{EF}} \\
& =\frac{s^{z}}{2} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} G_{A}\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \tag{6.64}
\end{align*}
$$

Similarly, for the impact-parameter densities of Belinfante-improved total AM and total divergence, we find

$$
\begin{align*}
\left\langle J_{\mathrm{Bel}}^{z}\right\rangle\left(\boldsymbol{b}_{\perp}\right) & =-\left.i \varepsilon^{3 j k} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \frac{\partial\left\langle T_{\mathrm{Bel}}^{0 k}\right\rangle}{\partial \Delta_{\perp}^{j}}\right|_{\mathrm{EF}} \\
& =s^{z} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}}\left[J(t)+t \frac{\mathrm{~d} J(t)}{\mathrm{d} t}\right]_{t=-\Delta_{\perp}^{2}},  \tag{6.65}\\
\left\langle M^{z}\right\rangle\left(\boldsymbol{b}_{\perp}\right) & =\left.\frac{1}{2} \varepsilon^{3 j k} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \Delta_{\perp}^{l} \frac{\partial\left\langle S^{l 0 k}\right\rangle}{\partial \Delta_{\perp}^{j}}\right|_{\mathrm{EF}}
\end{align*}
$$

$$
\begin{equation*}
=-\frac{s^{z}}{2} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}}\left[t \frac{\mathrm{~d} G_{A}(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}_{\perp}^{2}} . \tag{6.66}
\end{equation*}
$$

The following Dirac bilinears in the elastic frame have been used:

$$
\begin{align*}
& \bar{u}\left(P_{z}, \frac{\boldsymbol{\Delta}_{\perp}}{2}, s\right) \gamma^{3} \gamma_{5} u\left(P_{z},-\frac{\boldsymbol{\Delta}_{\perp}}{2}, s\right)=2 P^{0} s^{z}  \tag{6.67}\\
& \bar{u}\left(P_{z}, \frac{\Delta_{\perp}}{2}, s\right) i \sigma^{k \lambda} \Delta_{\lambda} u\left(P_{z},-\frac{\boldsymbol{\Delta}_{\perp}}{2}, s\right)=-2 M i \epsilon^{k l 3} \Delta^{l} s^{z}, \quad k=1,2 \tag{6.68}
\end{align*}
$$

Note that, remarkably, the 2D distributions (6.53)-(6.56) appear to be independent of $\boldsymbol{P}$. The reason is that longitudinal boosts do not mix longitudinal components of angular momentum. As a consequence, as long as we restrict to the longitudinal direction, 2D distributions in the elastic frame coincide with the projections onto the transverse plane of the 3D distributions in the Breit frame, namely Eqs. (6.53) to (6.56).

### 6.3.3 2D densities in the front form

Let us now switch to light-front coordinates. Similarly to the instant-form case, we start with the definition of kinetic OAM distribution in four-dimensional position space. Once again we focus on the longitudinal component only, and write

$$
\begin{equation*}
\left\langle L^{z}\right\rangle(x)=\varepsilon^{3 j k} x_{\perp}^{j} \int \frac{\mathrm{~d}^{2} \Delta_{\perp} \mathrm{d} \Delta^{+}}{(2 \pi)^{3}} e^{i \Delta \cdot x}\left\langle T^{+k}\right\rangle_{\mathrm{LF}} \tag{6.69}
\end{equation*}
$$

where ${ }^{4}$

$$
\begin{equation*}
\left\langle T^{\mu \nu}\right\rangle_{\mathrm{LF}} \equiv \frac{\left\langle p^{\prime}, s\right| T^{\mu \nu}(0)|p, s\rangle}{2 \sqrt{p^{\prime+} p^{+}}} \tag{6.70}
\end{equation*}
$$

Via the onshell conditions, we can express the light-front energy transfer $\Delta^{-}$ in terms of the three-momentum transfer $\left(\Delta^{+}, \Delta_{\perp}\right)$ as

$$
\begin{align*}
& \Delta^{-}=\frac{\boldsymbol{P}_{\perp} \cdot \boldsymbol{\Delta}_{\perp}-P^{-} \Delta^{+}}{P^{+}}  \tag{6.71}\\
& P^{-}=\frac{1}{2}\left[\frac{\left(\boldsymbol{P}_{\perp}+\frac{\boldsymbol{\Delta}_{\perp}}{2}\right)^{2}+M^{2}}{2\left(P^{+}+\frac{\Delta^{+}}{2}\right)}+\frac{\left(\boldsymbol{P}_{\perp}-\frac{\boldsymbol{\Delta}_{\perp}}{2}\right)^{2}+M^{2}}{2\left(P^{+}-\frac{\Delta^{+}}{2}\right)}\right] . \tag{6.72}
\end{align*}
$$

If we use integration by parts and disregard the surface term, we can rewrite Eq. (6.69) as

$$
\begin{equation*}
\left\langle L^{z}\right\rangle(x)=\varepsilon^{3 j k} \int \frac{\mathrm{~d}^{2} \Delta_{\perp} \mathrm{d} \Delta^{+}}{(2 \pi)^{3}} e^{i \Delta \cdot x}\left[-i \frac{\partial\left\langle T^{+k}\right\rangle_{\mathrm{LF}}}{\partial \Delta_{\perp}^{j}}+\frac{x^{+}}{2}\left(\frac{p_{\perp}^{\prime j}}{p^{\prime+}}+\frac{p_{\perp}^{j}}{p^{+}}\right)\left\langle T^{+k}\right\rangle_{\mathrm{LF}}\right] \tag{6.73}
\end{equation*}
$$

Densities in the light-front formalism are defined in the Drell-Yan (DY) frame where $\Delta^{+}=0$ and $\boldsymbol{P}_{\perp}=\mathbf{0}_{\perp}$; this amounts to integrating the four-dimensional

[^23]distributions over the longitudinal light-front coordinate $x^{-}$. In such a frame, analogously to the situation in the Breit frame in instant form, the dependence on the light-front time $x^{+}$in Eq. (6.73) drops out. We can use the following Dirac bilinears involving light-front spinors $u_{\text {LF }}$ :
\[

$$
\begin{align*}
& \bar{u}_{\mathrm{LF}}\left(P^{+}, \frac{\boldsymbol{\Delta}_{\perp}}{2}, s\right) \gamma^{+} \gamma_{5} u_{\mathrm{LF}}\left(P^{+},-\frac{\boldsymbol{\Delta}_{\perp}}{2}, \boldsymbol{s}\right)=2 P^{+} s^{z}  \tag{6.74}\\
& \bar{u}_{\mathrm{LF}}\left(P^{+}, \frac{\boldsymbol{\Delta}_{\perp}}{2}, s\right) i \sigma^{k \lambda} \Delta_{\lambda} u_{\mathrm{LF}}\left(P^{+},-\frac{\boldsymbol{\Delta}_{\perp}}{2}, s\right)=-2 M i \epsilon^{k l 3} \Delta_{\perp}^{l} s^{z}, \quad k=1,2 . \tag{6.75}
\end{align*}
$$
\]

The impact-parameter densities of kinetic OAM and spin in the light-front formalism are then given by

$$
\begin{align*}
\left\langle L^{z}\right\rangle\left(\boldsymbol{b}_{\perp}\right) & =-\left.i \varepsilon^{3 j k} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \frac{\partial\left\langle T^{+k}\right\rangle_{\mathrm{LF}}}{\partial \Delta_{\perp}^{j}}\right|_{\mathrm{DY}} \\
& =s^{z} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}}\left[L(t)+t \frac{\mathrm{~d} L(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}_{\perp}^{2}},  \tag{6.76}\\
\left\langle S^{z}\right\rangle\left(\boldsymbol{b}_{\perp}\right) & =\left.\frac{1}{2} \varepsilon^{3 j k} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}}\left\langle S^{+j k}\right\rangle_{\mathrm{LF}}\right|_{\mathrm{DY}} \\
& =\frac{s^{z}}{2} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} G_{A}\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) . \tag{6.77}
\end{align*}
$$

Similarly, for the impact-parameter densities of Belinfante-improved total angular momentum and total divergence, we find

$$
\begin{align*}
\left\langle J_{\mathrm{Bel}}^{z}\right\rangle\left(\boldsymbol{b}_{\perp}\right) & =-\left.i \varepsilon^{3 j k} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \frac{\partial\left\langle T_{\mathrm{Bel}}^{+k}\right\rangle_{\mathrm{LF}}}{\partial \Delta_{\perp}^{j}}\right|_{\mathrm{DY}} \\
& =s^{z} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}}\left[J(t)+t \frac{\mathrm{~d} J(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}_{\perp}^{2}}  \tag{6.78}\\
\left\langle M^{z}\right\rangle\left(\boldsymbol{b}_{\perp}\right) & =\left.\frac{1}{2} \varepsilon^{3 j k} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \Delta_{\perp}^{l} \frac{\partial\left\langle S^{l+k}\right\rangle_{\mathrm{LF}}}{\partial \Delta_{\perp}^{j}}\right|_{\mathrm{DY}} \\
& =-\frac{s^{z}}{2} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}}\left[t \frac{\mathrm{~d} G_{A}(t)}{\mathrm{d} t}\right]_{t=-\boldsymbol{\Delta}_{\perp}^{2}} \tag{6.79}
\end{align*}
$$

We observe that these light-front densities in the Drell-Yan frame coincide with the corresponding instant-form densities in the elastic frame in Eqs. (6.63) to (6.66). This should not be too surprising, since the Drell-Yan frame is nothing but the elastic frame with $\boldsymbol{P}$ defining the light-front direction. Moreover, instant-form and front-form definitions of the longitudinal angular momentum coincide in the infinite-momentum frame $\operatorname{limit}^{5} P_{z} \rightarrow \infty$. Since the 2D densities that we considered do not depend on $P_{z}$, they should be the same in both instant form and front form.

[^24]
### 6.3.4 Impact-parameter dependent form factors

By inspection of Eqs. (6.58) to (6.61) and (6.76) to (6.79), we recognize that the impact-parameter densities can be expressed with combinations of 2D Fourier transform of the form factors, defined as

$$
\begin{equation*}
\tilde{F}\left(b_{\perp}\right)=\int \frac{\mathrm{d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} F\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) . \tag{6.80}
\end{equation*}
$$

Let us consider the longitudinal components first. One finds

$$
\begin{align*}
\left\langle L^{z}\right\rangle\left(b_{\perp}\right) & =-\frac{s^{z}}{2} b_{\perp} \frac{\mathrm{d} \tilde{L}\left(b_{\perp}\right)}{\mathrm{d} b_{\perp}}  \tag{6.81}\\
\left\langle S^{z}\right\rangle\left(b_{\perp}\right) & =\frac{s^{z}}{2} \tilde{G}_{A}\left(b_{\perp}\right)  \tag{6.82}\\
\left\langle J_{\text {Bel }}^{z}\right\rangle\left(b_{\perp}\right) & =-\frac{s^{z}}{2} b_{\perp} \frac{\mathrm{d} \tilde{J}\left(b_{\perp}\right)}{\mathrm{d} b_{\perp}}  \tag{6.83}\\
\left\langle M^{z}\right\rangle\left(b_{\perp}\right) & =\frac{s^{z}}{2}\left[\tilde{G}_{A}\left(b_{\perp}\right)+\frac{1}{2} b_{\perp} \frac{\mathrm{d} \tilde{G}_{A}\left(b_{\perp}\right)}{\mathrm{d} b_{\perp}}\right] . \tag{6.84}
\end{align*}
$$

where again we integrated by parts and used

$$
-2 \boldsymbol{\Delta}_{\perp}^{2} \frac{\mathrm{~d} F}{\mathrm{~d} t}=\boldsymbol{\Delta}_{\perp} \cdot\left(\nabla_{\boldsymbol{\Delta}_{\perp}} F\right), \quad \nabla_{\boldsymbol{b}_{\perp}} \tilde{F}=\frac{\boldsymbol{b}_{\perp}}{b_{\perp}} \frac{\mathrm{d} \tilde{F}}{\mathrm{~d} b_{\perp}}
$$

The impact-parameter density of kinetic total AM $\left\langle J^{z}\right\rangle\left(b_{\perp}\right)=\left\langle L^{z}\right\rangle\left(b_{\perp}\right)+\left\langle S^{z}\right\rangle\left(b_{\perp}\right)$ will differ from the "naive" density

$$
\begin{equation*}
\left\langle J^{z}\right\rangle_{\text {naive }}\left(b_{\perp}\right)=s^{z} \tilde{J}\left(b_{\perp}\right) \tag{6.85}
\end{equation*}
$$

by a correction term

$$
\begin{equation*}
\left\langle J^{z}\right\rangle_{\text {corr }}\left(b_{\perp}\right)=-s^{z}\left[\tilde{L}\left(b_{\perp}\right)+\frac{1}{2} b_{\perp} \frac{\mathrm{d} \tilde{L}\left(b_{\perp}\right)}{\mathrm{d} b_{\perp}}\right] . \tag{6.86}
\end{equation*}
$$

We can also project the 3D monopole and quadrupole contributions to the Belinfante-improved total AM (6.50) and (6.51) onto the transverse plane. This gives

$$
\begin{align*}
& \left\langle J_{\text {Bel }}^{z}\right\rangle_{\text {mono }}\left(b_{\perp}\right)=\frac{s^{z}}{3}\left[\tilde{J}\left(b_{\perp}\right)-b_{\perp} \frac{\mathrm{d} \tilde{J}\left(b_{\perp}\right)}{\mathrm{d} b_{\perp}}\right]  \tag{6.87}\\
& \left\langle J_{\text {Bel }}^{z}\right\rangle_{\text {quad }}\left(b_{\perp}\right)=-\frac{s^{z}}{3}\left[\tilde{J}\left(b_{\perp}\right)+\frac{1}{2} b_{\perp} \frac{\mathrm{d} \tilde{J}\left(b_{\perp}\right)}{\mathrm{d} b_{\perp}}\right] . \tag{6.88}
\end{align*}
$$

Clearly, the total divergence (6.84), the correction (6.86) and the quadrupole (6.88) terms vanish once integrated over $\boldsymbol{b}_{\perp}$

$$
2 \pi \int \mathrm{~d} b_{\perp} b_{\perp}\left\langle M^{z}\right\rangle\left(b_{\perp}\right)=2 \pi \int \mathrm{~d} b_{\perp} b_{\perp}\left\langle J^{z}\right\rangle_{\text {corr }}\left(b_{\perp}\right)
$$

$$
\begin{equation*}
=2 \pi \int \mathrm{~d} b_{\perp} b_{\perp}\left\langle J_{\text {Bel }}^{z}\right\rangle_{\text {quad }}\left(b_{\perp}\right)=0 \tag{6.89}
\end{equation*}
$$

as one can see using integration by parts. This explains why the naive $\tilde{J}\left(b_{\perp}\right)$, the Polyakov-Goeke $\rho_{J}^{\mathrm{PG}}\left(b_{\perp}\right)$ and the infinite-momentum frame $\rho_{J}^{\mathrm{IMF}}\left(b_{\perp}\right)$ definitions considered by Adhikari and Burkardt [132] (corresponding in our notations to $\left\langle J^{z}\right\rangle_{\text {naive }}\left(b_{\perp}\right),\left\langle J_{\text {Bel }}^{z}\right\rangle_{\text {mono }}\left(b_{\perp}\right)$ and $\left\langle J_{\text {Bel }}^{z}\right\rangle\left(b_{\perp}\right)$, respectively) are different, even though they lead to the same integrated total angular momentum.

As for the transverse components is concerned, from Eqs. (6.58) to (6.61) we obtain

$$
\begin{align*}
\left\langle L_{\perp}^{i}\right\rangle\left(\boldsymbol{b}_{\perp}\right) & =\frac{s_{\perp}^{i}}{2} \tilde{L}\left(b_{\perp}\right)+\frac{1}{2}\left[\frac{\left(\boldsymbol{s}_{\perp} \cdot \boldsymbol{b}_{\perp}\right)}{b_{\perp}} b_{\perp}^{i}-s_{\perp}^{i} b_{\perp}\right] \frac{\mathrm{d} \tilde{L}}{d b_{\perp}},  \tag{6.90}\\
\left\langle S_{\perp}^{i}\right\rangle\left(\boldsymbol{b}_{\perp}\right) & =\frac{s_{\perp}^{i}}{2} \tilde{G}_{A}\left(b_{\perp}\right)-\frac{1}{8}\left[\frac{s_{\perp}^{i}}{2} \tilde{G}\left(b_{\perp}\right)+\frac{1}{2} \frac{\left(s_{\perp} \cdot \boldsymbol{b}_{\perp}\right)}{b_{\perp}} b_{\perp}^{i} \frac{\mathrm{~d} \tilde{G}}{d b_{\perp}}\right],  \tag{6.91}\\
\left\langle J_{\mathrm{Bel}, \perp}^{i}\right\rangle\left(\boldsymbol{b}_{\perp}\right) & =\frac{s_{\perp}^{i}}{2} \tilde{J}\left(b_{\perp}\right)+\frac{1}{2}\left[\frac{\left(\boldsymbol{s}_{\perp} \cdot \boldsymbol{b}_{\perp}\right)}{b_{\perp}} b_{\perp}^{i}-s_{\perp}^{i} b_{\perp}\right] \frac{\mathrm{d} \tilde{J}}{d b_{\perp}},  \tag{6.92}\\
\left\langle M_{\perp}^{i}\right\rangle\left(\boldsymbol{b}_{\perp}\right) & =-\frac{s_{\perp}^{i}}{4} \tilde{G}_{A}\left(b_{\perp}\right)+\frac{1}{4} \frac{\left(s_{\perp} \cdot \boldsymbol{b}_{\perp}\right)}{b_{\perp}} b_{\perp}^{i} \frac{\mathrm{~d} \tilde{G}_{A}}{d b_{\perp}}-\frac{s^{i}}{4} b_{\perp} \frac{\mathrm{d} \tilde{G}_{A}}{d b_{\perp}} \\
& +\frac{1}{8}\left[\frac{s_{\perp}^{i}}{2} \tilde{G}\left(b_{\perp}\right)+\frac{1}{2} \frac{\left(s_{\perp} \cdot \boldsymbol{b}_{\perp}\right)}{b_{\perp}} b_{\perp}^{i} \frac{\mathrm{~d} \tilde{G}}{d b_{\perp}}\right] . \tag{6.93}
\end{align*}
$$

Finally, we comment on the decomposition of the transverse components of the Belinfante total AM $\left\langle J_{\text {Bel, }}^{i}\right\rangle$ into quadrupole and monopole contributions. If we first separate the corresponding three-dimensional density according to Eq. (6.49), we find

$$
\begin{align*}
& \left\langle J_{\text {Bel }, \perp}^{i}\right\rangle_{\text {quad }}\left(\boldsymbol{b}_{\perp}\right)=\frac{s_{\perp}^{i}}{6} \tilde{J}\left(b_{\perp}\right)-\frac{1}{2}\left[\frac{b_{\perp}}{3} s_{\perp}^{i}-\frac{\left(s_{\perp} \cdot \boldsymbol{b}_{\perp}\right)}{b_{\perp}} b_{\perp}^{i}\right] \frac{\mathrm{d} \tilde{J}}{d b_{\perp}},  \tag{6.94}\\
& \left\langle J_{\text {Bel }, \perp}^{i}\right\rangle_{\text {mono }}\left(\boldsymbol{b}_{\perp}\right)=s^{i}\left[\frac{1}{3} \tilde{J}\left(b_{\perp}\right)-\frac{1}{3} b_{\perp} \frac{\mathrm{d} \tilde{J}}{d b_{\perp}}\right] \tag{6.95}
\end{align*}
$$

whose sum correctly yields Eq. (6.92). Nonetheless, we could proceed the other way around, by going to 2 -dimensional space first, via integration over $x^{3}$, and then separating the two contributions. The latter would of course differ from the previous case, yielding

$$
\begin{align*}
& \left\langle J_{\mathrm{Bel}, \perp}^{i}\right\rangle_{\text {quad }}\left(\boldsymbol{b}_{\perp}\right)=\left[-\frac{b_{\perp}}{4} s_{\perp}^{i}+\frac{1}{2} \frac{\left(s_{\perp} \cdot \boldsymbol{b}_{\perp}\right)}{b_{\perp}} b_{\perp}^{i}\right] \frac{\mathrm{d} \tilde{J}}{d b_{\perp}},  \tag{6.96}\\
& \left\langle J_{\mathrm{Bel}, \perp}^{i}\right\rangle_{\text {mono }}\left(\boldsymbol{b}_{\perp}\right)=s_{\perp}^{i}\left[\frac{1}{2} \tilde{J}\left(b_{\perp}\right)-\frac{1}{4} b_{\perp} \frac{\mathrm{d} \tilde{J}}{d b_{\perp}}\right], \tag{6.97}
\end{align*}
$$

but their sum would still give Eq. (6.92). The two operations are therefore commuting.

### 6.4 Illustration within the scalar-diquark model

In this Section we provide explicit calculations for the impact-parameter densities in the framework of the scalar-diquark model $[9,91,146]$. This simple model depicts the nucleon as a two-body system formed by an active quark of mass $m$ and a spectator system described by a scalar diquark of mass $m_{D}$. We suppose the interaction to be ruled by a Yukawa potential with coupling constant $g$. We stress that, strictly speaking, this is not a QCD model of the nucleon, as there are no gluon fields involved. Nonetheless, we consider this model for illustrative purposes and in order to establish a direct comparison with the results of Ref. [132].

Similarly to what we did for the dressed electron, we can reconstruct the quark Light-Front Wave Functions $\Psi_{\lambda}^{\Lambda}\left(x, \boldsymbol{k}_{\perp}\right)$ in the scalar-diquark model by applying perturbation theory up to first order in the Yukawa coupling. Here $\Lambda= \pm$ and $\lambda= \pm$ denote the light-front helicities of the nucleon and of the quark, respectively. One finds:

$$
\begin{align*}
& \Psi_{+}^{+}\left(x, \boldsymbol{k}_{\perp}\right)=\Psi_{-}^{-}\left(x, \boldsymbol{k}_{\perp}\right)=\left(M+\frac{m}{x}\right) \phi\left(x, \boldsymbol{k}_{\perp}^{2}\right),  \tag{6.98}\\
& \Psi_{-}^{+}\left(x, \boldsymbol{k}_{\perp}\right)=-\left[\Psi_{+}^{-}\left(x, \boldsymbol{k}_{\perp}\right)\right]^{*}=-\frac{k^{x}+i k^{y}}{x} \phi\left(x, \boldsymbol{k}_{\perp}^{2}\right), \tag{6.99}
\end{align*}
$$

where

$$
\begin{equation*}
\phi\left(x, \boldsymbol{k}_{\perp}^{2}\right)=-\frac{g x \sqrt{1-x}}{\boldsymbol{k}_{\perp}^{2}+u\left(x, m_{D}^{2}\right)} \tag{6.100}
\end{equation*}
$$

and $u\left(x, \mu^{2}\right)$ is the same defined in Eq. (5.11). We define the 2-dimensional Fourier transform of LFWFs from momentum to impact-parameter space as [132, 147, 148]

$$
\begin{equation*}
\Psi_{\lambda}^{\Lambda}\left(x, \boldsymbol{b}_{\perp}\right)=\frac{1}{1-x} \int \frac{\mathrm{~d}^{2} \boldsymbol{k}_{\perp}}{(2 \pi)^{2}} e^{i \boldsymbol{k}_{\perp} \cdot \boldsymbol{b}_{\perp} /(1-x)} \Psi_{\lambda}^{\Lambda}\left(x, \boldsymbol{k}_{\perp}\right) . \tag{6.101}
\end{equation*}
$$

As remarked in Ref. [132], the quark's momentum in the transverse plane $\boldsymbol{k}_{\perp}$ is not Fourier conjugate to the impact parameter $\boldsymbol{b}_{\perp}$, but rather to the displacement $\boldsymbol{r}_{\perp}=\boldsymbol{r}_{1, \perp}-\boldsymbol{r}_{2, \perp}$ between the active quark and the spectator; in order to account for that, a factor $\frac{1}{1-x}$ appears in the exponent of Eq. (6.101). The overall prefactor of $\frac{1}{1-x}$ is instead needed to guarantee proper normalization of the wave functions.
Writing $\boldsymbol{b}_{\perp}=b_{\perp}\left(\cos \phi_{b}, \sin \phi_{b}\right)$, we obtain (see Appendix C. 1 for details)

$$
\begin{align*}
& \Psi_{+}^{+}\left(x, \boldsymbol{b}_{\perp}\right)=\Psi_{-}^{-}\left(x, \boldsymbol{b}_{\perp}\right)=-\frac{g(x M+m)}{2 \pi \sqrt{1-x}} K_{0}(Z),  \tag{6.102}\\
& \Psi_{-}^{+}\left(x, \boldsymbol{b}_{\perp}\right)=\left[\Psi_{+}^{-}\left(x, \boldsymbol{b}_{\perp}\right)\right]^{*}=\frac{i g \sqrt{u\left(x, m_{D}^{2}\right)} e^{i \phi_{b}}}{2 \pi \sqrt{1-x}} K_{1}(Z), \tag{6.103}
\end{align*}
$$

where $K_{n}$ is the $n$-th order modified Bessel function of the second kind and $Z=\sqrt{u\left(x, m_{D}^{2}\right)} b_{\perp} /(1-x)$.

In Sections 4.4 and 4.4.1 we introduced Generalized Distribution Functions in momentum space first, then showed how their Fourier transform in the impact-parameter space can be interpreted as probability distribution. As we will briefly illustrate in the following, it is possible to establish a connection between the leading-twist GPDs and the form factors of the energy-momentum tensor in $\boldsymbol{b}_{\perp}$-space and eventually to the angular-momentum densities (6.81)(6.84). As a final result, we obtain overlap representations of the impactparameter densities in terms of LFWFs.
We denote the Fourier transforms of GPDs as

$$
\mathcal{F}\left(x, b_{\perp}\right)=\int \frac{\mathrm{d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{-i \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} F\left(x, 0,-\boldsymbol{\Delta}_{\perp}^{2}\right) .
$$

The following LFWF overlap representation in impact-parameter space holds ${ }^{6}$ [132] :

$$
\begin{align*}
\mathcal{H}\left(x, b_{\perp}\right) & =\frac{1}{2(2 \pi)(1-x)^{2}}\left[\left|\Psi_{+}^{+}\left(x, \boldsymbol{b}_{\perp}\right)\right|^{2}+\left|\Psi_{-}^{+}\left(x, \boldsymbol{b}_{\perp}\right)\right|^{2}\right],  \tag{6.104}\\
-\frac{1}{2 M}\left(i \frac{\partial}{\partial b_{x}}+\frac{\partial}{\partial b_{y}}\right) \mathcal{E}\left(x, b_{\perp}\right) & =\frac{1}{2(2 \pi)(1-x)^{2}}\left[\Psi_{+}^{+*}\left(x, \boldsymbol{b}_{\perp}\right) \Psi_{+}^{-}\left(x, \boldsymbol{b}_{\perp}\right)\right. \\
& \left.+\Psi_{-}^{+*}\left(x, \boldsymbol{b}_{\perp}\right) \Psi_{-}^{-}\left(x, \boldsymbol{b}_{\perp}\right)\right], \\
\tilde{\mathcal{H}}\left(x, b_{\perp}\right) & =\frac{1}{2(2 \pi)(1-x)^{2}}\left[\left|\Psi_{+}^{+}\left(x, \boldsymbol{b}_{\perp}\right)\right|^{2}-\left|\Psi_{-}^{+}\left(x, \boldsymbol{b}_{\perp}\right)\right|^{2}\right] . \tag{6.106}
\end{align*}
$$

In the scalar-diquark model, by using Eqs. (6.102)-(6.103), we find

$$
\begin{align*}
& \mathcal{H}\left(x, b_{\perp}\right)=\frac{g^{2}}{2(2 \pi)^{3}(1-x)}\left\{(x M+m)^{2}\left[K_{0}(Z)\right]^{2}+u\left(x, m_{D}^{2}\right)\left[K_{1}(Z)\right]^{2}\right\},  \tag{6.107}\\
& \mathcal{E}\left(x, b_{\perp}\right)=\frac{g^{2}}{2(2 \pi)^{3}} 2 M(x M+m)\left[K_{0}(Z)\right]^{2},  \tag{6.108}\\
& \tilde{\mathcal{H}}\left(x, b_{\perp}\right)=\frac{g^{2}}{2(2 \pi)^{3}(1-x)}\left\{(x M+m)^{2}\left[K_{0}(Z)\right]^{2}-u\left(x, m_{D}^{2}\right)\left[K_{1}(Z)\right]^{2}\right\} . \tag{6.109}
\end{align*}
$$

Taking the second Mellin moment of these expression, we obtain the EMT form factors in impact-parameter space [65]:

$$
\begin{equation*}
\int_{0}^{1} d x x\left[\mathcal{H}\left(x, b_{\perp}\right)+\mathcal{E}\left(x, b_{\perp}\right)\right]=\tilde{A}\left(b_{\perp}\right)+\tilde{B}\left(b_{\perp}\right) \tag{6.110}
\end{equation*}
$$

[^25]\[

$$
\begin{equation*}
\int_{0}^{1} d x \tilde{\mathcal{H}}\left(x, b_{\perp}\right)=\tilde{G}_{A}\left(b_{\perp}\right)=-\tilde{D}\left(b_{\perp}\right), \tag{6.111}
\end{equation*}
$$

\]

which can then be inserted in Eqs (6.81)-(6.88) to get the various contributions to the density of AM in the longitudinal direction.

In Fig. 6.1 we plot the above-mentioned densities as functions of the modulus $b_{\perp}$ of the impact parameter for a longitudinally polarized target. We choose the same mass parameters as Adhikari and Burkardt [132], namely $M=m=m_{D}=1 \mathrm{fm}^{-1}$. In order to regulate the ultraviolet divergences $b_{\perp} \rightarrow 0$, we adopt the Pauli-Villars regularization, using the diquark mass $m_{D}$ as a regulator. More precisely, for each one of the functions $\left\langle j^{z}\right\rangle\left(b_{\perp} ; m_{D}^{2}\right)$ considered, we plot

$$
\begin{equation*}
b_{\perp}\left[\left\langle j^{z}\right\rangle\left(b_{\perp} ; m_{D}^{2}\right)-\left\langle j^{z}\right\rangle\left(b_{\perp} ; M_{D}^{2}\right)\right] \tag{6.112}
\end{equation*}
$$

with $M_{D}^{2}=10 m_{D}^{2}$. The extra factor of $b_{\perp}$ comes from the Jacobian of the transformation to polar coordinates.
Going from top to bottom, in the first plot we present the kinetic total AM $\left\langle J^{z}\right\rangle$ (solid line) resulting from the sum of kinetic orbital angular momentum $\left\langle L^{z}\right\rangle$ in Eq. (6.76) (dashed line) and spin $\left\langle S^{z}\right\rangle$ in Eq. (6.77) (dashed line). In the scalar diquark model both contributions appear to be positive.
In the second plot we compare the kinetic total angular momentum $\left\langle J^{z}\right\rangle$ (solid line) with the Belinfante-improved total AM $\left\langle J_{\text {Bel }}^{z}\right\rangle\left(b_{\perp}\right)$ in Eq. (6.78) (dashed line), the difference being attributed to the $\left\langle M^{z}\right\rangle\left(b_{\perp}\right)$ term in Eq. (6.79) (dotted line), which originates from the total-divergence term in Eq. (6.17).
In the third plot, we compare the kinetic total angular momentum $\left\langle J^{z}\right\rangle\left(b_{\perp}\right)$ (solid line) with the naive density $\tilde{J}\left(b_{\perp}\right)$ in Eq. (6.85) (dashed line). Their difference is given by the correction term $\left\langle J^{z}\right\rangle_{\text {corr }}\left(b_{\perp}\right)$ in Eq. (6.86) (dotted line). In the fourth and last plot, we decomposed the Belinfante-improved total AM $\left\langle J_{\text {Bel }}^{z}\right\rangle\left(b_{\perp}\right)$ (dashed line) into the sum of the monopole contribution $\left\langle J_{\text {Bel }}^{z}\right\rangle_{\text {mono }}$ in Eq. (6.87) (dashed line) and the quadrupole contribution $\left\langle J_{\text {Bel }}^{z}\right\rangle_{\text {quad }}$ in Eq. (6.88) (dotted line).

The monopole term is what Adhikari and Burkardt called the PolyakovGoeke definition [132]. Once again, although the total divergence term $\left\langle M^{z}\right\rangle\left(b_{\perp}\right)$, the correction term $\left\langle J^{z}\right\rangle_{\text {corr }}\left(b_{\perp}\right)$ and the quadrupole contribution $\left\langle J_{\text {Bel }}^{z}\right\rangle_{\text {quad }}\left(b_{\perp}\right)$ integrate to zero, they need to be taken into account when comparing different definitions for the density of angular momentum.
Since there is no gauge field in the scalar diquark model we considered, we expect the kinetic OAM to coincide with the canonical (or Jaffe-Manohar) OAM [7]. The latter can be expressed in terms of the following LFWF overlap representation in impact-parameter space:

$$
\begin{equation*}
\mathcal{L}^{z}\left(b_{\perp}\right)=\frac{1}{2(2 \pi)} \int_{0}^{1} \mathrm{~d} x(1-x)\left|\Psi_{-}^{+}\left(x, \boldsymbol{b}_{\perp}\right)\right|^{2} . \tag{6.113}
\end{equation*}
$$



Figure 6.1: Plots of the densities of longitudinal angular momentum in units of $\frac{g^{2}}{16 \pi} \mathrm{fm}^{-1}$ as functions of $b_{\perp}=\left|\boldsymbol{b}_{\perp}\right|$. See the body of the text for a more detailed description.

By inserting Eq. (6.103), we find

$$
\begin{equation*}
\mathcal{L}^{z}\left(b_{\perp}\right)=\frac{g^{2}}{2(2 \pi)^{3}} \int_{0}^{1} \mathrm{~d} x u\left(x, m_{D}^{2}\right)\left[K_{1}(Z)\right]^{2} \tag{6.114}
\end{equation*}
$$

Note that the canonical OAM can alternatively be defined in terms of GTMDs according to Eq. (5.45) ${ }^{7}$ leading to the same expression as in Eq. (6.113) in the scalar diquark model [149]. This has to be compared with the expression for the kinetic OAM $\left\langle L^{z}\right\rangle\left(b_{\perp}\right)$ that we obtain from Eq. (6.81), using (6.107)-(6.111):

$$
\begin{align*}
\left\langle L^{z}\right\rangle\left(b_{\perp}\right)= & \frac{g^{2}}{2(2 \pi)^{3}} \frac{1}{2} \int_{0}^{1} \mathrm{~d} x \frac{1}{1-x}\left\{\left[(1-x)\left(x^{2} M^{2}-m^{2}\right)+(1+x) u\left(x, m_{D}^{2}\right)\right]\right. \\
& \left.\times Z K_{0}(Z) K_{1}(Z)(1+x) u\left(x, m_{D}^{2}\right)\left[K_{1}(Z)\right]^{2}\right\} \tag{6.115}
\end{align*}
$$

As we prove in Appendix C.3, we find that $\left\langle L^{z}\right\rangle\left(b_{\perp}\right)=\mathcal{L}^{z}\left(b_{\perp}\right)$ for $b_{\perp}>0$. To the best of our knowledge, this is the first time that the equality between kinetic and canonical OAM is checked explicitly at the density level. We also understand the failure to observe the equality in Ref. [132] as coming from the fact that the authors incorrectly defined the density of kinetic OAM as

$$
\begin{equation*}
L_{\mathrm{IMF}}^{z}\left(b_{\perp}\right) \equiv\left\langle J_{\mathrm{Bel}}^{z}\right\rangle\left(b_{\perp}\right)-\left\langle S^{z}\right\rangle\left(b_{\perp}\right), \tag{6.116}
\end{equation*}
$$

which misses the total divergence term $\left\langle M^{z}\right\rangle\left(b_{\perp}\right)$ as one can see from Eq. (6.57).

### 6.5 Summary

In this Chapter we addressed the question of the definition of angular momentum at the density level. Our point of emphasis is that in the context of Particle Physics, where spin densities play a fundamental role, one should consider the canonical, non-symmetric version of the Energy-Momentum Tensor. While superpotential terms do not play any role at the level of integrated quantities, it is of crucial importance to keep track of them at the density level. In particular, we showed that for a spin- $1 / 2$ target the form factor accounting for the antisymmetric part of the energy-momentum tensor coincides (up to a sign) with the axial-vector form factor. This provides an interesting new way of calculating the latter on the lattice.

We revisited and extended Polyakov's work on the three-dimensional distribution of angular momentum in instant form and in the Breit frame. Working with an asymmetric energy-momentum tensor allowed us to derive directly the correct density of orbital angular momentum. Densities in the Breit frame can be extended to the more general class of the elastic frame, provided one

[^26]projects onto a two-dimensional plane. Thanks to this generalization, we were able to establish a simple connection between instant-form densities defined in the Breit frame and light-front densities defined in the Drell-Yan frame for the longitudinal components of angular momentum.

We used the scalar diquark model to illustrate our results. We showed explicitly that when all the terms integrating to zero are included in the expressions, no discrepancies are found between the different definitions of angular momentum. In particular, we checked for the first time explicitly that the canonical and kinetic angular momentum do coincide at the density level, as expected in a system without gauge bosons.


## Summary and conclusions

The Standard Model (SM) has encountered invaluable success over the last few years in classifying and describing elementary particles that build the visible universe. Despite these tremendous achievements, however, it still misses to explain some fundamental properties of subatomic particles. This is true, in particular, for what concerns the QCD sector of the SM, which accounts for the strong interactions: the non-Abelian nature of the theory makes it impossible to solve it mathematically with the ordinary perturbative approaches and introduces difficulties in the interpretation of experiments. As a result, we are currently not able to see the global properties of nucleons, such as its mass and spin, as deriving from the properties of their elementary constituents, namely quarks and gluons. The ultimate goal of Hadronic Physics is to provide a solution to these problems.
The Standard Model is formulated in the framework of Quantum Field Theory (QFT). In this thesis we considered the formalism of light-front quantization, a QFT language which turns out to be particularly effective to reveal the internal structure of composite particles, and we applied it to the cases of QCD and QED.
We showed how light-front quantization helps us to rewrite and interpret the partonic distribution functions, which map quarks and gluons inside nucleons. We focused in particular on Generalized Transverse-Momentum Dependent (GTMD) and Transverse-Momentum Dependent (TMD) distribution functions, which we analyzed in the QED context. This procedure allowed us to obtain a order- $\alpha$ description, both in momentum and position space, of the dressed electron, thought as a two-body system composed of a bare electron and a photon.
Since light-front quantization prescribes the choice of the non-covariant lightcone gauge, we took the opportunity to discuss gauge invariance of QED in many facets. More precisely, we addressed the issue of which gauge-field propagator should be used in light-cone gauge in order to match light-front TimeOrdered Perturbation Theory and covariant approach with Feynamn diagrams; we also emphasized the role of the gauge link in preserving gauge invariance
when dealing with the calculation of TMDs. These are examples of results that are immediately transferable from QED to QCD, as they depend only on the common nature of the two as gauge theories.
We finally focused on the problem of properly defining quark's angular momentum densities in position space inside the nucleon. This is a relevant issue concerning the spin-decomposition puzzle. Light-front quantization again provides a beautiful solution aimed to avoid relativistic corrections in the twodimensional impact-parameter space, thus making it possible to interpret the considered densities as probability distributions.

In the following we summarize the results and possible outlooks of this work, referring to Sections 3.5, 5.4 and 6.5 for a more extended discussion.

### 7.1 Results

In this thesis we first gave an overview of light-front quantization methods for QCD, with particular emphasis on partonic distribution functions, then showed possible applications of this formalism in QED and QCD.
In Chapter 2 we introduced light-front quantization, mainly by adopting an historical point of view. We discussed several advantages of this formalism compared to the usual equal-time quantization, focusing especially on the simplification of the time-order perturbation theory (TOPT) approach, as well as on the effects related to the dynamics in the impact-parameter space.
In Chapter 3 we addressed the question of which form should be used for the gauge-field propagator in light-cone gauge, for the purpose of clarifying some inconsistencies and misleading results in the literature. To this end we reviewed the proof of the equivalence between light-front TOPT and Feynman-diagram approach in light-cone gauge at one-loop level in QED. Our conclusion is that the photon propagator should contain the sum of three terms, but the third can be dropped if one ignores at the same time the contributions from fourfermion interactions with instantaneous photons (which appear whenever we work in an axial gauge) in the covariant theory. We showed explicitly how lightfront time-ordered diagrams containing instantaneous photons can be matched starting from the two-term propagator, by correctly applying integration by residues of Feynman diagrams; this result is in contrast with what had been previously stated in the literature.
In Chapter 4 we recalled the definitions of the various distribution functions of partons inside the nucleon, adopting the light-front language. We focused in particular on the Fourier transforms of GPDs and GTMDs to the impactparameter space. The definitions of these objects are actually valid for any spin- $1 / 2$ composite system, thus making it possible to apply them also in the QED case of the electron.
In Chapter 5 we derived analytical expressions for the three-dimensional Wigner distributions in mixed momentum and position space and for the TMDs rel-
ative to the bare electron and to the photon inside the dressed electron. The latter appears as a ring-shaped object in momentum space, with a radius of about 200 keV . Remarkably, the electron's T-odd TMDs are vanishing at order $\alpha$ if we do not include vertex-correction and self-energy contributions. This fact represents a difference with respect to quark's TMDs in the QCD scenario. We argue, however, that this should not be the case, since the Sivers effect is supposed to show up in any gauge theory, regardless of its Abelian nature. The mismatch could then be due to the approximations we assumed; namely, our results are valid only up to order $\alpha$ and excluding the end-point $x=0, \boldsymbol{k}_{\perp}=\mathbf{0}_{\perp}$. We showed how the formalism of LFWF overlap representation gives a clear and simple interpretation of spin-spin and spin-orbit correlations encoded in TMDs. We also discussed the role of the transverse-gauge link in restoring gauge invariance of the theory, finding similar (yet not exactly equivalent) results compared to what happens in QCD.
Finally, in Chapter 6 we studied angular-momentum densities of quarks inside the nucleon in terms of form factors of the QCD energy-momentum tensor. In this regard, our work marks a step forward with respect to the preexisting literature, as it clarifies which definitions should be taken for the orbital angular momentum and spin density contributions to the total angular momentum density. We also stressed the importance of using the non-symmetric version of the energy-momentum tensor in the context of Particle Physics: in our derivation it is indeed crucial to take into account superpotential terms at the density level, although they vanish after integration. We evaluated the impactparameter densities in the scalar-diquark model of the nucleon, by means of the Light-Front Wave Function representation of GPDs, thus explaining the discrepancies between different definitions of (total) angular momentum found in previous works Ref. [132].

### 7.2 Outlooks

This thesis offers several opportunities for future perspectives, including both straightforward extensions of this work and applications in original projects. First, it is natural to wonder whether the results related to the distribution functions in the QED context could be verified experimentally. Although we cannot provide an answer to this question, a couple of comments are in order. As for the GTMDs is concerned, we remark that the identification of a QED process that could (at least in principle) allow for their measurement would be of great theoretical importance, since GTMDs are currently not accessible experimentally even in QCD ${ }^{1}$. Some proposals have been advanced for measurement of Wigner distributions with Quantum Optics methods [150,151], that may be connected to Wigner distributions of the photon inside the dressed electron. The dressed electron TMDs, instead, could be used to evaluate ra-

[^27]diative correction relevant in high-precision experiments involving a leptonic probe, with a procedure similar to the evaluation of proton-proton collisions (i.e. via a convolution of the TMDs of the electron and that of the target). Before embarking in such tasks, however, it would be necessary to provide a proper regularization and renormalization procedure so as to make sure that all physical contributions are taken into account. It would be interesting also to check whether the Sivers and Boer-Mulders effects are present in the QED context, either by extending the calculations presented in this thesis to higher perturbative orders, or by considering the analogous case of the positronium system.
For what concerns the quark's angular momentum densities, an interesting extension consists in considering also the transverse components of the operators studied in Chapter 6. We expect these to show a non-trivial dependence on the average momentum $\boldsymbol{P}$ of the system. In this case, then, it would be interesting to establish a connection between instant-form and light-front form results. We finally mention that also the other components of the QCD Energy-Momentum Tensor (EMT) could be analyzed in terms of form factors with a procedure similar to ours. As discussed in Ref. [128], these are related to fundamental quantities such as the nucleon mass and shear forces and pressures inside the nucleon. We stress again the importance, as our derivation makes evident, of adopting the non-symmetric EMT in this context. In particular, the $D(t)$ form factor related to the antisymmetric part of the EMT could be investigated on the lattice, by taking advantage of its simple relation with the axial-vector form factor, as we have derived from the QCD equations of motion.

## Appendix

## A

## Electron self-energies

In this Appendix we explicitly derive the results (3.74) and (3.75) which give, respectively, the contributions $\Sigma_{2}$ and $\Sigma_{3}$ to the electron self-energy in covariant approach.

We start from the contribution $\Sigma_{2}$. The matrix element in the numerator of the integrand in Eq. (3.72b) can be rewritten as

$$
\begin{equation*}
\bar{u}_{s^{\prime}}(P) \gamma^{\nu} \gamma^{+} \gamma^{\mu} d_{\mu \nu}(\tilde{k}) u_{s}(P)=2 \bar{u}_{s^{\prime}}(P) \gamma^{+} u_{s}(P)=4 P^{+} \delta_{s, s^{\prime}}, \tag{A.1}
\end{equation*}
$$

where we used the relations

$$
\gamma_{\mu} \gamma^{\nu} \gamma^{\mu}=-2 \gamma^{\nu}, \quad \bar{u}_{s^{\prime}}(P) \gamma^{+} u_{s}(P)=2 P^{+} \delta_{s, s^{\prime}} .
$$

As a result we can write

$$
\begin{equation*}
-i \bar{u}_{s^{\prime}}(P) \Sigma_{2}(P) u_{s}(P)=-\frac{e^{2} P^{+}}{2 m(2 \pi)^{3}} \delta_{s, s^{\prime}} \int \mathrm{d}^{2} \boldsymbol{k}_{\perp} \int \mathrm{d} x \frac{4 P^{+}}{2(1-x) P^{+}} I_{1}, \tag{A.2}
\end{equation*}
$$

where in the $I_{1}$ term we have isolated the integral over $k^{-}$, i.e.

$$
I_{1}=\int \frac{\mathrm{d} k^{-}}{2 \pi} \frac{1}{k^{2}+i \epsilon} .
$$

By introducing the new variable

$$
\begin{equation*}
u=\frac{1}{k^{-}}, \tag{A.3}
\end{equation*}
$$

we can rewrite $I_{1}$ as

$$
\begin{equation*}
I_{1}=-\frac{1}{2 x P^{+}} \int \frac{\mathrm{d} u}{2 \pi} \frac{1}{u} \frac{1}{\left[1-u\left(\frac{k_{1}^{2}-i \epsilon}{2 x P^{+}}\right)\right]}, \tag{A.4}
\end{equation*}
$$

which shows poles for $u=0$ (i.e. $k^{-}=\infty$ ) and $u=\frac{2 x P^{+}}{k_{1}^{2}-i \epsilon} \equiv u_{x}$. We regularize the first singularity by substituting

$$
\begin{equation*}
\frac{1}{u} \rightarrow \frac{1}{2}\left(\frac{1}{u+i \delta}+\frac{1}{u-i \delta}\right) . \tag{A.5}
\end{equation*}
$$

As a result, we have

$$
\begin{equation*}
I_{1}=-\frac{1}{4 x P^{+}} \int \frac{\mathrm{d} u}{2 \pi} \frac{1}{\left[1-u\left(\frac{k_{1}^{2}-i \epsilon}{2 x P^{+}}\right)\right]}\left(\frac{1}{u+i \delta}+\frac{1}{u-i \delta}\right) . \tag{A.6}
\end{equation*}
$$

When considering the first term in round brackets, the first singularity now falls into the lower half-plane (at $u=-i \delta$ ); therefore we will obtain a nonzero result when $u_{x}$ is in the upper half-plane, which means for $x>0$. The specular situation holds for the second term in round brackets, which will then contribute only for $x<0$.
If we choose the contour of integration for the first and second term enclosing the $-i \delta$ and $+i \delta$ poles, respectively, and then take the limit $\delta \rightarrow 0$, it is easy to see that we come up with the following result

$$
\begin{equation*}
I_{1}=\frac{i}{4 x P^{+}}[\theta(x)-\theta(-x)]=\frac{i}{4 x P^{+}} \operatorname{sgn}(x) . \tag{A.7}
\end{equation*}
$$

As we insert Eq. (A.7) into (A.2), we finally get

$$
\begin{align*}
-i \bar{u}_{s^{\prime}}(P) \Sigma_{2}(P) u_{s}(P) & =-\frac{i e^{2}}{4 m(2 \pi)^{3}} \delta_{s, s^{\prime}} \int \mathrm{d}^{2} \boldsymbol{k}_{\perp} \int \mathrm{d} x \frac{1}{x(1-x)} \operatorname{sgn}(x) \\
& =-\frac{i e^{2}}{2 m(2 \pi)^{3}} \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \int_{0}^{\infty} \mathrm{d} x \frac{1}{x(1-x)} \delta_{s, s^{\prime}} \tag{A.8}
\end{align*}
$$

as reported in Eq. (3.74).
For the calculation of the contribution $\Sigma_{3}$, we start from Eq. (3.72c) and rewrite the matrix element in the numerator of the integrand as

$$
\begin{align*}
\bar{u}_{s^{\prime}}(P) \gamma^{+}(\tilde{l}+m) \gamma^{+} u_{s}(P) & =l^{+} \bar{u}_{s^{\prime}}(P) \gamma^{+} \gamma^{-} \gamma^{+} u_{s}(P) \\
& =2(1-x) P^{+} \bar{u}_{s^{\prime}}(P) \gamma^{+} u_{s}(P)=4(1-x)\left(P^{+}\right)^{2} \delta_{s, s^{\prime}} \tag{A.9}
\end{align*}
$$

As a result, we have

$$
\begin{equation*}
-i \bar{u}_{s^{\prime}}(P) \Sigma_{3}(P) u_{s}(P)=\frac{e^{2} P^{+}}{2 m(2 \pi)^{3}} \delta_{s, s^{\prime}} \int \mathrm{d}^{2} \boldsymbol{k}_{\perp} \int \mathrm{d} x \frac{4(1-x)\left(P^{+}\right)^{2}}{\left(x P^{+}\right)^{2}} I_{2} \tag{A.10}
\end{equation*}
$$

where the integral $I_{2}$ over $k^{-}$is given by

$$
\begin{equation*}
I_{2}=\int \frac{\mathrm{d} k^{-}}{2 \pi} \frac{1}{(P-k)^{2}-m^{2}+i \epsilon} . \tag{A.11}
\end{equation*}
$$

By changing the variable of integration as in (A.3), and using the on-shell condition $P^{2}=m^{2}$, one obtains

$$
\begin{equation*}
I_{2}=-\frac{1}{2(1-x) P^{+}} \int \frac{\mathrm{d} u}{2 \pi} \frac{1}{u} \frac{1}{\left[1-u \frac{x m^{2}+\boldsymbol{k}_{1}^{2}-i \epsilon}{2(x-1) P^{+}}\right]} \tag{A.12}
\end{equation*}
$$

We can henceforth proceed as before, replacing $1 / u$ according to (A.5); the integration around the pole at $u=-i \delta$ will now give a nonzero result only when $x-1>0$, while the integration around the pole at $u=i \delta$ contributes when $x-1<0$. By taking the limit $\delta \rightarrow 0$, one finds

$$
\begin{equation*}
I_{2}=\frac{i}{4(x-1) P^{+}}[\theta(x-1)-\theta(1-x)]=-\frac{i}{4(x-1) P^{+}} \operatorname{sgn}(1-x) . \tag{A.13}
\end{equation*}
$$

Inserting this back in (A.10), one comes up with

$$
\begin{equation*}
-i \bar{u}_{s^{\prime}}(P) \Sigma_{3}(P) u_{s}(P)=\frac{i e^{2}}{2 m(2 \pi)^{3}} \delta_{s, s^{\prime}} \int \mathrm{d}^{2} \boldsymbol{k}_{\perp} \int \mathrm{d} x \frac{1}{x^{2}} \operatorname{sgn}(1-x) \tag{A.14}
\end{equation*}
$$

Note that, since $1 / x^{2}$ is an even function of $x$, we have:

$$
\begin{align*}
\int \mathrm{d} x \frac{1}{x^{2}} \operatorname{sgn}(1-x) & =-\int_{-\infty}^{1} \mathrm{~d} x \frac{1}{x^{2}}+\int_{1}^{\infty} \mathrm{d} x \frac{1}{x^{2}}=-\int_{-1}^{\infty} \mathrm{d} x \frac{1}{x^{2}}+\int_{1}^{\infty} \mathrm{d} x \frac{1}{x^{2}} \\
& =-\int_{0}^{\infty} \mathrm{d} x \frac{1}{(1-x)^{2}}+\int_{0}^{\infty} \mathrm{d} x \frac{1}{(1+x)^{2}} \tag{A.15}
\end{align*}
$$

We therefore conclude that Eq. (A.14) becomes

$$
\begin{equation*}
\bar{u}_{s^{\prime}}(P) \Sigma_{3}(P) u_{s}(P)=\frac{e^{2}}{2 m(2 \pi)^{3}} \delta_{s, s^{\prime}} \int \mathrm{d}^{2} \boldsymbol{k}_{\perp} \int_{0}^{\infty} \mathrm{d} x\left[\frac{1}{(1-x)^{2}}-\frac{1}{(1+x)^{2}}\right] \tag{A.16}
\end{equation*}
$$

which coincides with Eq. (3.75).
Let us now prove the derivation of Eqs. (3.87) and (3.88) from (3.83) and (3.84), respectively. Notice that (thanks to the invariance of the trace under cyclic permutations), Eqs. (3.83) and (3.84) can be obtained one from the other via the exchange $k \leftrightarrow l$, up to a minus sign; we hence evaluate only one of the two equations. The numerator of (3.83) is

$$
\begin{equation*}
\operatorname{Tr}\left[\gamma^{\nu} \tilde{l} \gamma^{\mu} \gamma^{+}\right]=l^{+} \operatorname{Tr}\left[\gamma^{\nu} \gamma^{-} \gamma^{\mu} \gamma^{+}\right]+l^{-} \operatorname{Tr}\left[\gamma^{\nu} \gamma^{+} \gamma^{\mu} \gamma^{+}\right]-l_{i} \operatorname{Tr}\left[\gamma^{\nu} \gamma^{i} \gamma^{\mu} \gamma^{+}\right] \tag{A.17}
\end{equation*}
$$

Out of these three terms, the second one can be neglected with the same argument made for (3.85), while the third one can be dropped since $l_{i}=-k_{i}$ $(i=1,2)$ and we are integrating over $\boldsymbol{k}_{\perp}$. Consequently, we are left with

$$
\begin{equation*}
\varepsilon_{\lambda^{\prime}, \nu}^{*}(P) \operatorname{Tr}\left[\gamma^{\nu} \gamma^{-} \gamma^{\mu} \gamma^{+}\right] \varepsilon_{\lambda, \mu}(P)=4 \delta_{\lambda, \lambda^{\prime}}, \tag{A.18}
\end{equation*}
$$

where we used

$$
\varepsilon_{\lambda^{\prime}, \mu}^{*}(P) \varepsilon_{\lambda}^{\mu}(P)=g_{\lambda, \lambda^{\prime}}=-\delta_{\lambda, \lambda^{\prime}}, \quad \text { for } \lambda, \lambda^{\prime}=1,2 .
$$

Therefore we can rewrite

$$
\begin{equation*}
i \varepsilon_{\lambda^{\prime}, \nu}^{*}(P) \Pi_{2}^{\mu \nu}(P) \varepsilon_{\lambda, \mu}(P)=-\frac{4 e^{2} P^{+}}{(2 \pi)^{3}} \int \mathrm{~d}^{2} \boldsymbol{k}_{\perp} \int \mathrm{d} x \frac{(1-x) P^{+}}{x P^{+}} \delta_{\lambda, \lambda^{\prime}} I_{2} \tag{A.19}
\end{equation*}
$$

where the integral $I_{2}$ coincides with (A.11) and yields the result (A.13); if we put the latter into (A.19), we finally get Eq. (3.87). The substitution $k \rightarrow l$ now reduces to the exchange $x \rightarrow 1-x$; if we also put an extra minus sign, we recover Eq. (3.88).

## Appendix B

## On the TMD calculation

## B. 1 Handbag diagram and Deep Inelastic Scattering

It is useful to revisit how the correlator (4.27) is linked to the cross section of the simplest process involving a diagonal matrix element of the quark current between initial and final states with zero momentum transfer, namely inclusive Deep Inelastic Scattering (DIS) [62,63,152]. We eventually recover that the diagrammatic representation of the correlator is given by the handbag diagram Fig. 4.4. It should be emphasized, however, that DIS cannot be used to experimentally access TMDs, since in this process we are not sensitive to the transverse momentum of the active parton.
DIS is illustrated in Fig. B.1: a leptonic probe with momentum $l$ and spin $s$ scatters off an hadron with momentum $P$, mass $M$ and spin $S$ via the exchange of a virtual photon with momentum $q$. The process is said to be inclusive when we detect only the lepton with momentum $l^{\prime}=l-q$ and spin $s^{\prime}$ in the final state, while the final hadronic states, which we denote as $X$, are unobserved. We define the virtuality of the photon as $Q^{2}=-q^{2}$, which is referred to also as the hard scale of the process. The scattering is considered deep in the limit $Q^{2} \gg M^{2}$ along with $P \cdot q \gg M^{2}$, while the ratio

$$
\begin{equation*}
x_{B}=\frac{Q^{2}}{2 P \cdot q}, \tag{B.1}
\end{equation*}
$$

which defines the Bjorken variable $x_{B}$, is assumed to remain constant as $Q, P$. $q \rightarrow \infty$. In this approximation, the parton-model approach where the scattering takes place only between the lepton probe and one of the quarks inside the nucleon, while the other are considered as non-interacting spectators, is a good assumption.
The differential cross section of the inclusive DIS process can be expressed as

$$
\begin{equation*}
l^{\prime} \frac{\mathrm{d} \sigma}{d^{3} l^{\prime}}=\frac{1}{l \cdot P} \frac{\alpha^{2}}{Q^{4}} L^{\mu \nu} W_{\mu \nu} \tag{B.2}
\end{equation*}
$$



Figure B.1: Inclusive Deep Inelastic Scattering.


Figure B.2: DIS amplitude with a quark in the final state (a) and handbag diagram for the corresponding cross section (b).
where we separated the contributions from the leptonic tensor

$$
\begin{equation*}
L^{\mu \nu}\left(l, l^{\prime} ; s\right)=\frac{1}{2} \sum_{s^{\prime}}\left(\bar{u}_{s^{\prime}}\left(l^{\prime}\right) \gamma^{\mu} u_{s}(l)\right)^{*}\left(\bar{u}_{s^{\prime}}\left(l^{\prime}\right) \gamma^{\nu} u_{s}(l)\right) \tag{B.3}
\end{equation*}
$$

and the hadronic tensor

$$
\begin{equation*}
W^{\mu \nu}(q, P ; S)=\frac{1}{2 \pi} \oint_{X}(2 \pi)^{4} \delta^{4}\left(p_{X}-P-q\right)\langle P, S| J^{\mu}(0)|X\rangle\langle X| J^{\nu}(0)|P, S\rangle \tag{B.4}
\end{equation*}
$$

Here $J^{\mu}(x)=e_{f} \bar{\psi}(x) \gamma^{\mu} \psi(x)$ is the electromagnetic current related to a quark with charge $e_{f}$ in units of $e .^{1}$ The leptonic tensor takes into account the electromagnetic interaction of the probe with the active parton and can be hence calculated perturbatively. The hadronic tensor, instead, contains all the non-perturbative information about the target.
Let us now split the final state $|X\rangle$ in Eq. (B.4) into a free quark with

[^28]momentum $k^{\prime}=k+q$ and mass $m$ and a remnant state $\left|X^{\prime}\right\rangle$, as shown in diagram (a) of Fig. B.2. By using the on-shell condition to rewrite
\[

$$
\begin{equation*}
\int \frac{\mathrm{d}^{3} k^{\prime}}{(2 \pi)^{3} 2 k^{\prime 0}}=\int \mathrm{d}^{4} k \delta\left(k^{\prime 2}-m^{2}\right) \theta\left(k^{\prime 0}-m\right) \tag{B.5}
\end{equation*}
$$

\]

and the completeness for $\left|X^{\prime}\right\rangle$, we obtain

$$
\begin{align*}
W^{\mu \nu}(q, k, P ; S)= & \sum_{f} e_{f}^{2} \int \mathrm{~d}^{4} k \delta\left((k+q)^{2}-m^{2}\right) \theta\left(k^{0}+q^{0}-m\right) \int \frac{\mathrm{d}^{4} z}{(2 \pi)^{4}} e^{i k \cdot z} \\
& \times\left[\langle P, S| \bar{\psi}(0) \psi(z)|P, S\rangle \gamma^{\mu}(\not k+\not k+m) \gamma^{\nu}\right. \\
& \left.+\langle P, S| \psi(0) \bar{\psi}(z)|P, S\rangle \gamma^{\nu}(\not k+\not k+m) \gamma^{\mu}\right] . \tag{B.6}
\end{align*}
$$

The second term in square brackets in Eq. (B.6) refers to the situation where, instead of a quark, we have an antiquark interacting with the virtual photon; we will drop it in the present discussion from now on.
We refer to Fig. B. 2 for a diagrammatic interpretation of Eq. (B.6). It is easy to recognize that the right-hand side corresponds to the square of the amplitude described by diagram (a), "amputated" of the virtual photon line. Thanks to the optical theorem [46], we can represent the square of (a) with the handbag diagram (b), where the cut indicates that, in addition to the usual Feynman rules, we have to integrate over the final states and insert the on-shell condition $\delta\left(P_{X}^{2}-m_{X}^{2}\right) \theta\left(p_{X}^{0}\right)$ for each particle in the final state. Furthermore, imaginary parts in the propagators change sign going from the left side to the right side of the cut.
We finally relate the hadronic tensor with the correlator at vanishing momentum transfer by rewriting

$$
\begin{align*}
W^{\mu \nu}= & \sum_{f} e_{f}^{2} \int \mathrm{~d}^{4} k \delta\left((k+q)^{2}-m^{2}\right) \theta\left(k^{0}+q^{0}-m\right) \\
& \times \operatorname{Tr}\left[\Phi_{S}(k ; P) \gamma^{\mu}(\not k+\not k+m) \gamma^{\nu}\right], \tag{B.7}
\end{align*}
$$

where

$$
\begin{equation*}
\Phi_{S}(k ; P)=\int \frac{\mathrm{d}^{4} z}{(2 \pi)^{4}} e^{i k \cdot z}\langle P, S| \bar{\psi}(0) \psi(z)|P, S\rangle \tag{B.8}
\end{equation*}
$$

coincides with Eq. (4.27) once we integrate over $k^{-}$. The diagrammatic representation of the correlator is shown in Fig. 4.4. It corresponds to the "lower part" of the handbag diagram (b) of Fig. B.2, obtained by removing the fermion propagator and the virtual photons, but still including the cut. This can be seen by reinserting the completeness on the hadronic final state $\left|X^{\prime}\right\rangle$ in Eq. (B.8):

$$
\begin{equation*}
\Phi_{S}(k ; P)=\mathscr{f}_{X^{\prime}}\langle P, S| \bar{\psi}(0)\left|X^{\prime}\right\rangle\left\langle X^{\prime}\right| \psi(0)|P, S\rangle \delta^{(4)}\left(P-k-P_{X^{\prime}}\right) . \tag{B.9}
\end{equation*}
$$

## B. 2 TMD gauge invariance

In Section 5.3.2 we showed that, in Feynman gauge, the leading-twist TMDs at order $\alpha$ receive contributions from three different diagrams, namely (a) to (c) in Fig. 5.5. It was then demonstrated in Section 5.3.3 that these contributions can be identified with the three terms coming from diagram (a) alone, but written with the light-cone gauge photon propagator. Here we summarize how the T-even TMDs reported in Eqs. (5.64) to (5.70) can be decomposed in the sum of these three terms:

$$
\begin{align*}
& f_{1}^{A}\left(x, \boldsymbol{k}_{\perp}\right)=\frac{1}{(2 \pi)^{3}}\left[\frac{\boldsymbol{k}_{\perp}^{2}+m^{2}\left(1-4 x+x^{2}\right)}{x}\right] \varphi^{2}\left(x, \boldsymbol{k}_{\perp}\right), \\
& f_{1}^{B}\left(x, \boldsymbol{k}_{\perp}\right)=f_{1}^{C}\left(x, \boldsymbol{k}_{\perp}\right)=\frac{1}{(2 \pi)^{3}}\left[\frac{\boldsymbol{k}_{\perp}^{2}+m^{2}(1-x)^{2}}{(1-x)^{2}}\right] \varphi^{2}\left(x, \boldsymbol{k}_{\perp}\right) .  \tag{B.10}\\
& g_{1 L}^{A}\left(x, \boldsymbol{k}_{\perp}\right)=\frac{1}{(2 \pi)^{3}}\left[\frac{\boldsymbol{k}_{\perp}^{2}-m^{2}\left(1+x^{2}\right)}{x}\right] \varphi^{2}\left(x, \boldsymbol{k}_{\perp}\right), \\
& g_{1 L}^{B}\left(x, \boldsymbol{k}_{\perp}\right)=g_{1 L}^{C}=\frac{1}{(2 \pi)^{3}}\left[\frac{\boldsymbol{k}_{\perp}^{2}+m^{2}(1-x)^{2}}{(1-x)^{2}}\right] \varphi^{2}\left(x, \boldsymbol{k}_{\perp}\right) .  \tag{B.11}\\
& g_{1 T}^{A}\left(x, \boldsymbol{k}_{\perp}\right)=-\frac{2 m^{2}}{(2 \pi)^{3}} \varphi^{2}\left(x, \boldsymbol{k}_{\perp}\right), \quad g_{1 T}^{B}\left(x, \boldsymbol{k}_{\perp}\right)=g_{1 T}^{C}\left(x, \boldsymbol{k}_{\perp}\right)=0 .  \tag{B.12}\\
& h_{1 L}^{A}\left(x, \boldsymbol{k}_{\perp}\right)=-\frac{2 m^{2}}{(2 \pi)^{3} x} \varphi^{2}\left(x, \boldsymbol{k}_{\perp}\right), \quad h_{1 L}^{B}\left(x, \boldsymbol{k}_{\perp}\right)=h_{1 L}^{C}\left(x, \boldsymbol{k}_{\perp}\right)=0 .  \tag{B.13}\\
& h_{1 T}^{\perp A}\left(x, \boldsymbol{k}_{\perp}\right)=h_{1 T}^{\perp B}\left(x, \boldsymbol{k}_{\perp}\right)=h_{1 T}^{\perp}\left(x, \boldsymbol{k}_{\perp}\right)=0 .  \tag{B.14}\\
& h_{1 T}^{A}\left(x, \boldsymbol{k}_{\perp}\right)=-\frac{2 m^{2}}{(2 \pi)^{3}} \varphi^{2}\left(x, \boldsymbol{k}_{\perp}\right), \\
& h_{1 T}^{B}\left(x, \boldsymbol{k}_{\perp}\right)=h_{1 T}^{C}\left(x, \boldsymbol{k}_{\perp}\right)=\frac{1}{(2 \pi)^{3}}\left[\frac{\boldsymbol{k}_{\perp}^{2}+m^{2}(1-x)^{2}}{(1-x)^{2}}\right], \tag{B.15}
\end{align*}
$$

where for each TMD $f^{e}\left(x, \boldsymbol{k}_{\perp}\right)$ the notation $f^{e}\left(x, \boldsymbol{k}_{\perp}\right)=f^{A}\left(x, \boldsymbol{k}_{\perp}\right)+f^{B}\left(x, \boldsymbol{k}_{\perp}\right)+$ $f^{C}\left(x, \boldsymbol{k}_{\perp}\right)$ is understood. We observe in particular that for the TMDs $g_{1 T}^{e}$ and $h_{1 L}^{e}$ the second and third term are vanishing: this means that their evaluation in Feynman and light-cone gauge would coincide even omitting the insertion of the Wilson line.

## B. 3 Eikonal approximation in the Drell-Yan process

In Section 5.3.2 we described the eikonal approximation for the SIDIS case and showed how to isolate the sub-diagram corresponding to the electron correlator from the handbag diagram, in presence of a gauge photon. The key result of the approximation is the introduction of the eikonal propagator (5.58) to which we associate the Feynman rules illustrated in Fig. 5.7. Here we provide the

(a)

(b)

Figure B.3: Cut diagram for the electron-positron annihilation, with a gauge photon.



Figure B.4: Cut diagram for the electron-positron annihilation, split into its upper and lower part, which is the one contributing to the correlator. Diagrams are meant to be joined by attaching crosses with crosses and circles with circles.
analog derivation of the eikonal propagator for the QED Drell-Yan scattering, where the partonic content of the dressed electron is probed by a positron that annihilates with the internal electron, producing an outgoing photon.
The amplitude of the Drell-Yan process can be obtained by evaluating the cut diagram in Fig. B. 3 (a); its factorization into an upper and lower part is trivial. We thus focus on diagram (b) in Fig. B.3, where we consider the same process with the inclusion of a initial-state interaction with a gauge photon. The corresponding amplitude reads

$$
\begin{align*}
\mathcal{M}^{2}= & \frac{e^{4}}{(2 \pi)^{3}} \delta\left(l^{2}\right) \delta\left(q^{2}\right) \bar{v}_{S^{\prime}}(q-k) \gamma_{\mu} \frac{\not k+m}{k^{2}-m^{2}+i \epsilon} \gamma_{\nu} u_{S}(l+k) \\
& \times \bar{u}_{S}(l+k) \gamma^{\mu} \frac{\not q-\not k-l-m}{(q-k-l)^{2}-m^{2}-i \epsilon} \gamma^{\nu} v_{S^{\prime}}(q-k) . \tag{B.16}
\end{align*}
$$

Let us apply the eikonal approximation to the fermion propagator with momentum $q-l-k$ : similarly to Eq. (5.58), we obtain:

$$
\begin{equation*}
\frac{\not q-\not l-l-m}{(q-k-l)^{2}-m^{2}-i \epsilon} \simeq-\frac{(q-k)^{-} \gamma^{+}}{2(q-k)^{-} k^{+}+i \epsilon}=\frac{\gamma^{+}}{-2 k^{+}+i \epsilon^{\prime}}, \tag{B.17}
\end{equation*}
$$

where $\epsilon^{\prime}=-\epsilon /(q-k)^{-}$is still positive since $q-k$ is the momentum of the outgoing positron. Therefore, with respect to the SIDIS case, here we have a



Figure B.5: Feynman rules for the eikonal propagator and vertex in the Drell-Yan case; the rules refer to the left-hand side of the cut.
sign difference in the momentum of the eikonal propagator.
In Fig. B. 4 we show the diagrammatic representation of the splitting. The Feynman rules for the eikonal propagator in the Drell-Yan case are indicated in Fig. B.5. Notice that the position of the cross and the circle in the eikonal propagator are flipped, with respect to the SIDIS case.

## Appendix

## From momentum to position space

## C. 1 Overlap representation of GPDs in the impact-parameter space

We show how to derive Eqs. (6.104) to (6.106), reporting the discussion in Ref. [148].
In momentum space, the LFWF overlap representation of GPDs can be recovered from that of (proper combinations of) GTMDs by integrating over the active quark's transverse momentum $\boldsymbol{k}_{\perp}$. Referring to the scalar-diquark model, one has, for $\xi^{+}=0$ :

$$
\begin{align*}
& H\left(x, \boldsymbol{\Delta}_{\perp}\right)=\int \frac{\mathrm{d}^{2} \boldsymbol{k}_{\perp}}{2(2 \pi)^{3}}\left[\psi_{+}^{+*}\left(x, \boldsymbol{k}_{\perp}^{\prime}\right) \psi_{+}^{+}\left(x, \boldsymbol{k}_{\perp}\right)+\psi_{-}^{+*}\left(x, \boldsymbol{k}_{\perp}^{\prime}\right) \psi_{-}^{+}\left(x, \boldsymbol{k}_{\perp}\right)\right],  \tag{C.1}\\
& E\left(x, \boldsymbol{\Delta}_{\perp}\right)=-\frac{2 M}{\Delta_{L}} \int \frac{\mathrm{~d}^{2} \boldsymbol{k}_{\perp}}{2(2 \pi)^{3}}\left[\psi_{+}^{+*}\left(x, \boldsymbol{k}_{\perp}^{\prime}\right) \psi_{+}^{-}\left(x, \boldsymbol{k}_{\perp}\right)+\psi_{+}^{+*}\left(x, \boldsymbol{k}_{\perp}^{\prime}\right) \psi_{-}^{-}\left(x, \boldsymbol{k}_{\perp}\right)\right], \tag{C.2}
\end{align*}
$$

$$
\begin{equation*}
\tilde{H}\left(x, \boldsymbol{\Delta}_{\perp}\right)=\int \frac{\mathrm{d}^{2} \boldsymbol{k}_{\perp}}{2(2 \pi)^{3}}\left[\psi_{+}^{+*}\left(x, \boldsymbol{k}_{\perp}^{\prime}\right) \psi_{+}^{+}\left(x, \boldsymbol{k}_{\perp}\right)-\psi_{-}^{+*}\left(x, \boldsymbol{k}_{\perp}^{\prime}\right) \psi_{-}^{+}\left(x, \boldsymbol{k}_{\perp}\right)\right], \tag{C.3}
\end{equation*}
$$

where $\boldsymbol{k}_{\perp}^{\prime}=\boldsymbol{k}_{\perp}+(1-x) \boldsymbol{\Delta}_{\perp}$.
Let us consider a generic function $G$ in the form

$$
\begin{equation*}
G\left(\boldsymbol{\Delta}_{\perp}\right)=\int \frac{\mathrm{d}^{2} \boldsymbol{k}_{\perp}}{(2 \pi)^{2}} f^{*}\left(\boldsymbol{k}_{\perp}-a \boldsymbol{\Delta}_{\perp}\right) g\left(\boldsymbol{k}_{\perp}\right) \tag{C.4}
\end{equation*}
$$

for some arbitrary parameter $a$. If the functions $f$ and $g$ satisfy

$$
\begin{align*}
& f\left(\boldsymbol{k}_{\perp}\right)=\int \mathrm{d}^{2} \boldsymbol{r}_{\perp} e^{-i \boldsymbol{r}_{\perp} \cdot \boldsymbol{k}_{\perp}} \tilde{f}\left(x, \boldsymbol{r}_{\perp}\right),  \tag{C.5}\\
& g\left(\boldsymbol{k}_{\perp}\right)=\int \mathrm{d}^{2} \boldsymbol{r}_{\perp} e^{-i \boldsymbol{r}_{\perp} \cdot \boldsymbol{k}_{\perp}} \tilde{g}\left(x, \boldsymbol{r}_{\perp}\right), \tag{C.6}
\end{align*}
$$

where $\tilde{f}$ and $\tilde{g}$ denote the respective Fourier transforms, we can write:

$$
\begin{equation*}
\int \frac{\mathrm{d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} e^{i \boldsymbol{b}_{\perp} \cdot \boldsymbol{\Delta}_{\perp}} G\left(\boldsymbol{\Delta}_{\perp}\right)=\frac{1}{|a|^{2}} \tilde{f}^{\star}\left(\frac{\boldsymbol{b}_{\perp}}{a}\right) \tilde{g}\left(\frac{\boldsymbol{b}_{\perp}}{a}\right) . \tag{C.7}
\end{equation*}
$$

If we apply the last relation to Eqs. (C.1) to (C.3) with $a=(1-x), \boldsymbol{r}_{\perp}=$ $\boldsymbol{b}_{\perp} /(1-x)$, we recover the overlap representation in Eqs. (6.104) to (6.106).

## C. 2 Hankel transform

Let us now consider the Fourier transform (6.101) of the LFWFs to the impactparameter space. In order to recover Eqs. (6.102) and (6.103), we need the two-dimensional Fourier transform $\tilde{f}\left(x_{\perp}\right)$ of a generic function $f\left(p_{\perp}\right)$, where $p_{\perp}=\left|\boldsymbol{p}_{\perp}\right|$ and $x_{\perp}=\left|\boldsymbol{x}_{\perp}\right|$ :

$$
\begin{equation*}
\tilde{f}\left(x_{\perp}\right)=2 \pi \int_{0}^{\infty} \mathrm{d} p_{\perp} g\left(p_{\perp}\right) J_{0}\left(x_{\perp} p_{\perp}\right) p_{\perp} \tag{C.8}
\end{equation*}
$$

Here $J_{0}(z)$ is the zeroth order Bessel function of the first kind; these functions have, for generic $n$, the following integral representation:

$$
\begin{equation*}
J_{n}(z)=\frac{1}{2 \pi i^{n}} \int_{0}^{2 \pi} \mathrm{~d} \phi e^{-i z \cos \phi} e^{i n \phi} \tag{C.9}
\end{equation*}
$$

In the following, we will need the Hankel transform of a function $g$ in the form $g\left(p_{\perp}\right)=1 /\left(a^{2}+p_{\perp}^{2}\right)$, that is given by

$$
\begin{equation*}
\int \mathrm{d}^{2} \boldsymbol{p}_{\perp} \frac{e^{i \boldsymbol{x}_{\perp} \cdot \boldsymbol{p}_{\perp}}}{a^{2}+p_{\perp}^{2}}=2 \pi K_{0}\left(a x_{\perp}\right), \tag{C.10}
\end{equation*}
$$

where $K_{n}(z)$ is the $n$-th order modified Bessel function of the first kind.
We now use Eq. (C.8) to derive the Fourier transforms of the light-front wave functions (6.98)-(6.99). The wave functions $\Psi_{+}^{+}$and $\Psi_{-}^{-}$depend on $\boldsymbol{k}_{\perp}^{2}$ only through the function $\varphi\left(x, \boldsymbol{k}_{\perp}^{2}\right)$ in Eq. (6.100). Therefore, we can directly apply to them (C.10), with $a=u\left(x, m_{D}^{2}\right)$, and obtain Eq. (6.102).
In order to evaluate the Fourier transforms of $\psi_{-}^{+}$and $\psi_{+}^{-}$, instead, we first need to switch to polar coordinates, and set:

$$
\boldsymbol{b}_{\perp}=b_{\perp}\left(\cos \phi_{b}, \sin \phi_{b}\right), \quad \boldsymbol{k}_{\perp}=k_{\perp}\left(\cos \phi_{k}, \sin \phi_{k}\right) .
$$

Let us consider $\psi_{-}^{+}$as an example; we can rewrite its Fourier transform as:

$$
\begin{align*}
\psi_{-}^{+}\left(x, \boldsymbol{b}_{\perp}\right)= & \int_{0}^{+\infty} \frac{k_{\perp} \mathrm{d} k_{\perp}}{2(2 \pi)^{3}} \int_{0}^{2 \pi} \mathrm{~d} \phi_{k} e^{i b_{\perp} k_{\perp}\left(\cos \phi_{b} \cos \phi_{k}+\sin \phi_{b} \sin \phi_{k}\right)} \\
& \times \frac{g \sqrt{1-x}}{(2 \pi)^{2}} \frac{k_{\perp} e^{i \phi_{k}}}{k_{\perp}^{2}+u\left(x, m_{D}^{2}\right)} \tag{C.11}
\end{align*}
$$

The integral in the angular variable is:

$$
\begin{align*}
\int_{0}^{2 \pi} \mathrm{~d} \phi_{k} e^{i b_{\perp} k_{\perp} \cos \left(\phi_{b}-\phi_{k}\right)} e^{-i\left(\phi_{b}-\phi_{k}\right)} e^{-i \phi_{b}} & \equiv \int_{0}^{2 \pi} \mathrm{~d} \phi_{k} e^{-i b_{\perp} k_{\perp} \cos \phi_{k}} e^{-i \phi_{k}} e^{i \phi_{b}} \\
& =(2 \pi i) e^{i \phi_{b}} J_{1}\left(b_{\perp} k_{\perp}\right), \tag{C.12}
\end{align*}
$$

where we used (C.9). The intermediate step is allowed, because the complex exponentials are $2 \pi$-periodic, and we are integrating over a whole period $2 \pi$. By inserting Eq. (C.12) into Eq. (C.11), the latter becomes:

$$
\begin{equation*}
\Psi_{-}^{+}\left(x, \boldsymbol{b}_{\perp}\right)=-i \frac{g \sqrt{1-x}}{2 \pi} e^{i \phi_{b}} \int_{0}^{+\infty} \mathrm{d} k_{\perp} \frac{k_{\perp}^{2}}{k_{\perp}^{2}+u\left(x, m_{D}^{2}\right)} J_{1}\left(b_{\perp} k_{\perp}\right) . \tag{C.13}
\end{equation*}
$$

By substituting $\alpha=1, \beta=0, z^{2}=u\left(x, m_{D}^{2}\right)$ and $s=b_{\perp}$ in the identity [93]

$$
\int_{0}^{+\infty} \mathrm{d} t \frac{t^{\alpha+1}}{\left(t^{2}+z^{2}\right)^{\beta+1}} J_{\alpha}(s t)=\frac{s^{\beta} z^{\alpha-\beta}}{2^{\beta} \Gamma(\beta+1)} K_{\alpha-\beta}(s z),
$$

where $\Gamma(r)$ is the Gamma function, we arrive at the final result (6.103).

## C. 3 Kinetic and canonical orbital angular momentum

Proving the equality between Eqs. (6.114) and (6.115) amounts to establishing the following identity

$$
\begin{align*}
& \int_{0}^{1} \mathrm{~d} x \frac{1}{1-x}\left[(1-x)\left(x^{2} M^{2}-m^{2}\right)+(1+x) u\right] Z K_{0}(Z) K_{1}(Z) \\
& =\int \mathrm{d} x \frac{1-3 x}{1-x} u\left[K_{1}(Z)\right]^{2}, \tag{C.14}
\end{align*}
$$

Using

$$
\begin{equation*}
\frac{1}{Z} \frac{\partial Z}{\partial x}=\frac{1}{2 u} \frac{\partial u}{\partial x}+\frac{1}{1-x}, \quad x \frac{\partial u}{\partial x}=u+x^{2} M^{2}-m^{2} \tag{C.15}
\end{equation*}
$$

we find that

$$
\begin{equation*}
\frac{1}{1-x}\left[(1-x)\left(x^{2} M^{2}-m^{2}\right)+(1+x) u\right] Z=2 u x \frac{\partial Z}{\partial x} . \tag{C.16}
\end{equation*}
$$

Noting now that

$$
\begin{equation*}
\frac{\mathrm{d}\left(Z^{2}\left[K_{1}(Z)\right]^{2}\right)}{\mathrm{d} Z}=-2 Z^{2} K_{0}(Z) K_{1}(Z), \tag{C.17}
\end{equation*}
$$

we can rewrite the LHS of Eq. (C.14) as

$$
\begin{align*}
& \int_{0}^{1} \mathrm{~d} x \frac{1}{1-x}\left[(1-x)\left(x^{2} M^{2}-m^{2}\right)+(1+x) u\right] Z K_{0}(Z) K_{1}(Z) \\
& =-\int_{0}^{1} \frac{x u}{Z^{2}} \frac{\partial\left(Z^{2}\left[K_{1}(Z)\right]^{2}\right)}{\partial x} . \tag{C.18}
\end{align*}
$$

Integrating by parts, the boundary term vanishes identically for $b_{\perp}>0$ and we obtain the RHS of Eq. (C.14).
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[^0]:    ${ }^{1}$ In the field-theoretical picture, the electron cloud contains (in principle) an infinite number of virtual photons and electron-positron pairs, consistently with the quantum numbers of the physical electron. Here we will restrict ourselves to the dominant electron-photon component.

[^1]:    ${ }^{1}$ The same argument is also reviewed in [21].

[^2]:    ${ }^{2}$ We omit the tilde for light-front operators, from now on.

[^3]:    ${ }^{3}$ We will discuss in Chapter 6 how to deal with time dependence of angular-momentum densities.

[^4]:    ${ }^{4}$ Actually this is true, strictly speaking, only up to corrections proportional to $\delta\left(P^{+}\right)$. Some issues arise concerning the limit $P^{+} \rightarrow 0$ of particles in the ground state with vanishingly small longitudinal momentum; they become relevant especially in the QCD case (see Ref. [9, 15]). We do not discuss this problem in the present work. This issue is beyond the scope of this thesis.

[^5]:    ${ }^{1}$ This is the notation usually adopted in the treatment of Generalized Parton Distributions (GPD) and Generalized Transverse-Momentum Dependent (GTMD) distributions, see Sections 4.4 and 4.5. Note however that, in the GPD and GTMD notation, $\xi$ is defined with an extra minus sign, see Eq. (4.37).

[^6]:    ${ }^{2}$ We use the arguments in square brackets to specify which part (on-shell rather than off-shell) of the momenta enters in the numerator of the corresponding propagator.

[^7]:    ${ }^{3}$ Our $\Sigma(P)$ has the dimension of a mass (consistently with the Peskin-Schroeder notation [46] where $\Sigma(P)$ represents the self-energy correction to the bare electron mass), at variance with the case of Ref. [42], where $\Sigma(P)$ is dimensionless.

[^8]:    ${ }^{1}$ In this work we adopt the working definition of twist $t$ proposed by Jaffe [54]. The leading twist corresponds to $t=2$.

[^9]:    ${ }^{2}$ Note that integration over the longitudinal momentum fraction $x$ runs from -1 to 1 to account for contributions from antiquarks.

[^10]:    ${ }^{1}$ One should pay attention not to confuse the bound state $|e \gamma\rangle$ with the state of free particles

    $$
    \left|p_{e}, \lambda_{e} ; p_{\gamma}, \lambda_{\gamma}\right\rangle=b_{\lambda_{e}}^{\dagger}\left(p_{e}\right) a_{\lambda_{\gamma}}^{\dagger}\left(p_{\gamma}\right)|0\rangle .
    $$

[^11]:    ${ }^{2}$ For better clarity, here we explicitly denote momentum and spin of the states appearing in the expansion Eq. (5.1).

[^12]:    ${ }^{3}$ Here we denote the momentum of the states appearing in the correlator with $p=p^{\prime}=P$.

[^13]:    ${ }^{4}$ In the context of QED we refrain from using the QCD nomenclature of "hard" and "soft" parts of the scattering process, since it is not possible to distinguish between a perturbative and non-perturbative part.

[^14]:    ${ }^{5}$ Here and in the following, we append the superscript " $e$ " to indicate the TMDs of the internal electron.

[^15]:    ${ }^{6}$ In Appendix B. 2 we report also, for each leading-twist TMD, the separated contributions from the three diagrams in Fig. 5.5.

[^16]:    ${ }^{7}$ In this case we are considering a real, on-shell photon; we hence sum over the transverse degrees of freedom, omitting the term proportional to $p^{2}=0$, like we did in (3.36).

[^17]:    ${ }^{8}$ Indices $i$ and $j$ here refer to transverse Lorentz components.

[^18]:    ${ }^{9}$ Notice that the denominator from the photon propagator does not need to be regularized, since we are not integrating over the photon momentum.

[^19]:    ${ }^{10}$ One has to take into account that the positron is a spin- 0 or spin- 1 boson, at variance with the spin- $1 / 2$ nucleon, and modify the TMD formalism accordingly.

[^20]:    ${ }^{1}$ Both quark and gluon fields should carry a color index. We omit them in the present discussion

[^21]:    ${ }^{2}$ Several notations can be found in the literature to denote the form factors; here we use the convention of Ref. [7]. See Ref. [130] for more details.

[^22]:    ${ }^{3}$ We note in passing that the incorrect sign for the Fourier transform was used in [128131].

[^23]:    ${ }^{4}$ In this context, we indicate the spin-dependence of the states with the rest-frame spin $s$.

[^24]:    ${ }^{5}$ We mention here that the link between instant-form and light-front form is not so straightforward for the transverse components, see e.g. Ref. [143-145] for the related issues.

[^25]:    ${ }^{6}$ We provide a derivation in Appendix C. 1

[^26]:    ${ }^{7}$ To be precise, Eq. (5.45) coincides with the Jaffe-Manohar definition of the OAM only when the Wilson line has the staple shape given by Eq. (4.13). In light-cone gauge, however, the residual transverse gauge link does not contribute to the OAM and can thus be ignored [7].

[^27]:    ${ }^{1}$ Actually, as we mentioned in Section 4.5, there have recently been new suggestions for measurements of GTMDs in QCD, which are currently awaiting experimental validation.

[^28]:    ${ }^{1}$ To be precise, a flavor index should be attached to each fermion field and, consequently, to the quark currents. We will omit it for better readability of the equations.

