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Abstract 

 

This thesis will present my research project carried out during the three-year 

program as a PhD student in the Structural Biology Laboratory at the 

University of Pavia. As better explained below, I worked on the structural 

elucidation of different enzymes performing reactions on disparate substrates 

that are of paramount relevance for biocatalytic applications. Along the thesis 

I will mainly focus on the experimental work performed by myself, although 

I will also refer to other studies performed by collaborators involved in each 

project to provide a comprehensive description of the results and their 

scientific implications. Part of this work led to the publishing of two articles 

that are attached at the end of this thesis.  

Chapter I is introductory to the field of structural enzymology, with emphasis 

on the importance of studying biological catalysts in their fine molecular 

mechanisms. In Chapter II the main topic of my PhD will be extensively 

presented, which concerns the enzyme UDP-apiose/UDP-xylose synthase 

(AXS). As the name suggests, this plant enzyme is involved in the synthesis 

of two different activated sugars, used by plants in the cell wall formation. I 

will describe in detail the methodologies applied to investigate the structural 

properties of this enzyme and the results obtained, including protein 

purification, biochemical profiling of wild type and mutant enzymes, 

structure determination and analysis. All these data will be used to explain the 

enzyme reaction mechanism, which has been long awaited and remained 

rather obscure for the last 40 years. In Chapters III and IV I will report on 

polycyclic ketones monooxygenase (PockeMO), a fungal NADP-dependent 

Baeyer-Villiger monooxygenase, and on the bacterial enzyme 7β-

hydroxysteroid dehydrogenase (7β-HSDH), respectively. As these works 

were published in two articles (Fürst MJLJ et al. 2017, JACS and Savino S et 

al. 2016, Proteins), I have attached the original manuscripts, including the 

experimental session, and in Chapters III and IV I will focus on the biological 

significance of the results considering the biocatalytic properties of the 

enzymes under study. This kind of exposition has been chosen to avoid 

repetitions, while still highlighting and commenting the results obtained 

during these three years of formative experience. 
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Chapter I: 

Enzymes and their structure 

 

I.1 Properties of the enzymes 

Being mainly proteins, enzymes are represented by long polypeptides, which, 

by virtue of how they are synthesised and due to the physical-chemical 

constraints dictated by their specific amino acid sequence, fold into a unique 

structure that is strictly related to their biological function. Even if protein 

folding, and the pathways leading to the acquisition of protein structure, will 

not be explored in detail in this thesis, the role of such events is critical in 

acquisition of enzymatic properties. In a similar way to how misfolding 

events may cause prion diseases and amyloidoses, also enzymes can be 

affected by these kind of “mistakes”, which lead to inactive molecules, altered 

activity or elimination of the misfolded enzyme [1]. Protein folding is strictly 

entangled to the evolution of these molecules and to the different ways Nature 

has undertaken to develop many different reactivities by mutagenesis, fusion 

of different folds, truncations, rearrangements of the overall architecture and 

localization at the cellular level. Enzymes are typically globular monomers or 

oligomers when they serve as water-soluble catalysts. Membrane enzymes 

evolved a peculiar structural organization intended to stay anchored to the 

lipid bilayer, and depending on how they are attached, the activity can be 

defined as intra or extracellular. Some enzymes are known to interact between 

each other or with other ancillary factors to combine in macromolecular 

assemblies [2] [3]. We will here focus on globular soluble enzymes of 

bacterial, fungal or plant origin which are suited to be used for biocatalytic 

applications. In this respect, studying biochemical and structural properties of 

these enzymes relatively to their biological role in cellular pathways [4] 

provides important elements for catalytic optimization. 

Enzymes have higher reaction rates than chemical catalysts by several orders 

of magnitude and they can perform their physiological reactions in much 

milder conditions. In particular, enzymes generally work below 100°C (i.e. at 

temperatures compatible with cell life), with important – and industrially 

relevant – exceptions for those ones coming from extremophilic microbes. 

Moreover, atmospheric pressure and nearly neutral pH values are perfectly 
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suited for enzymatic reactions. These conditions make enzymes valuable 

tools in industrial applications from the safety perspective. Moreover, 

enzymes are more selective than chemical catalysts both for substrates and 

products, which results in reduced amounts of starting material, by-products 

and waste. This high level of specificity is strictly related to the enzyme 

structure, which provides an active site architecture where the substrate 

perfectly fits and establishes favourable low-energy interactions that 

dynamically regulate enzyme functions. Enzymes perform chemical reactions 

at physiological conditions because they are able to overcome the energy 

barrier associated to them (Fig. I-1). By doing so they make chemical 

reactions suitable for the biological systems they are part of. The formation 

of a transition state that takes from the initial to the final state of the reaction 

is a necessary step. Enzymes can lower the energy required to pass this 

transition state in a considerable manner. As the reaction can proceed in both 

ways, a catalyst accelerates forward and reverse reactions equally. Other 

driving forces control the direction of the reaction, such as concentration of 

reagents and products, stability, reaction temperature, pH values that stabilize 

intermediates or products and availability of salts, which cooperate in the 

reaction. 

                      

Figure I-1: formation of the transition state corresponds to an increase in free energy. In the 

case of catalysed reaction, the delta energy is much lower, while the energy levels of 

substrate and product remain the same in both cases. 
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Cofactors are often involved in enzymatic reactions. Despite the high 

potentiality of functional groups present in the active site of enzymes, some 

reactions can only be efficiently performed in presence of other molecules 

that assist proteins in the catalytic process by means of their redox potential. 

Cofactor is a very broad term that includes both metal ions and coenzymes 

(Table I-1). Coenzymes are divided in co-substrates, which are transiently 

bound, and prosthetic groups, permanently associated to the protein. The 

active complex of cofactor and enzyme is defined as holoenzyme, while an 

apoenzyme is referred to as the protein scaffold dissociated from the cofactor, 

which therefore exists in an inactive form. While metal ions participate to 

reactions in a similar way as they would do for a chemical process – and so 

they just need to be maintained at a certain level of availability in the cell – 

coenzymes must be regenerated, since they participate like substrates to the 

reaction. Coenzyme regeneration can occur during the catalytic process itself 

when they are still bound to the enzyme and by performing a reverse reaction. 

Otherwise the coenzyme can be released and regenerated in a reverse reaction 

performed by another enzyme. This latter strategy is often used in biocatalysis 

in large-scale production. 

Cofactors 

Metal ions Co-substrates Prosthetic groups 

Zn2+ NAD(P) Heme 

Fe3+/Fe2+ FAD Bound FAD 

Cu2+/Cu+ FMN* Pyridoxal phosphate** 

Table I-1: some examples of cofactors belonging to the different categories already 

mentioned. The cofactors in bold are involved in the reactions of the enzymes I have been 

working with. *FMN is flavin mononucleotide, quite similar to FAD. **Pyridoxal phosphate 

is commonly known as vitamin B6. 

 

I.2 Physiological roles of enzymes 

The most relevant feature of enzymes is to make possible life as we know it. 

Enzymes are essentially molecular machines, performing a variety of tasks. 

In many cases their role is extremely specific, as they perform a single 

reaction on a small class of compounds or even on a unique molecule, while 

in others they are meant to act on a panel of chemicals as broad as possible 
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[5]. Not only the substrate selectivity can vary, but also the reactivities 

catalysed by a single enzyme can be multiple, as we will discuss in depth in 

Chapter II of this thesis. 

Enzymes are involved in cellular activities at disparate levels, ranging from 

the replication of the information carriers, to the synthesis of proteins. They 

are also the main actors of metabolism, by building, combining and 

disassembling nutrients and structural components of the cell. Many 

signalling molecules are derived from their catalytic action over available 

metabolites, and enzymes can be even released outside the cell to exert some 

functions, for example food digestion.   

The regulation of enzymes is extremely fine from the mechanistic point of 

view and includes allosteric mechanisms, covalent modifications and 

pH/ionic strength dependency. Moreover, regulation of enzyme synthesis is 

controlled at the level of gene expression, for example by inducible systems, 

often inserted into large operons. Inhibition by substrate and product 

concentrations provides an additional layer of control. In the end, protein 

stability and half-life are also important in determining the overall efficiency 

of enzymes in vivo, together with cofactors availability, programmed 

senescence and degradation of the proteins. 

 

I.3 Biocatalysis 

The potentiality of enzymes to catalyse reactions also outside a cellular 

context is the concept at the base of biocatalysis. Despite the unaware 

biotechnological usage of enzymes dates back to the human origins, only in 

the second half of the XX century enzymes could be produced in large-scale 

as recombinant proteins to be intentionally used as biocatalytic tools. The 

very first application of biotransformation in prehistorical times was the 

fermentation, based on empirical practice. This process, spontaneously 

performed by microorganisms, allowed for millennia the production of 

cheese, beer and wine across Europe, Asia and Africa. By the end of the XVIII 

century the first attempts to produce amylases on large scale followed the 

discovery that these enzymes were produced by fungi during aerobic growth. 

Of course, the existence of enzymes was not yet known at that time. The 

rational utilization of microorganisms, and hence of enzymes, is strictly 
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bound to the beginning of microbiology and to the work of Louis Pasteur and 

Robert Koch. Once the fermentation was eventually described as a biological 

process caused by microorganisms, numerous new ways to exploit the 

process were developed. Lactic acid, ethanol, butanol, acetone and glycerine 

started to be produced in mass. In 1894 the first enzyme to be commercialized 

was a fungal amylase, patented by Jokichi Takamine.  

Nowadays the choice to use an isolated enzyme or entire cells is based on the 

productive process to be performed. A major limitation in the usage of cells 

consists in the fact that, while growing, they undergo different metabolic 

phases, and this is reflected in fluctuations of the yield of target molecules 

and in their more difficult purification. Instead, modern biocatalysis based on 

employing a purified enzyme is limited by the need for immobilization of the 

protein molecules. This step is required, in bioreactors, to increase efficiency, 

and separate the precious catalyst from the product-containing media that 

must be collected for extraction. Another concern, consists in enzyme 

stability in the different conditions required for industrial applications. Heat 

stability represents a common problem, which is often tackled by enzyme 

optimization through structural studies and site-directed mutagenesis 

approaches. For example, removal or rigidifying of flexible loops has been 

done to address this problem [6], and different bioinformatics methods can be 

used to tackle stabilization through enzymes sequences knowledge [7].  

Enzymes are also supposed to be solvent resistant when applied in productive 

steps. This requirement is essential to solubilize them in the proper medium, 

usually an organic solvent, from which the final product can be efficiently 

extracted [8]. Rational enzyme engineering has been used also to turn 

substrate specificity of enzymes toward different molecules or even to 

introduce different activities [9], [10]. 

Despite these issues, which must be fixed in the research and development 

phase of a biocatalytic process, from the economic and ecological perspective 

the usage of renewable catalysts like enzymes is very convenient. Together 

with the possibility to finely tune and control the productive phase, the 

expenses related to energy supply are reduced compared to the chemical 

paths. Moreover, another positive aspect is represented by the production of 

waste and by-products, which can be reduced or avoided by coupling the 



  Chapter I 

9 
 

reaction to another enzymatic function, which in turn may even be used to 

produce other high value compounds.  

 

I.4 Structural enzymology 

To investigate the fine aspects of enzymes reactivity, it is necessary to use 

different tools. Complementary to biochemical and enzymological 

characterization, structural biology is of paramount relevance to study 

biocatalysts. Amongst the number of techniques now available for structural 

analysis of proteins, biocrystallography is still the most powerful and reliable 

one since high-resolution atomic models of macromolecules can be obtained. 

Structural biology applied to enzymes allows to describe in detail the 

architecture of their active sites and uncover the catalytic mechanisms and the 

ligand binding modes. Comparative studies are usually informative with 

respect to the investigation of the active sites and of allosteric effects, and 

most often they make use of homologs of the enzyme present in other species. 

In general, structure is more conserved than sequence, therefore enzyme 

homologs that share low sequence identity may have structural features in 

common which can be relevant for biotechnological purposes. By inspecting 

enzyme structures some recurrent elements can be found to help categorize a 

protein and understand ligand binding, solubility and interactions with other 

proteins. The most typical secondary elements present in a protein are the α-

helix and the β-strand. These structural elements help the organization of the 

protein by establishing inter- and intra-motif interactions. α-helices have an 

extremely regular pitch thanks to the N-O hydrogen bonds, which are present 

along the entire helix axis; thanks to such regularity this element can extend 

for long traits of protein, conferring rigidity and behaving as a rigid body. β-

strands also can form semi-rigid structures by arranging in sheets of parallel 

or anti-parallel strands, to which a certain torsion can be applied. These two 

elements can be combined in many ways, forming super-secondary structures 

such as βαβ motives, β hairpins, αα motives, Greek keys and β barrels. The 

boundary between supersecondary and tertiary structure is quite labile, if one 

considers that such elements are also involved in the formation of folds with 

recurrent function, such as the Rossmann fold. Proteins bearing the typical 

Rossmann fold are supposed to host a dinucleotide cofactor in their core; 



  Chapter I 

10 
 

whenever such cofactor is not retained by the protein, using bioinformatic 

sequence-based predictions, the molecule binding can be still hypothesized, 

based on the position of the Rossmann fold and on the aminoacidic 

environment of the putative binding pocket. A degree of flexibility is 

provided by the presence of loops with random arrangement, Ω loops and β 

bends.  

A higher level of organization that occurs in some enzymes is represented by 

the quaternary structure, i.e. the association of identical (or even distinct) 

subunits is required to reach the final functional form. This is a convenient 

way for enzymes to exert their functions in vivo, as each subunit maintains its 

active site, and, from an evolutionary point of view, it is easier than extending 

the overall length of the polypeptide chain [11]. This level of organization is 

entirely based on the exposed portions of each protomer, which interact with 

others by means of hydrogen bonds, hydrophobic and van der Waals 

interactions, and even disulphide bridges. Such forces can be more or less 

prominent, meaning that the oligomeric state can be subject to alterations 

depending, for example on pH or ionic strength of cell compartments in vivo 

and of buffer composition in vitro.  

The aforementioned complementarity features between active site and ligands 

are the base of the lock-and-key model. Thanks to structural studies it is 

possible to rationalize these interactions and to see conformational changes 

that can occur when they are established. Usually the induced fit of ligands in 

an active site is a phenomenon involving few residues, placed on flexible 

loops or on rigid elements, which can be roto-translated to enfold the 

molecule and allow the reaction to occur, by moving close the active amino 

acids. 

 

I.5 Protein crystallization 

Determination of enzyme structures by X-ray diffraction methods (Fig. I-2) 

have of course advantages and limitations with respect to other techniques. 

The necessity to grow crystals of proteins (Fig. I-3 left) is the main bottleneck 

of this methodology. Crystals are regular solids characterized by a periodic 

ordered structure; this means that the molecules composing crystals are 
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repeated in the three-dimensional space, theoretically maintaining the same 

shape and with the same reciprocal distances between atoms (Fig. I-3 right). 

 

Figure I-2: pipeline of a protein crystallography project: the target macromolecule is 

generally produced as recombinant protein, followed by crystallization screening and 

optimization and X-ray data collection; intensities of each reflection can be measured and 

combined with phases to calculate the electron density map by the Fourier transform, which 

allows to trace the atomic model of the protein structure. While the protein expression and 

purification generally do not represent limiting steps (at least for bacterial and fungal 

proteins, with mayor exceptions for membrane proteins, glycosylated proteins and 

complexes), crystallization is a well-known bottleneck. Moreover, even when obtained, 

crystals might feature issues like limited reproducibility, bad diffraction and twinning that 

affect the data quality and usability. In this respect, availability of models for molecular 

replacement can be critical for the structure determination. Insufficient resolution, lack of 

electron density for flexible portions, model quality and out-of-register assignment of 

aminoacids are always possible and deserve special attention.  In my projects I sometimes 

started from purified protein samples shipped by collaborators and most often established the 

expression and purification processes by myself. 

 

Salt and organic small-molecule crystals are kept together by strong 

interactions and they are resistant to mechanical forces. In protein crystals 

interactions are much weaker, including hydrogen bonds and van der Waals 

forces, which make them much more fragile. Such fragility is utterly 

increased by the very high amount of water solvent present in biological 

crystals. The presence of solvent, despite increasing the fragility and 

susceptibility of protein crystals to mechanical shocks when manipulated, is 

extremely important for the maintenance of the functional biological 

conformation of the protein of interest. The presence of solvent is also 

important to perform experimental procedures on the crystalline sample, such 

as heavy metal and ligand soaking. The need for a periodical structure (Fig. 
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I-3 right) is intrinsically linked to the X-ray diffraction method, as periodicity 

is required to amplify the signal of the diffraction pattern, thanks to 

constructive interference. A single protein molecule, other than being hard to 

manipulate and irradiate, could not give a diffraction pattern. 

                       

Figure I-3: on the left a nicely shaped protein crystal of PockeMO, one of the enzymes on 

which I have worked in my PhD project. The yellow colour is due to the Flavin (in the 

oxidized state) associated to the protein. On the right an example of molecules packed in a 

crystal (of another protein). This is P1 space group that does not contain crystallographic 

symmetry except for translation. Molecules are tightly packed, which results into a very low 

solvent content of 41%. 

 

In crystallization the key point is to modulate protein solubility, even if many 

other factors are critical for crystal growth. This is achieved by adding to the 

protein solution a precipitant agent (frequently a salt or an organic polymer) 

that modifies the solvation state of the protein molecules and favours protein-

protein interactions. The transition from protein molecules in solution to 

crystals involves different steps which can be represented in the phase 

diagram (Fig. I-4). These range from ordered aggregation of few molecules 

(nucleation) to addition of more of them to nuclei to form the final crystal. 

Nucleation is a kinetically unfavoured process, because of the high flexibility 

of biological macromolecules. On the other hand, crystallization is also 

thermodynamically favoured [12] as it satisfies the formation of weak 

interactions on the extended protein surfaces by forming an ordered pattern. 

Super-saturation is the physical state of solubility where crystallization can 

occur. The super-saturation region is also divided into two sub-regions: in the 
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nucleation (or labile) region, the crystal is formed, while crystal enlargement 

occurs in the metastable zone (Fig. I-4). 

 

Figure I-4: phase diagram of crystallization experiments. All methods must transit from the 

nucleation to the metastable zone in order to have proper crystals and avoid precipitate or 

formation of too small objects. 

 

Protein crystals are however extremely difficult to obtain, and their growth is 

still considered the major bottleneck in the structural biology pipeline. This 

statement is not surprising if we consider the number of variables that can 

contribute to a successful crystallization. The main responsible factors are the 

chemical composition of precipitant, its concentration, the presence of 

additive salts and their concentration, the pH value of the solution, the 

temperature of incubation and the protein integrity [13]. Several other factors 

can be added to this list, like pressure, gravity and electromagnetic forces; but 

their contribution is rarely considered, as it would overcomplicate 

experimental setup. All these factors can give high variability in obtaining 

crystals. Even the propensity to degradation of the protein sample and its 

tendency to crystallize only at precise concentrations makes the experiments 

hard to be reproduced. In short, the number of variables to be considered in a 
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protein crystallization experiment is simply too high. Is not possible to design 

systematic crystallization methodologies without knowing anything a priori 

about the crystallization behaviour of the designated protein target. Therefore, 

the best strategy structural biologists have come to develop is massive 

screening of different semi-random crystallization conditions. 

Protein crystallization is therefore a trial and error process in which many 

conditions are tested by mixing them with the purified protein sample at a 

precise concentration. The presence of contaminants in the protein sample 

must be avoided, as it may impair crystallization by interacting with the target 

molecule, or simply the contaminant itself may crystallize in place of the 

target. Knowledge of biochemical features of the protein and all the available 

literature on the topic is essential to provide the sample with ligands, cofactors 

and stabilizing agents. To maximize success rate, reagents that have shown to 

give crystals should be used, and then the mixture should be optimized 

through a trial and error process to give better diffracting crystals. For this 

reason, commercial kits of sparse matrix screens are available to test many 

experimental conditions. Other kits are instead based on a systematic 

approach of multidimensional grids, which are meant to test precipitants, salts 

and buffers concentrations. 

Canonical precipitants are for example polyethylene glycol (PEG) of different 

lengths, and ammonium sulphate ((NH4)2SO4), but there are also more 

“exotic” ones, such as 2-methyl-2,4-pentanediol (MPD), various alcohols and 

poly-γ-glutamic acid (PGA). The role of the precipitant is to sequester water 

molecules from the solution by competing with the protein for them. Salts are 

additives that can help crystallization thanks to their charges. Of course, 

different salts can exert different actions on the sample, and usually just a few 

salt species are prone to help the reaction. They can do this by masking 

charges of side chains or making salt bridges inter or intra-molecularly.  

The control of pH with a buffer solution is essential not only to eventually 

obtain a reproducible result, but also to keep the biomolecule at a stable pH 

value. Whenever the pH value is not controlled in a drop that gave a positive 

hit, a quest begins to find the proper pH value, which is usually in a quite 

narrow range. Crystallization experiments can have different outcomes. In the 

worst case, the protein is damaged by reagents used in the crystallization 
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condition or because of pH, which leads to protein denaturation and produces 

an amorphous precipitate. Most drops will not give any kind of result, 

meaning that the protein is not affected by anything present in the condition 

and just remains in solution. 

In practice, a crystallization experiment requires a pure protein sample, 

crystallization plates and screening kits, or chemicals to be mixed at use. The 

subsequent optimization steps will require preparation of customised 

crystallization mixtures, with an appropriate concentration of each 

compound, and with the right pH in order to obtain the best possible crystals. 

Automation of crystallization by robots [14] has made possible to increase the 

number of individual conditions to be screened per unit of time with respect 

to manual work, and reduces significantly sample consumption. This 

approach makes possible to find crystallization hits much more efficiently, 

but very often the crystals obtained are too small for diffraction experiments, 

thereby requiring additional manual optimization steps before proceeding 

further with the X-ray measurements. Several techniques are available for 

crystallization. Most of these techniques can be performed nowadays also 

using automated robots. 

Vapour diffusion is the most widespread method to get crystals: it consists in 

preparation of a reservoir with the right crystallization mix and a small drop 

of protein to which an equal volume of reservoir solution is added. The 

droplet and the reservoir are left to equilibrate in a sealed chamber, allowing 

vapour to diffuse. As the droplet contains half of the total concentration of 

precipitant in the reservoir, the slow diffusion of water vapour from the drop 

to the reservoir leads to reduction of drop size and, therefore, increase of 

protein and precipitant concentration that may evolve to crystal formation. 

Vapour diffusion can be performed in sitting drop, hanging drop and 

sandwich drop configurations. In sitting drop, a microbridge with room to 

host a drop is put over the reservoir, while a transparent tape isolates the 

environment; in hanging drop a siliconized glass cover is used to seal the well 

using vacuum grease and the drop just hangs from the cover over the 

reservoir. The big difference between sitting and hanging methods is the 

volume of drop, which can be larger in sitting, making it the most used 

method for optimization. Manual vapour diffusion is the procedure where the 

operator can give the best contribution to obtain the result, in particular when 
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a protein has shown to need special conditions, like addition of cofactors just 

before the experiment or short exposure time to open air and room 

temperature. Even pipetting and mixing the sample can be crucial, and in 

some cases the deposition of an oil film above the reservoir may be necessary 

to slow down the process. All these procedures cannot be realized by a 

nanolitre-dispensing robot and have the potential to make the difference 

between successful crystallization and umpteenth fail. On the other hand a 

robot can dispense very small volumes in a very precise and reproducible 

way, saving precious sample. 

Batch methods require the deposition of protein drops mixed with 

crystallization condition, and then covered by a layer of paraffin oil; in this 

case super-saturation is reached immediately and the risk of precipitation 

increases. In dialysis, or liquid diffusion method, the crystallization solution 

passes through a dialysis membrane, not altering protein concentration. This 

method is not so widespread anymore but has a great advantage over others. 

It allows changing the crystallization solution in which the dialysis membrane 

is put, making possible to re-use the protein sample. Seeding consists in 

taking a crystal grown in a condition and placing it in another one, together 

with an amount of protein in solution. The pre-existing crystal behaves as a 

nucleus on which a larger crystal grows. Even twinned crystals can be used 

thanks to micro-seeding [15]. In this case, the twinned crystal is broken using 

a vortex, then the resulting micro-fragments are dispensed in drops of 

screening kits together with protein in solution. 

To obtain a protein structure in complex with a ligand (which may be a 

substrate, an inhibitor or a regulatory molecule), two methods can be used. In 

co-crystallization experiments [16] the ligand is added at high concentration 

in molar excess compared to the protein stock solution and used for setting 

up crystallization plates. In this way, a crystal containing the complex of 

protein and ligand may grow; de facto the complex formation itself can help 

to get an ordered structure, as it is more stable than the apoenzyme. Another 

strategy to obtain structural data of protein complexes is to perform soaking 

experiments in which, prior to cryo-freezing, the crystal is transferred to a 

drop containing the ligand, with incubation times that may vary depending on 

the specific case. This technique takes advantage of the high solvent content 

of protein crystals to let molecules diffuse in the solvent channels. Controlled 
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exposure will identify the minimal concentration of molecule required for 

efficient binding, minimizing the possibility of distortions in the crystal lattice 

during soaking operation. A variant of soaking is the competitive replacement 

of ligands [16]. 

Once crystals have grown, they must be harvested from the droplets using a 

nylon or plastic loop of the proper diameter, and then stored in liquid nitrogen. 

This procedure is performed to protect the crystal from degradation that may 

occur because of temperature fluctuations during transportation. The theory 

behind this step is that the crystal is quickly taken to -196°C, avoiding 

formation of crystallized ice, which would destroy the crystal, as the solvent 

expands to reach the solid state. Since amorphous ice is formed during flash 

freezing, the expansion does not occur. In addition, by avoiding crystalline 

ice formation the final diffraction pattern is enhanced. Before putting it in 

liquid nitrogen, the crystal is protected from possible cryogenic damages 

through a brief immersion in a solution, identical to the crystallization mix, 

but containing 20% v/v cryo-protecting agents, such as low molecular weight 

PEG or glycerol. Formation of ice around the crystal must also be avoided 

during following transfer step, for example during crystal mounting on the 

goniometer of the beamline.  

 

I.6 X-ray crystallography 

The basic element of a crystal that represents its translational periodicity is 

the unit cell, defined by the lattice constants: three axes a, b, c and the angles 

α, β, γ. Crystal periodicity, which results from the geometric arrangement of 

the molecules, can be represented by translation of the unit cell that generates 

the so-called Bravais lattice. The unit cell can contain one or more molecules 

that are related by crystallographic symmetry operators. In protein crystals, 

rotation and screw axis operators exist only, because others such as symmetry 

planes are incompatible with the chemistry of biological macromolecules that 

contain chiral centres. In some cases, also non-crystallographic symmetry 

may be present when more than one molecule occupies the asymmetric unit 

that generates the unit cell by application of crystallographic operators. It has 

been demonstrated that there is a finite number of combinations of a molecule 

in a crystal. By combining the 14 possible Bravais lattice and the 32 point 



  Chapter I 

18 
 

groups (resulting from the combination of symmetry operators), 230 

theoretical space groups are defined, of which only 65 are compatible with 

protein crystals because of the chiral nature of biological molecules. 

Many series of infinite sets of parallel planes, defined by the Miller indices h 

k l corresponding to their interceptions with the unit cell axes, have been used 

to mathematically describe crystals and their diffraction properties [16]. X-

ray diffraction is based on scattering phenomena that occur to waves 

whenever they are deflected. In our case, the object causing deflection in a 

direction different from the incident one, and with loss of part of the energy, 

is an atom. The portion of the atom that is relevant in X-ray diffraction is not 

the dense nucleus, but the electron cloud. This means that, depending on the 

number of electrons an element has, it will produce X-ray scattering in a more 

or less intense way. In protein crystals, the combination of large unit cells, 

high solvent content and prevalence of poorly electron-dense elements means 

low scattered intensities. Even if this was not a trivial issue in the past, the 

availability of more powerful beamlines and more sensible detectors have 

drastically improved the state of the art in data collection and processing. 

As described by elastic Rayleigh scattering, waves are re-radiated by 

interference with the electron cloud, maintaining same wavelength and 

frequency. The crystal diffraction phenomenon is described by Bragg’s law 

(Fig. I-5), which takes place in the conditions for constructive interference of 

two individual waves colliding two objects on different parallel planes of the 

same series (corresponding to a triad of Miller indices h k l) at distance d 

having same θ angle of reflection. 

As each series of parallel planes deviated the incident beam like a light with 

respect to a mirror, the diffracted X-rays are commonly named reflections. 

Each reflection corresponds to a spot on the detector and is assigned to a h k 

l triad.  

At the synchrotron facility, a discrete, single wavelength (typically around 1 

Å) is selected through a monochromator and a highly focused, collimated 

beam, with sizes between 5 and 100 microns, is used to irradiate the crystal. 

The crystal, laid on the loop used for fishing and transportation, is mounted 

on the goniometer head and kept under a constant stream of nitrogen during 

the diffraction experiment in order to minimize the damage caused by the 
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irradiation. Thanks to the goniometer on which the loop is mounted, the 

crystal can be freely rotated around an axis (φ) perpendicular to the incident 

X-ray beam. As multiple images must be collected, the crystal is rotated 

around this axis in a continuous way, while data are collected at discrete 

intervals of angles. The detectors used in current experiments are CCD or 

pixel devices, capable of acquiring images with high turnover. The level of 

technology behind state-of-the-art detectors is so advanced that nowadays the 

bottleneck of data acquisition is the computational and storage step and not 

the acquisition itself. The most external spots (outer shell) collected by the 

detector will correspond to the high-resolution data.    

Bragg’s law for diffraction: nλ = 2d sinθ 

                        

Figure I-5: diffraction phenomena according to Bragg’s law. S0 are incident waves while S 

are the scattered ones. The diffraction or scattering angle θ is defined by the plane on which 

D lays and the vector of the wave. The distance d between the two planes and the prosecution 

of S (AD or CD) also defines the same θ angle. 

 

Thanks to the first preliminary orthogonal images, which are typically two or 

four, the space group and the unit cell parameters can be determined (with 

possible errors in correct enantiomorphs assignment). This information can 

be used by an operator to decide the best strategy for data acquisition, based 

on consideration about the symmetry of the crystal and the multiplicity of the 

information. Two parameters must be settled in the strategy, being the number 

of images and the oscillation angle. Their combination is required to have the 

highest possible completeness before the crystal is damaged by the radiations 
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accumulated in the observation process. Depending on the crystal, the 

radiation damage can be important in lowering data quality. Current state 

knowledge of crystal parameters is advanced enough that software can 

determine the best theoretical strategy to be performed on a crystal.  

The collected data must be stored and then processed with computer programs 

like XDS [17] and iMosflm [18] to perform indexing and integration of the 

single diffraction images followed by merging and scaling procedures 

performed by CCP4 programs (Aimless [19]) or Phenix [20], which produce 

a unique data file containing the list of hkl reflections and the corresponding 

intensity values. The mtz file that is now obtained contains the data to be used 

for structure solution, which requires an interpretable electron density map to 

fit the polypeptide chain and obtain the atomic model of the target (Fig. I-2). 

This map is calculated by the Fourier transform of the structure factors for 

each reflection, containing both amplitude and phase components. Indeed, the 

Fourier transform is a mathematical tool that allows passing from the 

reciprocal space of the diffraction images back to the real space of the atoms 

that originated the scattered waves. However, at this stage we must deal with 

the most important limitation in crystallography, the phase problem. This 

issue is intrinsic to the X-ray diffraction method, as the phase information is 

lost and cannot be retrieved from the X-ray diffraction pattern reflections 

directly. Despite this, the phase problem can be solved in different ways. One 

of these is the molecular replacement method that I personally used for my 

PhD research projects. This method necessarily can be applied when the 

structure of a protein homologous to the target one is already available (i.e. 

present in the PDB database or already solved in the laboratory and not 

published yet). This is defined as the search model and is used to extrapolate 

a set of phases (though not complete and not accurate), which can be 

nevertheless combined to the experimental intensities measured on the target 

crystal. In order to be used, the search model must have a degree of homology 

with the target protein; this also means that typically the search model is a 

member of the same protein family of the target, or that it shares at least some 

folding features. By applying the Patterson function, which can be regarded 

as a reverse Fourier transform that not considers phases, a map is generated. 

This Patterson map is not in a real space and must not be confused with the 

reciprocal space of the intensities or with the real space of atoms. Once the 

Patterson map is generated, rotation and translation functions are applied to 
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correlate the target to the search model. Applying roto-translation functions 

to minimize differences between Patterson functions of search and target, 

allows usage of the phases from the search model. The space of all possible 

rigid body transformations of a molecule has 6 dimensions, with 3 angles for 

rotation and 3D translation vectors. Molecular replacement is basically the 

method to find these angles and vectors. After this, the phases of the structure 

taken as model are combined with the amplitudes of the new protein and new 

structure factors are calculated. This step is routinely performed by using the 

CCP4:Phaser program [19], and the result is an electron density coupled to a 

first raw model fitted inside it. Depending on the identity level with the search 

model, the target will be fitted in the electron density with a certain level of 

confidence and some portions may not be fitted at all, to avoid introduction 

of model bias. By using the Coot program [21], it is the operator that must 

take care of proper fitting of the remaining parts of the protein, as well as to 

assess the quality of the automatically fitted parts. It is important in this stage 

to evaluate the chemical feasibility of interactions such as H bonds in α 

helices and β strands, and to make sure that the rotamers of amino acids and 

the Ramachandran plot are consistent with statistical distributions. At the 

same time, the data themselves must not be ignored in favour of pure 

statistics. Non-peptidic molecules such as cofactors and other ligands are 

introduced following the indications of electron density. This more accurate 

model of the structure undergoes cyclic refinement and validation procedures 

to assess data quality to eventually obtain the final coordinate file used for 

structural analysis.  

The structural determination is a rigorous procedure with various statistical 

validation checks at each step. The most important parameters to be 

considered for data are the Rwork, the Rfree, and their ratio. These values 

indicate the measure of agreement between observed and calculated data. 

While Rwork (see the equation below) is representing the standard for assessing 

such agreement, Rfree consists in a cross validation, calculated on a subset of 

reflections not used in the refinement step. Since the two values are 

intrinsically entangled, being part of the same dataset, a too large discrepancy 

in their values is not admitted, and so their ratio should be close to 1. 

Typically, as these values are expressed in percentage, a gap of 5% or lower 

is a good indicator. At the same time, the Rwork and Rfree values must be low 

(around 20-25%). 
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𝑅 =
∑ ℎ𝑘𝑙 | 𝐹𝑜𝑏𝑠 (ℎ𝑘𝑙) − 𝐹𝑐𝑎𝑙𝑐 (ℎ𝑘𝑙)|

∑ 𝐹𝑜𝑏𝑠 (ℎ𝑘𝑙)
 

 

Another common parameter is the Rmerge, calculated on independent 

measurements of the intensity of reflections. Since this value is affected by 

multiplicity of the collected datasets and must be adjusted accordingly, and 

also suffers from other case-dependent issues – the description of which 

escapes the aim of this thesis – another measure of quality was introduced, 

the CC1/2 [22]. The CC1/2 is calculated by splitting the dataset in two halves, 

each one having random measurements of each unique reflection. For each 

half set the correlation coefficient is calculated and the two values, when 

compared, must have a ratio close to 1 at low resolution and close to 0.1 at 

high resolution. All these values are used to evaluate that the processed data 

are consistent when the procedure is done on different batches. 
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Chapter II: 

The crystal structure of UDP-apiose/UDP-xylose synthase (AXS) 

enlightens the mechanism for alternative product formation 

 

During my PhD training, I focused most of my experimental work on a project 

concerning the cytosolic plant enzyme UDP-apiose/UDP-xylose synthase 

(AXS). This protein started to be studied in the ‘70s and the interest for its 

peculiar reactivity was recently revived by our Austrian collaborators in Graz 

(Austria), at the Austrian Centre for Industrial Biotechnology (ACIB) and 

Technical University Graz (TU Graz). The aim of my work on AXS has been 

to purify, crystallize and determine the three-dimensional structure of this 

enzyme, in order to disclose the peculiar features that enable it to perform a 

rather unique reaction in the context of plant biology. Along with the 

structural studies, the biochemical characterization of AXS was carried out to 

disclose the fine molecular mechanisms occurring in the enzyme active site. 

Altogether, these results gave insights into the formation of a major 

component in plant cell wall, with important consequences in basic research, 

but also on activated sugars production and applied plant biology. 

 

II.1 Introduction 

Despite the interest and effort put by many in characterizing AXS in the last 

40 years, the nature of the ring contraction leading to the formation of the 

product UDP-Api is still a huge gap in the description of the reaction 

mechanism. We focused on rationalizing this obscure point by means of 

structural biology and biochemical characterization, upon site-directed 

mutagenesis of active site mutants. 

II.1.1 The AXS enzyme   

Since its first discovery in the 1970s [1], AXS was considered an interesting 

catalyst, given its capability to synthesise two nucleotide-activated sugars, 



  Chapter II 

26 
 

namely UDP-Xylose and UDP-Apiose (Fig. II-1 C and D). The enzyme was 

indeed named after such a dual reactivity, as it was first characterized in 

Lemna minor (common duckweed). In this respect, the enzyme was 

immediately compared to the homologous protein UXS [2], present in plants 

but also in animals and men. This enzyme retains the capability to synthesise 

UDP-Xyl, but is not active in UDP-Api production.  

The interest for AXS never fainted in the plant biochemistry community, and 

in 2003 an article was published on the characterization of AXS enzymes 

coded by AXS1 and AXS2 genes in Arabidopsis thaliana [3]. The two encoded 

soluble proteins share 98% sequence identity and so the studies were focused 

on the study of one variant only, being AtAXS1. The 397 aminoacids long 

monomer has a molecular weight of 44.7 kDa and is active in a dimeric form 

of 90 kDa. From bioinformatic predictions, AXS is known to be part of the 

NAD(P)-dependent epimerase/dehydrogenase family, featuring a Rossmann 

fold of β-sheets surrounded by α-helices, in the middle of which the cofactor 

is accommodated. In this enzymatic family, the cofactor, in proximity of the 

consensus sequence GxGxxG [4], can be either retained during the entire 

reaction cycle, as in AXS, or released upon reduction to NAD(P)H, as in the 

case of ArnA [5]. 

II.1.2 AXS ligands and physiological role 

The enzyme utilizes NAD as cofactor (Fig. II-1 A), first as oxidizing agent 

for a reaction intermediate prone to be spontaneously decarboxylated, and 

then to reduce the same intermediate to either the pyranosidic (UDP-Xyl) or 

the furanosidic (UDP-Api) products. NAD is a well-known enzymatic 

cofactor utilized by many proteins to catalyse a vast array of reactions. It is 

composed of an adenosine moiety bound to a nicotinamide adenine via a 

pyrophosphate, where both phosphate groups are linked to the ribose rings at 

4’ position. It shares structure with NADP, with respect to which it lacks an 

extra phosphate group bound to the ribose of adenosine in 2’ position. Such 

an extra phosphate is used by enzymes as a recognition element, to pick the 

specific cofactor, and often important residue substitutions are present among 

homologs utilizing one or the other molecule [6]. Shifting of cofactor 

specificity is an important target in biotechnological modification of proteins, 

as NADP is a more expensive molecule than NAD [7]. NAD is active thanks 
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to the nicotinic ring, where the electronic delocalization offered by the 

aromatic ring and the presence of the carboxy-amide in 5’ position, promote 

the role of carbon in 4’ position as a hydride ion acceptor. The enzymatic 

reactions in which NAD exerts its role occur with removal of a hydride ion 

and of a proton from the substrate; while the ion is bound to C4 of the nicotinic 

ring, which goes from trigonal to tetrahedral geometry, the proton is released 

in solution, as explicated in the following reaction:     

                                    SH2 + NAD+ = P + H+ + NADH 

where S is the substrate, P is the product and the NAD passes from the 

oxidized (NAD+) to the reduced form (NADH). 

 

Figure II-1: ligands of AXS. NAD (A), UDP-GlcUA (B), xylose (C) and apiose (D). 

 

In many cases, like in AXS, the reduced NADH is used in the second half of 

the reaction, and oxidized back to NAD+. Otherwise it is released, and, in 

cells, it can be used by another enzyme to perform the reduction of a substrate, 

regenerating again the oxidized NAD+. The substrate UDP-GlcUA (Fig. II-1 

B) is a nucleotide-activated sugar, composed of uridine diphosphate and a 

pyranoside, the glucuronic acid, which is a six-membered ring (five carbons 

plus one oxygen) with a carboxylic group bound to the carbon in 5’ position. 
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The two products are the UDP-activated sugars xylose and apiose. Xylose 

(Fig. II-1 C) is also a pyranoside, but with respect to glucuronic acid it lacks 

the carboxylic group. Apiose (Fig. II-1 D) is a furanoside, so it has a five-

membered ring composed of four carbon atoms and one oxygen atom. In 

position 3’ a branch, bound to the carbon atom, is present, consisting of a 

CH2OH, that is extending out of the ring plain. UDP-GlcUA and UDP-Xyl 

are widely represented activated sugars, which are used in many different 

metabolic pathways by all eukaryotic organisms. UDP-GlcUA is used in 

phase II metabolism by glucuronyltransferases to solubilize xenobiotics by 

conjugating them to the sugar moiety [8]. Xylose is particularly important 

since it is the first element attached to the polypeptide chain for the addition 

of sugar chains to proteoglycans [9]. This is exemplified by the presence of 

the aforementioned UXS [10] also in Homo sapiens, where an endogenous 

biosynthesis of xylose is required for this purpose. In plants, it constitutes the 

starting material for the synthesis of xylan and xyloglucan in the primary cell 

wall [11], while in bacteria it is a constituent of the LPS and a putative target 

to address some spreading plant diseases [12].  

The reactivity of AXS (Fig. II-2) has been already extensively described in 

literature [13]. It consists in the oxidation of UDP-GlcUA in position 4’ of 

the sugar moiety, upon which the carboxylic group bound in position 5’ is 

hydrolysed, leaving the catalytic environment in form of bicarbonate. The 4-

keto-intermediate that is formed can then undergo two different reactions, 

both involving the reducing activity exerted by the newly formed NADH. A 

first pathway, which is shared with the homolog UXS (Fig. II-3), leads to the 

formation of xylose, with the reduction of the ketone in position 4’. A second 

one, which is typical of AXS only, consists in the retro-aldol cleavage of the 

C-C bond between positions 2’ and 3’. Upon relocation of the C3 out of the 

plain of the sugar ring, a new bond is formed between C2 and C4, leaving the 

hydroxymethyl as a branch, bound to the C4 (then renumbered as C3 in the 

furanoside).  

As discussed later, the crystal structure of wild type AXS allowed to identify 

two more ligands bound in the active site, namely a UDP molecule, which is 

a known inhibitor of AXS [2], and a phosphate group, derived from the 

crystallization mother liquor. Despite their non-physiological role in the 
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enzyme’s reactivity, they provided important clues to define the enzyme 

reactivity. 

 

Figure II-2: general reaction scheme of AXS as already proposed in previous literature. The 

formation of UDP-Api (1) from UDP-GlcUA (3) proceeds through rearrangement of the 4-

keto-intermediate (4) – which is also the precursor of the other product UDP-Xyl (7) – to the 

opened structure (5) that allows ring contraction to the 3-keto-intermediate (6). Image from 

[28]. 

           

 

Figure II-3: reaction catalysed by UXS. UDP-Xyl only is produced. Image from [10]. 

 

II.1.3 Role of the enzyme in plant cell wall organization 

The presence of a cell wall is a rather unique feature of plant cells, and it is 

meant to provide some degree of rigidity and to protect the plasma membrane. 
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According to the replication phase in which a plant cell is, the wall can be 

described in two different ways, as primary or secondary one [14]. Reflecting 

the necessities of a growing cell, the primary cell wall is elastic, while the 

secondary cell wall, which grows later, is rich in lignin, providing mechanical 

resistance [15]. One of the main components in primary cell wall is RG-II, a 

polysaccharide made of a galacturonic acid skeleton with four sidechains (A, 

B, C, D) of different, poorly represented sugars. These include apiose, which 

is doubly involved in RG-II organization; first it is linking the side chain B to 

the galacturonic acid backbone and second it is linking side chain A to the 

same. Most importantly, the apiose residue linking chain A to the backbone 

is also involved in the formation of a borate cross-link with the same sugar of 

another rhamnogalacturonan molecule. By doing so, rhamnogalacturonan 

reaches its dimeric form present in muro (in the wall structure), and forms the 

intricate network of the cell wall [16]. 

II.1.4 Interest in studies on AXS 

AXS is being scientifically investigated to understand the peculiar reactivity 

of the enzyme and to identify the functionally relevant residues, which may 

lead to the rational engineering of the enzyme mutants specifically active in 

UDP-Api synthesis. Such a molecule, being a precursor of apiose, is 

interesting for commercial use. In particular, finding a convenient way to 

produce apiose and UDP-Api would be beneficial for many research groups, 

which cannot easily use this molecule in compound screening at the moment. 

Activated sugars production and modification is also relevant for 

solubilization of conjugated compounds, as it is possible to link them to an 

aglycone of interest, like an antioxidant molecule.  

The pure biological interest in AXS goes to the understanding of its role in 

plants during evolution. As the cell wall is one of the critical elements 

conferring rigidity and the option of vertical growth in plants, to elucidate 

when and how the synthesis of an essential sugar for RG-II composition 

started is a major goal in explaining the choice of plants for a sedentary life-

style. In this respect, also the comparison with UXS will turn useful to explain 

the homology level and the partial functional superposition of the two 

enzymes. Disclosing the reactivity mechanism of AXS is also an extremely 
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interesting topic from the pure biochemical perspective, since it will work as 

an example on how ring contraction is operated by biological catalysts. 

 

II.2 Materials and methods 

Chemicals for the preparation of buffers and crystallization solutions were 

bought from Sigma-Aldrich. Affinity and size exclusion chromatography 

columns were purchased from GE Healthcare, as well as the ÄKTA purifiers. 

Concentrators were from Merck. Bio-rad instruments were used to run PCR 

and for SDS-PAGE and acrylamide gel imaging. Master mix components for 

PCR were from ThermoFisher Scientific and New England Biolabs. 

Microscopes for crystals imaging were from Olympus, while the 

crystallization robot was a Douglas Instruments Oryx-8. Crystallization plates 

were from Hampton Research. Loops for crystals collection came from 

Hampton Research and Molecular Dimensions. Screening kits for 

crystallization conditions were purchased from Quiagen, Jena Bioscience and 

Molecular Dimensions. SAXS experiments were conducted at the ESRF on 

the BM-29 beamline. On beamlines ID-23, ID-29 and ID-30 at ESRF and on 

beamlines PX and PXIII at SLS the X-ray diffraction data were collected. The 

programs XDS, iMosflm, CCP4, Phenix and Coot were used for data 

processing, model building and refinement. Structural images were prepared 

using UCSF Chimera. Homology models were calculated by Swiss-model 

and enthalpy predicted by SERp. For what concerns the data collected in 

Graz, HPLC runs were performed on a Shimadzu system with a Kinetex C18 

column and NMR measurements were done on a Variant Unity Inova 

500MHz. 

II.2.1 Protein expression 

The AXS1 gene from Arabidopsis thaliana was cloned in a pET26b (+) vector 

to build a plasmid encoding for the recombinant N-ter, 6xHis-tagged AXS 

variant. 50 μl of BL21(DE3) competent cells were transformed with 1 μl of 

plasmid. After 30 minutes of incubation in ice, heat shock was performed at 

42°C for 45 seconds and the cells were placed in ice for 3 minutes, before 

being provided with 250 µL of LB medium for recovery. After 1 hour at 37°C 
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and 200 rpm shaking, cells were plated on kanamycin-containing LB-agar 

medium, since the plasmid provides resistance to this antibiotic for selection. 

The Petri dish was moved to 37°C overnight. The day after, two colonies were 

picked with a pipette tip and transferred into two falcon tubes with 5 mL of 

kanamycin-containing LB medium, thus the mini-cultures were grown at 

37°C and 200 rpm shaking overnight. These mini-cultures were used to 

prepare glycerol stocks, which can be stored at -80°C and can be used to start 

big cultures growth. Glycerol stocks were composed of 300 μl cells and 700 

μl LB-glycerol 1:1. One glycerol stock was used to prepare a pre-inoculum 

of 120 mL in kanamycin-containing LB medium, grown overnight at 37°C 

with 200 rpm shaking. The day after, six 5L flasks, filled with 1L of LB 

medium each, were inoculated with 20 mL of pre-inoculum. The cell cultures 

were grown at 37°C with 200 rpm shaking till an optical density at 600 nm of 

0.6-0.8 was reached. At this phase no antibiotic was added, whereas anti-foam 

was dispensed in few drops. The induction of protein expression was 

performed by adding 250 μM IPTG. Cells were left in incubation overnight 

at 18-20°C with 130 rpm shaking. About 16 hours after induction, the cells 

were separated from the medium by low-speed centrifugation at 3600 RCF, 

collected with a spatula and transferred in sterile falcon tubes, which were 

flash-frozen in liquid nitrogen. Cells were kept in freezer at -20°C. A 6 L 

culture yields around 18 grams of cells in total. The same protocol for 

expression was used on both the wild type AXS and the C100A mutant 

enzyme and this also applies to the following steps of purification. The further 

discussed mutants, which were produced in Graz and there tested for 

biochemical characterization, underwent identical expression and purification 

procedures, though possibly with different columns and machines. The 

mutant was designed upon sequence alignment with UXS, finding position 

100 was in the active site and presented a possibly relevant substitution. After 

structural determination of AXS wild type, the mutant underwent 

crystallization trials to obtain the structure of the protein with the substrate 

bound in the active site. 
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II.2.2 Protein purification 

Nine grams of harvested cells were dissolved in 50 mL of buffer A composed 

of 20 mM HEPES pH 7.5 and 50 mM NaCl. An excess of DNase and protease 

inhibitors (Leupeptin, Pepstatin and PMSF), together with lysozyme, was 

added to the cell suspension. For cell disruption, sonication was performed 

on the sample for 5 cycles in pulse mode (ultrasonic intervals of 7 seconds 

were alternated to static intervals of 9 seconds, leaving the sample in ice, at 

an amplitude between 70% and 80% for 1 minute and 35 seconds). The cell 

lysate was centrifugated for 45 minutes at 70k RCF and the resulting pellet 

was discarded, while cell-free extract was collected, pooled and filtered to 

remove impurities. Using a super-loop, the extract was then loaded onto a 5 

ml Nickel His-Trap column (GE healthcare) for affinity purification 

equilibrated with three column volumes of buffer A. During loading, the flow-

through, containing all the other proteins that did not bind to the column, was 

collected for precaution. After that, three column volumes of buffer A were 

flowed through the column to wash out all weakly and not specifically bound 

proteins. The AXS enzyme, whose C-terminal His-tag interacts with the 

matrix functionalized with nickel ions, was then eluted in a single peak using 

60% buffer B, having the same composition of buffer A plus 250 mM 

imidazole. Since we had been using an ÄKTA system, which allowed us to 

monitor absorbance of the sample passing through the column at 280 nm 

(detecting the peptide bond), we could conveniently collect only the portion 

of elution corresponding to the absorbance peak (Fig. II-4). Peak fractions 

were nevertheless analysed by SDS-PAGE to verify the presence of the 

enzyme and check the purity (Fig. II-5).  

The eluted protein sample was pooled and concentrated up to 35 mg/mL, then 

it was divided in aliquots of 500 µL, which were flash-frozen in liquid 

nitrogen and stored at -80°C. An AXS sample was used to perform size-

exclusion chromatography on a Superdex200 column equilibrated in buffer 

A (Fig. II-6), which allows to separate molecules depending on their size. The 

AXS protein was eluted in a monodispersed single peak consistent with a 

dimeric form of the protein. The sample was concentrated up to 92 mg/mL.           
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Figure II-4: affinity chromatography on AXS sample as described above. The green and blue 

traces show buffer B concentration and absorbance value at 280 nm, respectively. Between 

the two red lines is the peak collected and pooled for further purification. 

 

 

Figure II-5: SDS-PAGE analysis of the affinity chromatography fractions during AXS 

purification. From left to right the flow through (FT), the wash unbound (10%), the 100% 

buffer B wash after protein elution, molecular weight marker proteins (MKR) and the peak 

fractions eluted with 60% B. The AXS band shows a molecular weight around 45 kDa (same 

as the marker band), consistent with the calculated 44.7 kDa. AXS was so over-expressed to 

be also present in wash unbound and buffer B fractions. 
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Figure II-6: peak of size-exclusion chromatography performed on an AXS affinity-purified 

sample. The Superdex 200-HR column used allowed elution of a sharp peak consistent with a 

protein dimer. The sample is very monodispersed and the contaminant present in very limited 

amount elutes earlier, so it is efficiently separated. 

 

II.2.3 Crystallization experiments 

The first parameter to be assessed for crystallization experiments is protein 

concentration. To determine the proper concentration to be used, a pre-

crystallization test (PCT) can be performed [17]. A PCT kit from Qiagen 

consists of four reagents, the first two of which have low precipitants content 

and are used to prepare the preliminary crystallization drops. Protein 

concentration at this step should range at least from 5 to 20 mg/mL. If a light 

precipitate is observed, then it is worth trying the tested concentration range 

for many conditions, while if heavy precipitate is found, it means that, even 

with the low precipitant concentration, the protein must be diluted. In case no 

precipitation is observed at all, this means that either the protein or the 

precipitants concentration is not high enough. When this last case occurs, the 

protein can be mixed with the other two reagents, having higher precipitants 

concentrations. Formation of a light precipitate is interpreted as a positive 

result and it is a suggestion to proceed with the crystallization screening using 

the tested concentration. In the other cases, the kit indicates a series of actions 
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to be taken, such as diluting the sample or perform a native gel electrophoresis 

to assess its homogeneity. 

Due to the high solubility of AXS, the PCT was positive for different 

concentration values, up to 100 mg/ml. Many concentrations were then tested, 

from 35 to 90 mg/ml. The screening was done with a Douglas Oryx 8 robot 

(Fig. II-7 right) to use a minimal amount of sample and test as many 

conditions as possible. Later, commercial kits were used for manual screening 

in vapour diffusion, both in sitting and hanging drop configurations. Also, 

many manual screenings were performed with in-house prepared solutions, 

to test a vast range of concentrations for ammonium sulphate, low and high 

molecular weight polyethylene glycol (PEG) and 2-methyl-2,4-pentanediol. 

Crystallization plates were always prepared in double and stored at 20°C and 

4°C to maximize output (Fig. II-7 left).  For each condition, a drop was also 

prepared with the buffer in which the protein was dissolved, as a control in 

case of salt crystals formation. The drops were checked the following days 

after their deposition for the first week and then once per week. Depending 

on the results, the most promising conditions were optimized by manual 

crystallization in vapour diffusion. 

 

Figure II-7: on the left, crystallization plates stored for crystal growth at controlled 

temperature. On the right, the first model of crystallization robot that was put on the market 

by Douglas Instruments, an Oryx 8. 
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Since AXS was particularly reluctant to crystallize, even dialysis was tried. 

Even if the method is known to work well, its use has diminished over the 

years, mostly because of the large volumes required to set up each condition 

and the impossibility to automate the process. An AXS sample of volume 22 

μl was put in glass dialysis buttons and sealed with a single layer of dialysis 

membrane, cut to proper dimensions. The sealed button was then soaked into 

a glass vial containing 10 ml of reservoir solution. Buttons were periodically 

extracted from the solutions with tweezers and checked under the microscope 

in the first hours after soaking and on the following days. Massive 

precipitation could only be observed, and the method was dismissed. 

The commercial kits used on AXS samples in vapour diffusion were eleven, 

each one composed of 96 conditions. Plates were prepared with apoprotein or 

in cocrystallization with different combinations of the inhibitors UDP and 

UDP-glucose, alone or with the cofactor in reduced or oxidized state. Also, 

the substrate UDP-glucuronate was used in cocrystallization, after 

preliminary results were obtained. Considering also the hand-made 

experiments, the two temperature values tested and the many different protein 

concentrations, we can easily count a number over 8,000 single conditions 

has been tried. 

Since the poly-Histidine tag used for purification is known to impair 

crystallization in some – quite rare – instances [18], I produced a cleavable 

version of the AXS-6xHis construct. For this task, the PCR protocol for 

Phusion DNA polymerase from ThermoFisher was used to insert the TEV 

cleavage site between the coding sequence of the protein and the tag. The 

same crystallization experiments performed on the original construct were 

replicated on this variant, but no positive hits could be found. 

Limited proteolysis was performed in sitting drop configuration; it consists in 

adding a small – catalytic – amount of the protease trypsin to the sample. In 

this way, the most flexible parts of the protein structure should be cleaved, 

leaving only the more structured central fold to crystallize by generating 

tighter packing interactions. This strategy was tested on the wtAXS construct 

in many handmade sitting drop conditions as well as in commercial solutions 

dispensed in high-throughput by the robot, but no positive hits were found. 
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After different approaches were tried, passing though lysine methylation, site-

directed mutagenesis and SAXS characterization – which will all be described 

in the following sections – AXS crystals were eventually obtained. The 

crystals of wtAXS grew in a mix containing 0.8 M sodium phosphate and 0.8 

M potassium phosphate as precipitants/salt additives, and 0.1 M HEPES 

sodium salt pH 7.5 as buffer. UDP and NAD+ were added in cocrystallization 

at 2 mM concentration for both ligands. To safely freeze crystals, they were 

treated with a solution containing 20% v/v cryoprotectant. After trials with 

PEG400 and glycerol it was found that the latter was better serving the 

purpose, enhancing the diffraction images quality.  The ESRF (Grenoble, 

France) and the SLS (Villigen, Switzerland) synchrotron beamlines were both 

used to irradiate crystals, and both provided similar datasets for what concerns 

resolution and completeness (see next paragraph). The crystals of the AXS 

mutant C100A, which is further discussed, have been grown in same 

conditions of the wtAXS, but adding 2 mM UDP-glucuronate and 2 mM 

NADH as ligands. Glycerol was used as cryoprotectant in 20% v/v 

concentration. 

II.2.4 Crystallography 

X-ray diffraction data on crystals of wtAXS were collected on Dectris 

detectors of the Pilatus generation at the ESRF (Grenoble, France) and the 

SLS (Villigen, Switzerland) synchrotron beamlines. After preliminary 

orthogonal characterization, the data collection strategy suggested by ISPyB 

at ESRF was used to obtain best completeness. The automatic MASSIF data 

collection at ESRF was also exploited to collect data. This service is fully 

automated, from sample loading to crystal centring, preliminary orthogonal 

characterization, collection strategy, indexing, scaling and, if sequence is 

provided, it can even try to solve the structure. For the best diffracting crystal 

of wtAXS, 1500 images were collected at a phi angle of 0.1°, for a total of 

150°, and exposure time of 0.05 seconds. Detector distance was set to have a 

maximum resolution of 2.5 Å, in order to avoid data loss, despite final 

resolution was found to be 3 Å (Table II-1). Beam wavelength was set at 1 Å 

and transmission of the beam was 20% (when working on ID29 beamline at 

ESRF). Because of the severe radiation damage observed over time in the 

dataset, only the first 850 images were further processed in indexing and 

integration by using XDS, which provided an hkl file. The hkl file was input 
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to aimless in the CCP4 package, which operated scaling and intensities 

merging.  

The output mtz file of the processed data was the first to be used for structure 

solution and following refinement steps. The program Phaser was used to 

operate molecular replacement using the coordinates of the 3SLG PDB entry, 

which is referred to the protein PbgP3, from Burkholderia pseudomallei. The 

37% sequence identity between PbgP3 and AXS made some automated 

tracing necessary to make the model building process faster, even if Chainsaw 

was used to prepare the sequence. To do so, I used programs from the Phenix 

package, namely FEM to enhance the electron density map and then 

Autobuild to trace secondary elements. The output model underwent 

substantial manual tracing to remove errors of out-of-register residues 

placement, and to fill the electron density of loops. The structure was solved 

in space group P3221 (number 154) at 3.0 Å resolution, with two molecules 

in the asymmetric unit. All residues were traced except for the seven N-

terminal residues and for a flexible loop, where residues 61-68 could not be 

traced. Multiple cycles of manual refinement in Coot were alternated to 

Refmac5 runs. The quality of data was assessed constantly by checking 

Ramachandran plots, rotamers and chiral volumes distributions and by 

submitting the model to MolProbity.  

For the mutant C100A, data were collected using similar procedures followed 

for the wt AXS, except that, already knowing the cell parameters and the issue 

of radiation damage, I limited data collection to 900 images. After the usual 

steps in XDS and aimless, the wtAXS model was used as reference to solve 

the structure of the C100A mutant at 3.5 Å resolution (Table II-1). 

II.2.5 Chemical methylation  

Chemical methylation of the surface lysine residues was tried in order to make 

AXS less soluble. This approach is aimed at reducing protein solubility by 

masking charged residues with methyl groups. To do so, the pure protein 

sample can be diluted to a concentration ranging between 1 and 10 mg/ml and 

then processed with a methylation kit. I used the Jena Bioscience Methylation 

kit, which is provided with all the reagents and instructions for sequential 

steps and timing of reactions. I followed the protocol performing the 
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operations in a cold room at a constant temperature of 10°C. The tested 

concentrations in different tubes were 0.5, 1, 3, 5 and 7 mg/ml. During the 

overnight reaction step, the protein was precipitating in a concentration-

dependent way, showing much less precipitate at concentrations lower than 7 

mg/ml. Even when no precipitation was observed, the small amount of 

processed material did not display the usual behaviour in size exclusion 

chromatography. This result is discussed here because of its concise nature. 

After multiple trials, the methylation strategy was abandoned, since it was 

decreasing protein’s quality and usable quantity. 

                     
Figure II-8: elution profile of size exclusion chromatography performed on sample treated 

with methylation kit. The correct elution volume presents a low, broadened peak, while most 

of the absorbance is registered for low molecular weight molecules, being reagents in the kit. 

 

II.2.6 Site-directed mutagenesis 

As the methylation approach failed, the solubility issue was addressed by site-

directed mutagenesis of surface residues. These were targeted as they can 

form charged patches, able to promote repulsive forces. To determine which 

residues to mutate, the SERp server was used. This tool, provided by the 

University of California, generates a three-dimensional model of the protein, 

based on homology modelling, with emphasis on secondary structures, and 

assigns entropy values to the different portions composing it. By doing so, 

three charged exposed clusters of residues were found. These sites were 

targeted by mutagenesis, operated on the original construct of AXS, by 

applying the PCR protocol for Phusion DNA polymerase from ThermoFisher. 
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Three mutants were made, all having mutation to Alanine for the residues 

K167-E168, E179-K180-Q181 and K328-E329, respectively. The surface 

mutants were expressed and purified as the original construct and 

crystallization experiments were set up in the same way. In this case the high 

concentrations of the wild type could not be reached, as precipitation was 

observed in drops when passing 60 mg/ml. Even in this case, no positive hits 

could be found.  

 

Figure II-9: entropy profile calculated for the a priori AXS model generated by SERp over 

the entire sequence. The parts highlighted in green are the charged patches exposed on the 

surface, which the program suggests mutating in non-charged residues. 

 

II.2.7 Small angle X-ray scattering 

While the theoretical description of this methodology escapes the aim of this 

thesis, a brief introduction is due. This low-resolution method is used on 

biological samples to determine their shape and oligomeric state. Because of 

its limitations in resolution, it is particularly informative in the study of 

complexes, to understand the reciprocal arrangements of single components, 

the structure of which is determined by finer methodologies. Even if limited 

in resolution, SAXS has the non-trivial advantage of being a technique that 

works on samples in solution. As the name suggests, it is also based on X-ray 

diffraction but at small angles of deviation from the primary beam, which 

results in poor intensity and resolution. A SAXS profile is generated though 

a Fourier Transform of the scattering information, and it is plotted in Guinier 

derivatization (Fig. II-10 left) as the natural logarithm of the scattering 

intensity Log(I) in function of the scattering vector S=4πsinθ/λ. From Guinier 

analysis the radius of gyration of the protein is calculated and the size of the 
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molecule – so also its molecular weight, especially for globular objects – can 

be calculated [20]. Another convenient way to visualize SAXS data is the 

Kratky plot (Fig. II-10 right), which is obtained multiplying the Log(I) values 

by S2. This mode of representing data is suited to evaluate the overall folding 

of the molecule and its aggregation state. It is important to subtract the solvent 

signal before a SAXS experiment, as the technique is extremely sensitive and 

background noise would impair data reliability. To do so, few microliters of 

the same buffer in which the protein was maintained during size-exclusion 

chromatography must be used; same buffer means the one left after the 

chromatography run. SAXS experiments can be performed in batch mode, 

with a small volume of sample which is taken to the synchrotron (although 

the sample can undergo some kind of degradation during the transportation) 

or alternatively a sample can be eluted directly on site through an HPLC 

connected to the beamline (SEC-SAXS).  

For crystallization purposes, SAXS can be informative. The profile of a 

SAXS curve is telling us about the aggregation state of a protein sample, its 

raw conformation (globular or not) and its solubility at a precise 

concentration. This last information is only useful when different 

concentrations are tested (and in general in SAXS all data must always be 

related to measurements taken on samples at different concentration, at least 

three points). As multiple concentrations of protein are measured to 

understand the changes in the profile with respect to the crowding of 

molecules, one concentration value can be found for which the sample is as 

much concentrated as possible without signs of unspecific aggregation. In the 

Figure II-10 instance, the same sample of AXS, measured in batch mode, is 

plotted in both the described ways.  

The protein samples were passed through Superdex 200 and a concentrated 

stock was prepared, to make dilutions at 10, 20, 40 and 80 mg/ml for batch 

analysis and another 10 mg/ml sample for SEC-SAXS. The samples were sent 

to the ESRF where some of my colleagues performed the diffraction 

experiment, taking back the datasets, which were then evaluated by the 

program ScÅtter. As expected from literature and from sample handling in 

the lab, the Guinier analysis confirmed a molecular weight of about 88 kDa, 

consistent with a dimer of the 44.7 kDa protein. This information comes from 

evaluation of the signal for small q values. In the same way, the Kratky plot 



  Chapter II 

43 
 

confirmed the presence in solution of a globular protein, as shown by the bell-

shaped peak, and the monodispersity of the sample was assessed as well, as 

it can be seen from the signal at high q values.  

  

Figure II-10: on the left, Guinier analysis of a 10 mg/ml sample of AXS eluted from size 

exclusion chromatography just before measurement. On the right, Kratky plot obtained from 

the same data. 

 

While these data came from the SEC-SAXS experiment, and were shown here 

as they do not constitute a real result, the ones coming from analysis of 

different concentrations of AXS will be presented in the next section, as they 

make an interesting point, which resulted in helping with protein 

crystallization. Even if SAXS can be used as a pure structural technique, in 

the case of my work on AXS it was only applied as a fine analytical tool to 

better understand the protein. In this respect no models were generated on the 

base of the collected curves, as working on an enzyme would have most likely 

given a spherical object with poor structural features. 

 

II.3 Results and discussion 

The SAXS experiments performed on AXS were very informative to 

understand the biophysical properties of the protein, above all its solubility at 

different concentrations. In this respect, the experiments described in 

materials and methods section revealed a repulsive behaviour of the protein 

when its concentration was increased. Such a phenomenon has been already 
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described [19] and the theory behind it is that the interparticle repulsion, 

mostly caused by superficial charges, is responsible for the extremely high 

solubility of the protein. As we can see in Figure II-11, when samples of 

proteins with this behaviour are tested in SAXS at different concentrations, 

the Guinier analysis is not showing sign of aggregation. On the contrary, the 

apparent mass of the object decreases when increasing the concentration. This 

is consistent with higher Brownian motions in solution, which are due to 

repulsion, and result in faster objects, the mass of which seems smaller than 

the one of the same objects at lower concentrations.  

The SAXS analysis provided a rationale for the failure of the preliminary 

crystallization experiments. Indeed, the absence of precipitate in AXS 

crystallization conditions was not due to too low sample concentration but 

instead to the propensity of the protein to stay in solution because of the 

intraparticle repulsion. 

Following this observation, massive screening of AXS crystallization 

conditions was performed, lowering the concentration of the protein to 25 

mg/ml. Crystals of AXS obtained in the mentioned conditions were regularly 

shaped solids, elongated along a hexahedral base, as it can be seen in Figure 

II-12. While some presented multiplicity in their growth, most of them were 

single and quite robust. Upon cracking test with a needle, they tended to break 

in a regular fashion instead of dissolving as it generally happens with protein 

crystals. However, the biological nature of the crystalline objects was clear 

from their physical response to light polarization. In the same conditions AXS 

was co-crystallized with different ligands and using the C100A mutant form. 

The structure of wtAXS and AXS C100A presents a dimer in the asymmetric 

unit (Fig. II-13), as expected from the size-exclusion chromatography profile 

(Fig. II-6). The root mean square deviation (rmsd) value between the two 

structure is 0.2149 Å. The structure of AXS was solved using XDS on the 

diffraction images and then the programs of the CCP4 suite for scaling, 

phasing and refinement. As search model for molecular replacement the chain 

A of the PDB entry 3SLG was used. For C100A mutant the phases were taken 

from the wild type structure. The interface between the two molecules is 

represented by two α-helices, a β-strand and two loops. The α-helices in 

particular provide quite an extensive contact surface by establishing 
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hydrophobic interactions. In Table II-1 the crystallographic parameters of the 

two datasets are reported.  

 

Figure II-11: Guinier analysis of superimposed SAXS data from AXS samples measured in 

batch method at different concentrations. While the rest of the plot is matching, for small q 

values (left side) the signal increases with the sample concentration. 

 

 
 

Figure II-12: crystals of AXS reproduced by hand in the original conditions. Light 

polarization can be seen from the different colours of the objects depending on their 

orientation. The objects were indeed transparent. As size reference, the drop in the picture 

has a total volume of 4 μl. 
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 AXS wt AXS C100A 

Resolution range 49.1 - 3.0 (3.2 - 3.0)                          48.4 - 3.5 (3.8 - 3.5) 

Space group P3221 P3221 

Unit cell (Å), (°) 146.0 146.0 132.8 90 90 120 144.6 144.6 130.5 90 90 120 

Total reflections 143316 (20101) 173716 (38422) 

Unique reflections 32264 (4488) 20833 (4867) 

Multiplicity 4.4 (4.5) 8.3 (7.9) 

Completeness (%) 98.9 (95.4) 99.8 (7.9) 

Mean I/sigma (I) 9.2 (1.0) 13.1 (1.9) 

R-merge (%) 0.146 (1.291) 0.151 (1.138) 

CC1/2 0.992 (0.378) 0.998 (0.844) 

R-work (%) 0.207 (0.369) 0.200 (0.360) 

R-free 0.253 (0.377) 0.243 (0.317) 

Number of non-hydrogen atoms 6009 5870 

                Protein  5848 5723 

                Ligands 138 147 

RMS (bonds) (Å) 0.013 0.013 

RMS (angles) (°) 1.82 1.91 

Ramachandran favoured (%) 94.44 91.85 

Ramachandran allowed (%) 4.75 7.34 

Ramachandran outliers (%) 0.81 0.82 

Average B-factor 77.85 125.51 

                Protein 80.35 131.0 

                 NAD 74.30 125.85 

                 UDP 70.00 - 

         UDP-GlcUA - 124.15 

Table II-1: crystallographic table of AXS wt and AX C100A. In parentheses the high-

resolution shell values. 
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Figure II-13: AXS C100A dimer with chain A in blue and chain B in transparent green. NAD 

is represented in cyan carbons and UDP-GlcUA in purple carbons; oxygen atoms are red, 

nitrogen atoms blue and phosphorous atoms orange. Hydrophobic interactions are established 

between the two long α-helices of each monomer and between the elongated unstructured 

loop in the lower part of the image. 

 

In wtAXS, the inhibitor UDP, which is the aglycone of the UPD-GlcUA 

substrate, takes the very same position of the latter, as observed in the 

structure of the mutant. The structure of the C100A mutant, which had already 

been designed based on sequence alignment with UXS, was indeed obtained 

with the purpose of observing the ligand inside the less active enzyme (see 

further biochemical data in tables II-2 to II-5). While no sugar is present in 

the wild type structure, where UDP is bound, a phosphate is holding the 

equivalent position, quite remarkably, given the close distance with the 

pyrophosphate group of UDP. The phosphate molecule is clearly coming 

from the crystallization condition, where 0.8 M sodium phosphate and 0.8 M 

potassium phosphate are present. The phosphates of UDP and UDP-GlcUA 

establish interactions with the three arginine residues 182, 260 and 341. In 

this respect, the presence of the extra phosphate from reservoir solution in 

UDP-bound structure finds an explanation, as stabilized by local charges. No 

differences in folding are observed between the two structures and the 

divergence is limited even when comparing AXS to the homolog UXS (Fig. 
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II-16). In this case, the core of the Rossmann fold is conserved, with loops 

having different length in the two proteins. The rmsd between AXS (chain A) 

and UXS monomer is 1.630 Å.  

Before solving the structure of the C100A mutant, the 3.0 Å resolution 

structure of the wt AXS was used to model UDP-GlcUA in the catalytic 

pocket. To better fit the substrate, we took advantage of the published 

structure of ArnA (PDB 1Z7E), which shares the same residues of UXS in 

the active site and was solved with UDP-GlcUA bound [21, 22]. The model 

we developed for substrate binding was confirmed when the mutant structure 

was obtained at 3.5 Å resolution, finding the sugar conformation to be the 

same as that present in the ArnA active site.            

The NAD cofactor is hosted by the Rossmann fold, that constitutes the core 

of AXS. Here, the sidechain of Arg235 and the main chain nitrogen atoms of 

residues 27 to 30 are involved in cofactor binding. The adenine of NAD is not 

involved in major interactions with the environment surrounding it. 

Concerning cofactor binding, it should be noticed that, while the molecule 

was added in excess for crystallization experiments – so that it was not a 

limiting factor – it was actually present in complex with the protein from the 

purification step. Since during purification I monitored protein concentration 

with a Nanodrop spectrophotometer, I could observe a slight shift of the 

typical peak at 280 nm toward the direction of 260 nm. This shift was 

consistent with the variation in protein concentration and reproducible 

amongst different purifications. While such a phenomenon was first 

considered a nucleic acid contamination, upon purification with Heparin 

column this possibility was rejected, and the shift interpreted as retention of 

the NAD cofactor bound to the enzyme. Indeed, following activity studies 

confirmed slight activity of the purified protein, even in absence of an excess 

of cofactor. Also, when a purified protein sample was first measured and then 

boiled, the soluble fraction – upon elimination of the denatured protein pellet 

– was still containing NAD and NADH (Fig. II-14) released by the protein. 
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Figure II-14: absorption spectrum of AXS sample measured on a Nanodrop before boiling 

(left) and spectrum of the same sample measured upon boiling and protein removal by 

centrifugation (right). 

 

The most noticeable differences in the active site of AXS, with respect to 

hUXS, are the cysteine residues 100 and 140 in place of Ala79 and Ser119 

(Fig. II-15). While the rest of the residues involved in coordination of the 

ligands binding is consistent and even the supposed active residues are 

conserved [10], these two residues attracted my interest because of the 

position they occupy with respect to the sugar moiety of UDP-GlcUA. Based 

on such observation I developed a model, which will be better explained in 

the conclusions of this chapter. In order to prove this model, some mutations 

were proposed to our collaborators in Graz. The mutant C100A, which was 

later characterized also from the structural point of view, was meant to re-

establish the minor hindrance observed in the UXS active site, and to remove 

the nucleophilic character. In the same way, the mutant C140S was designed 

to resemble the UXS environment. The combinatorial mutant C100A-C140S 

was supposed to impair UDP-Api formation, since an environment identical 

to UXS is recreated in this mutant. Mutants design, expression and 

purification were done in Graz. Our collaborators performed also substrate 

conversion studies by chromatography and NMR characterization of 

products. In tables II-2 to II-5, the conversion experiments run on wtAXS and 

mutants, and measured after 24 hours, are summarized.  
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Figure II-15: comparison of the active sites of AXS (blue) and UXS (orange) showing the 

conserved folding around the ligands (UDP in purple carbons and NAD in cyan carbons, for 

both models) and their position in the structure. Most of the residues, not shown for sake of 

clarity, are conserved and occupy the same positions, like Arg235/188 and Thr139/118. 

However, some catalytically relevant aminoacids of AXS, like Thr101, Cys100 and Cys140 

are substituted in UXS for Ser80 (shown in double conformation), Ala79 and Ser119. 
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AXS has a quite high selectivity for UDP-Api formation, around 60%, with a 

side selectivity of 25% for UDP-Xyl and minor formation of the reaction 

intermediate UDP-4-keto-Xyl (Tab II-2). Since UDP-Api is an unstable 

compound, it is hydrolysed to UMP and Apiose-cyclic phosphate. For this 

reason, cyclic phosphate is measured as well, in small amount. Note that the 

measurement of this compound is actually based on the equimolar release of 

UMP, which may even derive from hydrolysis of the UDP-GlcUA and UDP-

Xyl. The first mutant C100A (Tab II-3) strongly reduces accumulation of the 

main product UDP-Api, while the secondary product UDP-Xyl increases in 

concentration. At the same time the 4-ketointermediate, which is generated 

upon decarboxylation of position 5’ of UDP-GlcUA and oxidation in position 

4’, is also more represented than in the sample after conversion with wild type 

enzyme. This reversion of products ratio is consistent with a reduced 

capability of the enzyme to perform the ring contraction reaction. Also, the 

increased intermediate presence is explained by a reduced activity of the 

enzyme which releases the compound before catalysing the second step of the 

reaction. The behaviour of mutant C140S (Tab II-4) shows an even stronger 

effect of the substitution, as UDP-Api production is reduced in a similar way 

to the C100A mutant, but it also accumulates more intermediate, meaning that 

even the reduction of position 4’ which leads to UDP-Xyl release is strongly 

affected. For the double mutant C100A-C140S (Tab II-5), the effect is a half-

way, with 4-keto-intermediate formation between the values of the previous 

mutants and a UDP-Api formation which is also between the two values.  

Even if a complete knock out of the UDP-Api formation was not achieved, 

the mutant enzymes prove the essential role of the two cysteines in 

performing the reaction in the proper ratio. The influence of second sphere 

actors, meaning other residues neighbouring the active site, must be more 

important than supposed and deserves further investigation. It is likely that a 

subtle balance in pKa values of the residues composing the active site is 

governing the reaction ratios. Despite the impossibility to impair UDP-Api 

formation, the effect of the single and double mutations helped developing 

the following model. The comparison with the structural model of C100A 

AXS, where the substrate is bound, allowed assigning to each residue a 

network of interactions with the atoms of the sugar moiety and the cofactor 

(Fig. II-16).  



  Chapter II 

52 
 

 

Table II-2: quantification of products corresponding to the NMR signals recorded after 24 

hours conversion experiments with wtAXS. 

Compound µmoles (µmol) Selectivity (%) 

Cyclic phosphate  107 5,33 

UDP-Apiose  381 19,05 

4- Ketointermediate  365 18,29 

UDP-Xylose  1147 57,33 

Total 1757 100,00 

Table II-3: quantification of products corresponding to the NMR signals recorded after 24 

hours conversion experiments with AXS C100A mutant. 

Table II-4: quantification of products corresponding to the NMR signals recorded after 24 

hours conversion experiments with AXS C140S mutant. 

Table II-5: quantification of products corresponding to the NMR signals recorded after 24 

hours conversion experiments with AXS C100A-C140S mutant. 

Compound µmoles (µmol) Selectivity (%) 

Cyclic phosphate  106 6,02 

UDP-Apiose  1069 60,84 

4- Ketointermediate  138 7,83 

UDP-Xylose  444 25,30 

Total 1757 100,00 

Compound µmoles (µmol) Selectivity (%) 

Cyclic phosphate  14 0,72 

UDP-Apiose  479 23,92 

4- Ketointermediate  1086 54,31 

UDP-Xylose  421 21,05 

Total 2000 100,00 

Compound µmoles (µmol) Selectivity (%) 

Cyclic phosphate  0 0 

UDP-Apiose  319 23,09 

4- Ketointermediate  562 40,65 

UDP-Xylose  501 36,26 

Total 1383 100,00 
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Figure II-16: two-dimensional representation of the H-bonding distances in AXS active site. 

The complex network of distances is expressed in Angstrom. Numbering of the carbon 

positions is reported for the glucuronic acid moiety of UDP-GlcUA. Carbon 4 of the 

nicotinamide is also labelled. 

 

II.4 Conclusions and perspectives  

Altogether, the results allowed us to conclude that Cys100 and Cys140 are 

essential to efficiently produce UDP-Api. To explain this, a model was 

developed and described below, which partially overlaps the one already 

theorised in literature. The promiscuity of AXS in product formation is also 

explained in accordance to this model.  

The first step in AXS reaction is the oxidation of UDP-GlcUA to the UDP-4-

keto-Xylose intermediate, which occurs upon decarboxylation in position 5’ 

and oxidation of the hydroxyl group in position 4’ (Fig. II-2). In mutant 

C140S and C100A-C140S the accumulation of this intermediate can be 

explained by a lack of strong interactions which are established by the more 
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nucleophilic sulphur atom of cysteines. In this scenario, the contribution of 

the ligand-binding residues seems to be more relevant than the active ones, 

so that the ligand leaves the pocket before the reaction is completed and so 

before oxygen in position 4’ is reduced, producing the intermediate. This 

phenomenon also occurs with the wild type enzyme but to a much lesser 

extent; the reaction is pictured in Figure II-17. At the same time, less UDP-

Api is formed, as Cys140 is the final reducer of the oxygen in position 3’ after 

the branched chain sugar has been formed. It must be noticed that this balance 

of different driving forces is also actual in the wild type enzyme, as UDP-Xyl 

and the intermediate are also synthesised by that, meaning that AXS has no 

way to make the action of the two cysteines prevail on other effectors.  

 

 

Figure II-17: reactions catalysed by AXS. Formation of UDP-4-keto-Xyl intermediate (blue), 

UDP-Xyl (green) and UDP-Api (orange). 

 

The results on mutant C100A highlight that the presence of Cys100 is 

important – but not fundamental – for the ring opening to occur efficiently. 

This aminoacid is likely to facilitate a shuttling of the proton bound to the 

oxygen in position 3’ and in this way to make the ring prone to condensation. 

The mutation C100A could be buffered by the close-by tyrosines 105 and 

185, which may act as well as shuttles. I speculate that Cys100 coordinates 

the oxygen in position 3’ of the sugar, before the furanosidic form is 

established, while this task is later performed by the already discussed 

Cys140. 



  Chapter II 

55 
 

For what concerns the double mutant, mutation C100A makes the ring 

condensation less likely to start and mutation C140S reduces the 

consolidation of the furanose structure. In the double mutant, the ratio UDP-

Xyl/UDP-4-keto-Xyl is shifted toward the formation of the first, as the 

mutations are partially regaining the UXS-specific configuration. 

The incapability to avoid UDP-Xyl synthesis is likely due to the presence of 

Tyr185, which is conserved in UXS (Tyr147). Such residue has already been 

described as an interactor of the oxygen in position 4’ [23]. By manually 

modelling the UDP-Api product into the active site, it is possible to see the 

fair amount of interactions conserved by the molecule with the surrounding 

residues. Upon displacement of C3 from the plane of the ring, the oxygen in 

position 3’ reaches a position closer to the C4 of NAD, still able to interact 

with Cys100. Also, tyrosine residues 105 and 185 maintain their interactions 

respectively with oxygen 2’ and the displaced oxygen 3’, while Thr139 keeps 

facing oxygen 4’ at H bonding distance. The close distance of Tyr105 and 

Tyr185 to Cys100 is also compatible with the activation of such a residue to 

its thiolate form, making it ready to interact with oxygen 3’. Even lacking a 

mechanistic demonstration, on the basis of surface and cavity analysis we can 

speculate that the CO2/HCO3 molecules can easily leave the active site.  

The structure of AXS reveals the unique features of this enzyme, and how it 

can perform a promiscuous reaction yielding two different products. The 

availability of structural data has been essential in guiding the rational design 

of mutants to assess the biochemical properties of AXS. The results of this 

work are of a dual nature. On one side, the basic research in biological field 

in enriched by understanding such a singular mechanism. The unearthing of 

the pathways leading to sugars biosynthesis in plants is important to 

understand plant growth and to develop methodologies in strengthening 

cultivations. These mechanisms are also target of many plant pathogens, 

which are becoming a bigger and bigger threat to large portions of the market 

and to food availability around the world. For example, the very well-known 

pathogen Xylella fastidiosa is targeting the UXS gene [12], impairing xylem’s 

integrity. Also from the pure chemical perspective, the ring contraction 

catalysed by enzymes is still a poorly investigated aspect of biocatalysis, and 

the elegant way used by AXS to perform it is one of the few examples 

available. On the other hand, the possible applications of AXS in production 
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of rare activated sugars is an interesting perspective. In particular, the 

coupling of this enzyme to others working in upstream reactions [24], starting 

from activated glucose, and the coupling to Leloir glycosyltransferases [25]. 

In this perspective, we have already turned our attention to some candidates 

to be characterized. The combination of different enzymes in the right 

sequence may lead to the design of a pathway that goes from the recycling of 

industrial waste to high value activated sugars, used in pharmaceutics and in 

research, and currently not available at affordable prices.  

 

Figure II-19: three-dimensional model of AXS active site. The image combines ligands from 

two datasets. The glucuronic acid of UDP-GlcUA is represented in purple carbons and comes 

from the C100A mutant structure while the nicotinamide riboside of NAD is in cyan carbons 

and derives from the wild type AXS structure. Active site residues are represented as light 

blue carbons. Cys100 is represented in two conformations, a distal one – from the 

crystallographic structure – and a proximal one – introduced in the model to explain the 

reactivity. Despite being close to the active site, Tyr185 is not shown for the sake of clarity. 

The image is representative of all the residues which have been or will be mutated to assess 

their role in biocatalysis. 
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In future perspective, it will be important to assess the role of other residues 

facing the active site, as described in Figure II-19, and this is currently an 

undergoing process. To prove the retro-aldol cleavage mechanism occurring 

in ring-contraction [26] the usage of a fluoro-analogue [27], which behaves 

as an inhibitor of the enzyme and gets stuck in the active site is scheduled and 

the compound currently under preparation – the chemical is not available on 

the market and must be prepared by multienzyme reaction – in Graz. In this 

way, it will be possible to further prove the proposed mechanism and shed 

light on this singular reaction. In the overall framework of a project on this 

sugar-modifiying class of enzyme, our current interest has also been attracted 

by homologs which work on different activated sugars. By studying these 

proteins we foresee to expand our knowledge on their fine reactivity and to 

better underrstand what we have already observed with AXS.     
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Chapter III: 

PockeMO: small evolutionary differences in protein  

folding drastically change substrate acceptance  

 

The aim of this work was to provide a structural description of the enzyme 

PockeMO, found in a fungus and predicted to be a Baeyer-Villiger 

monooxygenase (BVMO). Structural determination and analysis of the active 

site was coupled to biochemical characterization of the enzyme. The work 

presented in this chapter was started when I was still a Master student and 

was carried on during my PhD. It consisted of crystallization trials, structure 

elucidation, and of modelling substrates into the enzyme PockeMO. This 

project was carried out in collaboration with the group of Prof. Marco Fraaije, 

Rijksuniversiteit Groningen, where the biochemical characterization of the 

enzyme was performed. 

PockeMO is a NADPH-dependent monomeric flavoenzyme of 75 kDa. Its 

sequence comes from the fungus Thermothelomyces thermophila. The 

enzyme was discovered by Dr. Hanna M. Dudek by spotting the consensus 

sequence FXGXXXHXXXW(P/D), typical of BVMOs [1], in the fungal 

genome. The Baeyer-Villiger reaction is well-known in chemistry, consisting 

in the conversion, via oxidation, of ketones and cyclic ketones to esters and 

lactones, respectively. The reaction can be performed by means of traditional 

chemistry, but the process involves usage of peracids in acidic environment 

and requires high temperatures [2], making it potentially dangerous and 

definitely not environment-friendly. Several organisms were found capable 

of performing the Baeyer-Villiger reaction without using peroxyacids and 

generally with high enantio-selectivity. For this reason, the option of 

biocatalysis is quite convenient and much effort has been put in characterizing 

different members of the BVMO class [3], [4]. Of course, the main goal in 

this research field is to acquire enough knowledge to enhance the 

physicochemical features of the enzymes, generating better performing 

biocatalysts. This is usually done by making mutants, which display higher 

resistance to organic solvents, or that tolerate higher temperatures than the 

wild type enzyme. Numerous studies have been published on practical 
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implementation, upscale and yield augmentation for productive processes 

based on BVMOs [5], [6]. 

 

 

Figure III-1: reaction cycle of a typical Baeyer-Villiger monooxygenase. Starting from left, 

the intervention of NADPH is an essential step to reduce FAD, making it ready to delocalize 

electrons and accept molecular oxygen. After formation of the peroxyflavin intermediate, the 

substrate forms a complex with FAD, known as Criegee intermediate. Thanks to nucleophilic 

substitution, the final product of the Baeyer-Villiger oxidation is formed and released, while 

the newly formed hydroxyflavin is decomposed into oxidized flavin and H2O. Please note 

that the NADP+ coenzyme remains bound during the entire reaction cycle being only released 

during the final step. Image from [8]. 

 

Both chemical and enzymatic reactions pass through the formation of an 

instable Criegee intermediate [7]. This step is necessary for the introduction 

of an oxygen atom onto which an alkyl group is transferred; the result is a 

molecule where an oxygen atom has been introduced between two carbons 

(Fig. III-1). What makes BVMOs different from other more common 

monooxygenases is the two intermediates step from the peroxyflavin to the 

Criegee intermediate. During the BVMO-mediated conversion of ketones, 

while the flavin is retained in the enzyme, NADPH must be constantly 
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provided, as it is consumed and released in its oxidized form. Molecular 

oxygen is also consumed while H2O is generated. 

The article presents a complete structural and biochemical description of 

PockeMO, which is demonstrated to act on a large pattern of substrates by 

letting them into the catalytic pocket with a different mechanism with respect 

to other previously described monooxygenases. Moreover, PockeMO is a 

very stable enzyme, which may serve as a starting point for possible industrial 

implementations. 

Below the text of the article we published in the Journal of American 

Chemistry Society regarding the work on PockeMO, together with the 

supporting material for sake of completeness.  
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Chapter IV: 

Hydroxysteroid dehydrogenase (HSDH) enzymes: similar active sites 

can host molecules in different orientations to modify specificity 

 

The aim of this project was to provide structural data to explain the different 

reactivities of 7β-hydroxysteroid dehydrogenases (7β-HSDH), enzymes that 

usually display a remarkable selectivity in producing ursodeoxycholic acid. 

In the framework of steroids exploitation for medicinal purposes, the 

molecule ursodeoxycholic acid is reckoned as a drug for treatment of 

cholesterol gallstones and is already approved by the FDA and used in clinical 

practice [1]. Such a molecule is particularly abundant in bear’s liver and has 

been used in traditional medicine for a long time, but the extraction from 

natural sources is incompatible with the demand and environmentally 

unsustainable. The molecule is currently obtained by chemical route, using 

the Wolff–Kishner reduction of 12-keto-UDCA to UDCA. To replace the 

inefficient chemical process, numerous groups are trying to develop a 

biocatalytic way to convert related steroids in UDCA, taking advantage of 

bacterial enzymes of the oxidoreductase class, with high regio- and stereo-

selectivity for the hydroxyl groups attached to the gonane scaffold.  

7β-HSDH has been found to selectively convert 7-keto-lithocholic acid into 

the molecule of interest by using NADPH as a cofactor [2]. In an attempt to 

rationalize the differences between the target protein and the homolog 7α-

hydroxysteroid dehydrogenase (7α-HSDH) [3], which produces 

chenodeoxycholic acid using NADH and the same substrate 7-keto-

lithocholic acid, we proceeded though expression, crystallization and 

determination of the three-dimensional structure of 7β-HSDH. By providing 

a high-resolution model, future amelioration of the enzyme’s catalysis by site 

directed mutagenesis may be performed, with possible application in drug 

production. We characterized 7β-HSDH from Collinsella aerofaciens, a 

commensal bacterium present in human gut. The enzyme itself was already 

investigated for its biochemical properties [4] while the organism has been 

regarded as a source of oxidoreductases to perform reactions for added-value 

steroids production.  
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The high-resolution structure of 7β-HSDH compared to the one of 7α-HSDH 

provides an insightful example of reversed allocation of the ligand in the 

active site. Despite the 19% identity and the complete superposition of the 

overall folding, 7β-HSDH has a different arrangement of the charges in the 

active site and an elongated C-terminus. From the observation of these 

elements and the following modelling of the ligand – as it was not present in 

the structure we solved – we realized that, with respect to the homolog, the 

orientation is rotated 180° around the reduction site of the molecule. This 

binding mode is essential to allow correct stereo-specificity of the reaction, 

as the reduction site is placed in the right spot for the reaction to occur in β 

configuration, opposite to the α face where the hydroxyl points in the reaction 

performed by 7α-HSDH. The presence of the elongated C-terminus enfolding 

the aliphatic chain of the steroid assists the binding in the flipped orientation; 

in absence of this element, the steroid molecule would be too exposed to the 

solvent. This observation was confirmed by biochemistry experiments on 

trimmed mutants. A follow-up article was published by a Chinese group [5] 

one year after ours. In this work, the group managed to crystallize 7β-HSDH 

in complex with NADPH, confirming our binding model and the role of the 

two residues Arg40 and Arg41 in interacting with the additional phosphate of 

the cofactor.  

The development of a one-pot multi-enzyme reaction for ursodeoxycholic 

acid production would be a convenient way to exploit the potentiality of the 

enzyme. This system is already established for some preliminary steps but not 

for the actual synthesis of UDCA [6], [7]. Thanks to the cofactor specificity 

7α-HSDH can be used to convert the abundant chenodeoxycholic acid to 7-

keto-lithocholic acid using NAD+ and releasing NADH while 7β-HSDH can 

perform the final reaction using NADPH and releasing ursodeoxycholic acid 

and NADP+. It may even be possible to regenerate the cofactors in the same 

pot by using two other enzymes of the steroids modification pathway, where 

NADH is required to reduce a ketone in position 3 or 12 and NADP+ can 

oxidize a hydroxyl group of the aliphatic chain. In this way, a recycling cycle 

can be established while using different raw material to synthetize the final 

molecule. The contribution of chemistry in production of ursodeoxycholic 

acid may be drastically reduced in the coming years by implementing the 

current knowledge on 7β-HSDH. 
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