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Chapter 1
Introduction and objectives

Radiation action in cells has been studied to understand the mechanisms be-
hind the onset of biological damage in targets of relevance, such as the DNA
macromolecule. The characterization of DNA damage following radiation ex-
posure represents a fundamental knowledge for e.g. the use of radiation for
therapy and for diagnostics, for radiation protection of the general population
(and workers) against the hazards deriving from environmental and occupa-
tional exposure or from the use of nuclear power and weaponry, as well as
for radiation protection for manned space exploration. Such a large variety
of applications is reflected in the many exposure scenarios to be considered,
including exposures to mixed radiation fields. As a matter of fact, radiation
(especially particles) can undergo many different interactions in the biological
target, as a result of which a mixed field is generated and particles of different
types are ultimately responsible for energy deposition. This is always the case
for neutrons, that are themselves an unavoidable by-product e.g. of particle-
beams used for therapy, of nuclear devices, or of space-radiation interactions
with spacecraft walls.
In vitro experiments are a powerful tool to investigate radiation-induced DNA
damage and the consequent cellular responses. However, technical and practi-
cal limitations reasonably exist, that prevent obtaining experimental informa-
tion at the spatial scale interested by radiation energy deposition (the nanome-
tre scale of the DNA double helix) and at the temporal scale at which initial
events occur (with energy depositions within ≈ 10−15 s from the passage of
radiation). In case of exposure to a mixed field, it is also impossible to exper-
imentally distinguish which component of the field is actually responsible for
the damage. On the other side, the complexity of the response of cell systems
(also in interaction with each other in an in vitro culture) can be reproduced
and investigated with such experiments.
Mechanistic approaches and Monte Carlo (MC) simulations of radiation in-
teractions come to great help for the interpretation of radiobiological data
and prediction of radiation effectiveness: information on initial events at the
nanoscopic scale in the DNA (and also other potential initial targets) can be
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1. Introduction and objectives

obtained, as well as on the separate contribution to the damage of different ra-
diation qualities in a mixed field. Integrating Monte Carlo simulation with in
vitro experiments will therefore deliver insight on biological mechanisms at the
basis of radiation response of cellular systems, offering the opportunity to see
“behind” experimental findings, overcoming technical limitations and finally
allowing for a thorough comparison of the effectiveness of radiation qualities
in inducing biological damage. The flexibility of simulation approaches in be-
ing adapted to different spatial scales also offers the unique opportunity to
make the bridge between effects at the cellular and sub-cellular level and the
macroscopic description of the radiation field e.g. at the tissue/organ level or
even of the radiation environment found in space.

The purpose of this Ph.D. thesis is to contribute to the investigation on the
mechanisms underlying the induction of DNA damage by different radiation
qualities, using both experimental measurements with different in vitro sys-
tems and modelling approaches to quantify and characterize the damage. In
each Chapter, specific exposure scenarios are addressed, offering examples of
the possible applications that could benefit from results and approaches devel-
oped in this study, such as, among others, clinical treatments, biodosimetry
and space radiation protection.

In Chapter 2, MC simulations for radiation transport and tracks have been
carried out to investigate how different radiation qualities impact the final
biological outcome, in terms of spatial distribution of the energy depositions
and of the characteristics of the final DNA lesions, intimately related to the
biological effectiveness.
The characterization of the DNA damage complexity as a function of the Lin-
ear Energy Transfer (LET) is firstly addressed: this work was carried out in
the framework of the DoReMi INITIUM (“Track structures and initial events:
an integrated approach to assess the issue of radiation quality dependence”)
and TREND (“TRacking damage at ions’ track ENDs”) projects, and my con-
tribution was the simulation of clustered DNA damage due to light (such as
protons) and heavy charged particles (up to neon ions), by means of the bio-
physical track-structure code PARTRAC. A wide range of particle energies has
been tested, up to the low energies found in the distal end of the Bragg peak
used in therapy.
The formalism behind the concept of LET was then investigated in more de-
tail, starting with its usual definition and going to the lineal energy as its
microdosimetric equivalent. It is recognised that a microdosimetric approach
offers a better description of the stochastic pattern of energy depositions at
the microscopic scale with respect to averaged macroscopic LET values. My
contribution was on the derivation of these two quantities from proton tracks
at different energies simulated with PARTRAC.
This work contributed to the development of a model for the neutron relative
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biological effectiveness (RBE), calculated in terms of clustered DNA lesions
with respect to low-LET X-rays, with the aim to trace back the variation of
RBE as a function of neutron energy to initial physical events. The charac-
terization of neutron RBE is still subject of debate and the available recom-
mendations for the neutron weighting factors wR are constantly under revision
to keep track with the experimental findings and measurements. This work
has been carried out in the framework of the ANDANTE (“Multidisciplinary
evaluation of the cancer risk from neutrons relative to photons using stem cells
and the analysis of second malignant neoplasms following paediatric radiation
therapy”) project. ANDANTE included experimental and theoretical work to
estimate the risk of secondary tumours following proton-therapy in paediatric
patients, where secondary neutrons might play a role. My contribution in
this project concerned the simulation of neutron transport with PHITS and of
particle tracks with PARTRAC, to be coupled to predict neutron RBE as a
function of neutron energy.

In Chapter 3, the simulation of DNA damage was extended to the repro-
duction of DNA repair foci, originating from the recruitment of DNA repair
proteins at the damage site. This Chapter represents the main core of the ex-
perimental and modelling activities I performed during my Ph.D. work. The
phosporylated form of histone H2AX (γ-H2AX focus) was considered, since
this has been demonstrated to be one of the early events following the induction
of DNA double strand breaks (DSBs) and to play a key role in the recruitment
of repair factors by the DNA damage repair (DDR) system. γ-H2AX foci mea-
sured at the earliest time-points can therefore be directly correlated with initial
DNA damage. The aim of the modelling was to reproduce the observer’s point
of view, starting from the simulation of damage at the nanometre level, but
finally delivering the read-out of the endpoint, which is necessarily affected by
the physical extension of the region in the genome interested by the phospory-
lation and by the chosen experimental technique to visualize and score foci.
To this aim, taking advantage of the modelling approaches largely discussed in
Chapter 2, a clustering algorithm was developed that starts from initial dam-
age and takes account of both these factors. This approach has been applied
to different exposure conditions, with X-rays, neutrons and carbon ions.
Dedicated data have been obtained from experimental measurements with in
vitro systems (normal human lung fibroblasts and mouse breast cancer cells)
for the benchmark of the newly developed modelling approach. Measurements
for neutrons and X-rays were carried out at the Radiological Research Accel-
erator Facility (RARAF) - Center for Radiological Research (CRR), Columbia
University Medical Center, New York, USA, where I spent six months of the
Ph.D. program. An analogue of the neutron field generated by the Hiroshima
bomb at 1.5 km from the hypocentre of the explosion is available at RARAF
for radiobiological experiments and physical measurements. Exposure to car-
bon ions was carried out at the National Centre of Oncological Hadrontherapy
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1. Introduction and objectives

- CNAO in Pavia, using a treatment plan for 12C ions in a water phantom, to
mimic the irradiation of tumour cells in a patient using a Spread Out Bragg
Peak (SOBP). The induction of foci has been measured through immunocyto-
chemistry (ICC) and results from both conventional fluorescence microscopy
and confocal microscopy (performed, respectively, at RARAF/the “RadBio-
Phys Lab” of the Physics Department, Pavia, and at the “Centro Grandi
Strumenti”, Pavia) have been compared, to highlight the differences in the
quantification of foci (and of underlying initial DNA damage) due to technical
limitations related to the read-out system.

Finally, in Chapter 4, selected applications to the space radiation environ-
ment are presented. Biological effects of space radiation are of great interest
also in view of future manned exploration missions in deep space. Space radi-
ation exposures can lead to both long-term detrimental health consequences,
but also short-term effects in case of acute exposures as the ones due to solar
phenomena.
In the first part of the Chapter results from a preliminary study are presented,
focused on the modelling of DNA clustered damages due to the neutron field
expected at the surface of Mars, taking advantage of the simulation of neutron
transport and damage induction elaborated in the previous Chapters. The
analysis aimed at unravelling the resulting biological effectiveness of Martian
neutrons.
Finally, selected results of the PERSEO (“PErsonal Radiation Shielding for
intErplanetary missiOns”) project are presented. PERSEO is funded by the
Italian Space Agency (ASI), and led to the construction and test of a demon-
strator for a personal radiation protection device, in form of a water-filled
garment, to be worn by the astronaut in a space habitat to mitigate the harm-
ful effects of cosmic radiation, in particular during solar particle events (SPEs).
Being the focus here the development of countermeasures for acute effects, dose
calculations are performed at the tissue/organ level, without going to the level
of detail of DNA damage. This set of results provides therefore an example of
application of modelling radiation transport at the macroscopic scale only. In
the framework of this project, I contributed to the Monte Carlo simulations
carried out to evaluate the dose reduction achieved thanks to the PERSEO
garment in organs that can display the onset of non-cancer short-term effects.

The measurements and modelling results presented in each Chapter concern
the experimental and theoretical activities I personally carried out for this
Ph.D. work. At the end of each “Objective” Section in the introductory Para-
graphs, there is reference to the main papers in which the work has been
finalized, that include additional data and results for the interest of the reader.

Finally, Chapter 5 summarizes the conclusions of this Ph.D. thesis.
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Chapter 2
Initial events at the nanoscopic
level

2.1 Simulation of radiation-induced initial DNA

damage

2.1.1 DNA as a radiation target

The radiation-induced effects to the cellular DNA have represented a hot topic
of research since the introduction of radiation in many facilities for research,
therapy [1] and industrial purposes.
Energy depositions to the DNA may compromise the functionality and the
integrity of the entire cell, influencing its final fate. It has been shown that the
degree of damage can be completely different, in frequency and complexity,
under different irradiation conditions [2, 3]. This also affects how modifiers
(such as oxygenation and radio-sensitizers or protectors) act [4]. The differ-
ences in effectiveness for the induction of biological damage are traced back
to the so-called radiation quality, a concept strictly related to track-structure,
that is the event-by-event pattern of energy depositions in the target (for the
purpose of this thesis, the DNA) at the nanometre level [5, 6]. The distribution
of these highly organized events within the radiation track is often condensed
in averages quantities as the dose or the Linear Energy Transfer (LET, defined
in the following), but it is fundamental in determining the spectra and the
microscopic features of the resulting damage in cells [5]. The characteristics
of molecular damage at the DNA level have been classified by means of com-
putational approaches [7]: Charlton et al. (1989) adjusted the probabilities
of single-strand breaks (SSBs) induction starting from the energy deposited in
critical DNA volumes, obtaining good agreement with radiobiological measure-
ments for cells irradiated with electrons, protons and alpha particles. Double
strand beaks (DSBs), obtained when single strand breaks on opposite strands
are separated by few (a ten) base pairs, were also considered in the analysis
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2. Initial events at the nanoscopic level

[8].
Clusters of damages were soon recognized as a critical kind of damage, influ-
encing the severity of the radiation-induced damage: several authors explored
the effects of different clustering degrees of energy depositions and associated
lesions on the modelling of experimental data, starting from few ionizations in
3-10 nm of the DNA [9, 10, 11]. Goodhead et al. (1980) associated a number
of 3-9 lesions in 3 nm to simple damages (as the ones from sparsely ionizing
radiation - IR), while 10 or more ionizations in 3 nm would generally give rise
to more complex and detrimental lesions [12]. 3D descriptional models were
also developed by Mozuder and Magee in 1966, by proposing the structures
known as “spurs”, “blobs” and “short tracks” [13], and by Butts and Katz in
1967, with the amorphous track description [14]. These studies confirmed that
highly clustered energy depositions, typically induced by ionizing radiation, are
more detrimental to the biological matter than lesions from other endogenous
factors. The difference in the energy depositions (and therefore DNA breaks)
propagates furthermore at the micrometer (nuclear/cellular) scale, affecting
more compacted structures of the DNA like the chromosomes [15, 16, 17].
However, despite sophisticated experimental techniques have been developed
in order to detect initial damages in many cellular compartments, including
DNA [18, 19], sensitivity limitations always affect an accurate quantification of
the damage, and underestimation of closely spaced DNA lesions is very likely
to happen [20]. This is particularly true for the study of mechanisms and
damages following low-dose exposures. When going to risk evaluation, most
often risks due to low doses of radiation are extrapolated from the available
data at higher doses, meaning that the risk estimation for radiation protection
purposes is affected by significant uncertainties.
An additional practical limitation, often hindering the quantification of the
initial response, is related to the fact that some assays are carried out minutes
after the exposure of the biological samples (like the γ-H2AX assay, discussed
later). When studying initial DNA damage and its repair, this means that
the first measurement will take place when DNA repair might have already
been initiated, even if cooling samples prior the irradiations can be adopted to
prevent/slow-down the initiation of repair pathways.
As anticipated, modelling approaches and, in particular, Monte Carlo (MC)
simulations can support radiobiological measurements, for both the study of
low-dose effects and for the evaluation of the initial damage. MC codes have
been widely adopted to simulate radiation-induced damages in biological tar-
gets starting from the physical interactions of the radiation track [21, 22, 23].

2.1.2 Monte Carlo calculation of radiation-induced dam-
age

Depending on the length scale over which radiation energy depositions are
averaged, MC codes can be distinguished in radiation transport codes and

6



2.1. Simulation of radiation-induced initial DNA damage

track-structure codes: for charged particles, transport codes consider average
values of multiple energy depositions (due to inelastic collisions with atomic
electrons in the target) in track segments (condensed-history approach), while
track-structure codes deal with all single events produced by radiation, taking
account of the kind of interaction (ionization/excitation), the energy deposited
and the event spatial distribution (event-by-event). In modern track-structure
codes this can be done for charged particles down to energies of few elec-
tronvolts. For both cases, secondary particles that are generated by primary
particle interactions (e.g. products of nuclear reactions in transport codes,
or accelerated electrons in track-structure codes) are in turn followed in their
history with the same approach used for primary ones.
When coupled to a software reproduction of the biological target, MC simu-
lations provide the possibility to investigate biological damages starting from
physical events, allowing to estimate parameters of relevance for both mech-
anistic studies, practical applications as radiation therapy [24], and the un-
dertanding of processes at more systemic level [25]. To this aim, further steps
are necessary to relate track-structure calculations to biological damage: i) the
implementation in the simulation of the generation and diffusion of free radi-
cals by radiation energy depositions in the cellular micro-environment (mostly
consisting of water) [26]; ii) the implementation of the target geometry (the
DNA, in our case); iii) based on energy depositions in the target (either by
diffusing radicals or directly by radiation), a series of rules/assumptions to
evaluate resulting damages to bases, to the sugar-phosphate backbone (e.g.
SSBs and DSBs); iv) finally, a scoring scheme to quantify the overall damage
complexity.
Nikjoo et al. reported in 2001 on the complexity and frequency spectra of the
simple and complex DNA lesions, proposing a modelling approach of strand
breaks based on Monte Carlo track simulations in liquid water and coupling
the resulting pattern of interactions to a canonical model of the B-DNA. They
characterized the spectrum of strand breaks per unit dose for energetic elec-
trons and ions, also providing useful information on the percentage of damage
to the bases and their combination with other kinds breaks: they found out
that the majority of damage is represented by single breaks, and that for the
radiation types under investigation their total yield of damage (Gy−1) remains
almost constant; yields of base damages vary according to the radiation quality,
and they often accompany single breaks; more interestingly, they highlighted
that, at low energies, electrons cause double-strand breaks and more complex
types of lesions in ≈ 30% of cases, with the percentage increasing for alpha
particles [27].
Different track-structure codes have been developed following a similar ap-
proach, some for different specific purposes and optimized for single radia-
tion types, and others as PARTRAC (PARticle TRACks) [28] and more re-
cently Geant4-DNA (in the Geant4 - GEometry ANd Tracking - environment)
[29, 30, 31, 32] able to deal with several radiation qualities.

7



2. Initial events at the nanoscopic level

For the purpose of this work, the biophysical track-structure code PARTRAC
has been extensively used. PARTRAC has been mainly developed at the
Helmholtz Zentrum München, in collaboration with the University of Pavia
[6]. In its current version, it gives the possibility to simulate different kinds of
radiation-induced lesions in a realistic atom-by-atom representation of the hu-
man genome for fibroblast- or lymphocyte-like cells [33] in their G0/G1 state.
The software replica of the genome comprises all organization levels, from
the simplest deoxynucleotide pair, to the whole structures of the double he-
lix and its condensation from nucleosomes to chromatin loops and territories.
The DNA is implemented in a single compactness state, that is in heterochro-
matin.
PARTRAC has been also recently upgraded in order to properly deal with
interaction cross sections for full slowing down ions [34]. A more detailed de-
scription of the code is provided in Par.2.1.5
Geometrical aspects of the DNA organization will play an important role for
a large part of the results presented in this thesis. DNA geometry regulates
the yield of damages (e.g. strand breaks) and also influences the availability of
scavengers in proximity to the damaged site [35]. In particular, DNA damage
repairability has been shown to be strongly influenced by both the geometrical
and the “genomic” distance between strand breaks [24], which is ultimately
correlated to the amount of energy deposited in the target per unit length,
therefore to radiation quality. Also, damage distribution in space is at the
basis of our ability to detect and quantify DNA damage with radiobiological
assays. All these issues will be specifically faced in this work.

2.1.3 Introduction of basic quantities

The linear energy transfer (LET) was introduced to quantify the average en-
ergy dε imparted to the medium in electronic collisions by a charged particle
traversing a distance of dl [36]:

dε

dl

[keV
µm

]
(2.1)

For photons and other neutral particles, a LET can be equally defined as
the one of the accelerated secondary charged particle species. By definition,
LET is an averaged quantity, and the underlying local energy deposition at
the microscopic scale can be subject to great variability, as later discussed.
The LET depends both on properties of the impinging radiation and of the
traversed medium: in particular, it is proportional to the squared charge of the
incident particle and inversely dependent on its squared velocity (according to
the Bethe-Bloch formula):

LET ∝ Z2

β2
, (2.2)

where β is the ratio of particle velocity to the speed of light.
Particles change their energy while traversing the target material, and more
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2.1. Simulation of radiation-induced initial DNA damage

particle types can be accelerated (or can be present from the beginning in a
mixed field): this results in a LET distribution in the target. To characterize
the field by a single parameter, different average values can be used, as later
detailed, which may however provide little information on a complex field.
Overall, this quantity reflects the spatial density of energy deposition events
by radiation, and it is intimately related to the effectiveness in producing bio-
logical damage. Generally speaking, a higher LET, as it is found for charged
particles with respect to photons, is associated to an increase in biological
damage. The use of the LET is therefore common in fields such as radiation
therapy and radiobiology to characterize the radiation quality.
To compare the effectiveness of different radiation qualities, the relative bio-
logical effectiveness RBE is defined as the ratio of the dose from a low-LET
reference radiation (250 kVp X-rays or high energy γ-rays as suggested in [37])
required for a given biological effect, to the dose that would produce the same
effect with the radiation under investigation s [38]:

RBE =
DX

Ds

(2.3)

Though the formula is simple, the RBE is not easily evaluated and its use
requires attention: RBE itself depends on a large variety of parameters, such
as dose, dose-rate, biological target (e.g. cell lines), biological endpoint, kind
of particle, LET and reference radiation.
As it will be discussed also in Par.2.2, the optimization of treatment plans in
heavy ion therapy is based on the concept of biological dose, defined as physical
dose × RBE, so that different biological effectiveness at equal physical dose
are taken into account.

2.1.4 Objective

A mechanistic study relying on track-structure Monte Carlo calculations has
been undertaken to characterize different radiation qualities in terms of DNA
damage induction (from simple SSBs to clustered lesions), as a function of
their LET.
This study was carried out in the framework of the DoReMi - INITIUM (“Track
structures and initial events: an integrated approach to assess the issue of
radiation quality dependence”) and TREND (“TRacking damage at ions’ track
ENDs”) projects 1. In this section we present systematic results for charged
particles from protons to 20Ne ions, simulated over a wide energy spectrum,
from the very high energies (low-LET) used in hadrontherapy down to the
stopping energies (very high-LET) corresponding to the Bragg peak region.
The MC biophysical code PARTRAC has been used. RBE estimates can be
derived based on these results.

1Project n. 249689
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2. Initial events at the nanoscopic level

Publications for the topic

� “Comprehensive track-structure based evaluation of DNA damage by
light ions from radiotherapy-relevant energies down to stopping”, W.
Friedland, E. Schmitt, P. Kundrát, M. Dingfelder, G. Baiocco, S. Bar-
bieri, A. Ottolenghi. Scientific Reports, 2017.

� “The origin of neutron biological effectiveness as a function of energy”, G.
Baiocco, S. Barbieri, G. Babini, J. Morini, D. Alloni, W. Friedland, P.
Kundrát, E. Schmitt, M. Puchalska, L. Sihver, A. Ottolenghi. Scientific
Reports, 2017.

2.1.5 Material and methods

PARTRAC: DNA damage yields from different radiation qualities

PARTRAC simulations were carried out using a fibroblast cellular model, ex-
posed to particles of energies of interest for medical applications, to quantify
the induction of DNA damages as a function of LET.
In the code, a software replica of the DNA is implemented atom-by-atom,
and recursive looping of stackable chromatin fibre elements of the DNA (each
contained in a volume of 50 × 50 × 50 nm3 and consisting in 5-6 kbps) is
introduced to create the condensation levels from chromatin loops to chromo-
somes domains. Each atom is considered as a sphere with doubled van Der
Waals radius, to remove empty space between atoms. The semi-axes of the
ellipsoidal nucleus were of 10, 5.3 and 2.7 µm in x, y and z respectively. The
cytoplasmic compartment was instead reproduced as a rectangular box of side
14, 14 and 10.2 µm along the three directions.
1H, 2He, 12C, 14N, 16O and 20Ne ions were generated with energies from 0.025
to 256 MeV/u. All secondary electrons are followed down to energies of 10 eV
[26]. Nuclear interactions were neglected and only Coulomb interactions were
considered in the calculations.
According to their energy, particles were simulated in two different ways, in
order to have a homogeneous irradiation of the target volume:

� for energies implying a range longer than the transversal dimension of the
nucleus along z, particles were generated from a grid of 5×3 voxels (each
of 16 µm2), positioned at 0.3 µm of distance below the nuclear surface
along the z-axis. For each run, 15 particles (one per pixel) were generated,
for a fluence of 0.0625 particles/µm2. In this case, the following relation
between LET and dose holds:

LET [kev/µm] =
D[Gy]

0.1602 · fluence[µm−2]
, (2.4)

where D represents the dose deposited in the target in the run and it is
provided by PARTRAC as an output parameter. No electronic equilib-
rium is provided with the following setup, especially for highly energetic
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2.1. Simulation of radiation-induced initial DNA damage

particles emitted by the fixed grid along the z-axis. As a partial miti-
gation, a mirroring effect was implemented to act along the cytoplasm
surfaces only in the x and y directions: all the particles leaving the
cytoplasmic volume in these directions are reflected back inside the cy-
toplasm, as if a new particle of the same energy as the one escaping the
nucleus would enter the cell;

� short-range particles could not be emitted by a fixed source, so they were
randomly and isotropically generated in the nucleus (even if that might
not mimic some experimental arrangements, where particles are shot
perpendicularly): in this way they are free to stop wherever inside the
nucleus. Particles generated close to the surface can escape the nucleus.
A fixed number of 0.08 particles per µm−3 for particle starting points
was chosen. The LET in this case was estimated by using:

LET [keV/µm] =
Edep[keV ]

range[µm]
, (2.5)

i.e. dividing the energy deposited by the particle (Edep) by its range in
water, in continuous slowing down approximation, as from SRIM/TRIM
(“Stopping and Range of Ions in Matter”/“TRansport of Ions in Matter”
[39]) tables.

In both cases, fluences were adjusted in order to have damages due to a single
particle, as also later discussed.
In PARTRAC, lesions to the DNA are obtained by superimposing the energy
depositions calculated using liquid water onto the DNA model, and using de-
termined probabilities for the induction of DNA damage.
The chemical stage has been thoroughly implemented in PARTRAC, using
experimental data on the diffusion and reaction coefficients [28]. Reactive
species that arise from the interactions with water molecules are transported
in their diffusion path and all the reactions with other radicals and the DNA
are taken into consideration. The lifetime of ·OH radicals, the most abundant
radio-induced reactive oxygen species (ROS), is however influenced by the pres-
ence of further scavengers [40], whose scavenging capacity was estimated to be
around 4 · 108 s−1 [41]. Since the chemistry module of PARTRAC does not
include reactions with these molecules, the removal of ·OH radicals in the code
was introduced by means of a characteristic time of 2.5 ns.
No clear-cut distinction has been drawn between direct and indirect effects:
the first have been defined as damages strand breaks which are not removed
by scavengers, including interactions within the inner hydration shell, while
indirect effects are breaks that can be suppressed by the addition of radical
scavengers. The energy parameters for the cross sections were optimized trying
to reproduce the number of breaks after low-LET irradiation such as 60Co γ- or
220 kVp X-rays: according to Ref.[42, 43], a resulting number of ≈ 1000 strand
breaks (Gy−1 cell−1) can be expected, with a ratio of 35:65 between direct and
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2. Initial events at the nanoscopic level

indirect effects. Using a probability of SSB induction linear up to 37.5 eV, but
with a threshold at 5 eV (before which it is null) the data on direct effects
were successfully reproduced [44, 45, 33, 46], even if higher energy values (57.6
eV) were considered to take into account the role of DNA on track-structures
[47] and the fact that heat-labile sites were neglected from the count of strand
breakage [48]. This represents an alternative approach from what previously
done by Nikjoo et al., who used a threshold energy of 17.5 eV to model SSBs
[27].
For what concerns the indirect strand break induction due to low-LET irradia-
tion, the calculations were in agreement with the aforementioned results when
65% of the ·OH interactions with deoxyribose lead to SSBs. This fraction cor-
responds to 13% of all ·OH-DNA interactions (values ∼ 20% were found for
the percentage of ·OH-deoxyribose interactions), while the remaining fraction
corresponds to interactions with the bases.
As for DSBs, the threshold has not been enhanced with respect to the one
for SSBs, but a radical transfer mechanism was proposed, in 1% of the cases
a single interaction may lead to a DSB [28]. Exposure to different radiation
qualities implies that yields and complexity of the damages vary significantly,
so a characterization of different kinds of DNA damages was carried out: the
focus was on the distribution of the SSBs and DSBs as“simple”damages, while
yields of DSBs clusters (defined as lesions comprising 2 or more DSBs within
a genomic distance of 25 bps) were investigated, under the hypothesis that
these clusters are complex lesions that could influence the fate of a cell. Their
multiplicity (the mean number of DSBs in a cluster) was also considered.
DNA fragment distributions were obtained, where the majority of these frag-
ments is induced by 2 DSBs from a single track, since the particle fluence inside
the target was adjusted to minimize fragments from multiple particles. All the
results are presented as averages (Gy−1, per cell) over a variable number of
simulation runs, from 64 to 256 according to the energy of particles, and the
errors are presented as standard errors of the mean (SEM) among different
runs.

Software for plot elaboration

Unless specified in the text, all the plots shown in this thesis were obtained by
means of GraphPad Prism version 6.01 for Windows, GraphPad Software, La
Jolla California USA [49].
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2.1. Simulation of radiation-induced initial DNA damage

2.1.6 Results and discussion

The first set of results, shown in Fig.2.1, concerns the conversion of particle
energy in MeV/u into LET. Similar results always obtained with PARTRAC
are presented for different nuclear model geometries and irradiation setups in
[50].
Two different LET curves are presented for each particle: the curves labelled
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Figure 2.1: LET values as a function of particle initial energy (MeV/u), calcu-
lated from energy deposited within the cell nucleus (solid lines, drawn to guide
the eye) and comparison with stopping powers from ICRU [36, 51] (dotted
lines).

with “LET” were obtained according to Eq.2.4 and 2.5, applied to the specific
irradiation setup, while the curves labelled with“Initial LET”refer to the stop-
ping power of particles at their initial energy, as provided by ICRU [36, 51].
The average LET can be used to describe radiation clustering properties in
track segments along which there are no significant changes of the particle
energy. In case of very low energy particles, whose range is smaller than the
transversal thickness of the nucleus, the LET has been calculated as the ratio
of the total energy deposited in the target to the particle range. The LET in
the low energy range is lower with respect to ICRU nominal values. At the
lowest energy range, depending on the species, calculated LET ranges from ∼
45 to 900 keV/µm.
By definition of LET (and stopping power), at equal energy, the LET is higher
for heavier ions. Decreasing the energy per nucleon, the values of the LET ini-
tially increase up to an inversion point (around 0.5 MeV/u) for all the species,
even if the effect is less pronounced for the lighter ions. Thereafter the LET
starts to bend down and to decrease very steeply for all the radiations. The
Bragg peak corresponds to the region of the curve where the LET reaches
its maximum. Despite having the same LET, two particles at the proximal
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2. Initial events at the nanoscopic level

and distal edge of the Bragg peak have different velocity, hence different track
structures. It has to be recalled that in the low energy region, the Bethe-Bloch
formalism breaks down, which is due to several factors, including charge chang-
ing reaction for slowing down particles. LET values here derived are specific
of the irradiation setup and are average values over the nuclear model under
consideration.

Fig.2.2 shows the yields of SSBs, DSBs, total number of strand breaks and
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Figure 2.2: DNA damage as a function of particle initial energy: yields of (a)
SSBs; (b) DSBs; (c) total strand breaks; (d) DSB clusters. Lines are drawn to
guide the eye. Error bars are SEM values from different simulation runs.

DSB clusters for all the species as a function of their initial energy; Fig.2.3 re-
ports the same data as a function of the LET, using the relationship between
the starting energy and the LET shown in the previous plot. In the count of
DSBs, we also include all DSBs that might be clustered in higher complexity
lesions: e.g. DSB clusters contribute multiple DSBs corresponding to their
multiplicity (number of DSB per cluster).
The interpretation of the results as a function of energy and LET is not
straightforward, due to the non-monotonic dependency between these two lat-
ter quantities. In general, SSB yields are much higher for the light-particles,
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2.1. Simulation of radiation-induced initial DNA damage

and they increase with the energy, except for α particles, which display a deep
valley. Higher energies mean lower LET and sparse distribution of damages,
which translates into more simple damages than clustered ones, as also clearly
visible in the plots in Fig.2.3(a).

On the contrary, for DSBs the trend is quite different: the number of these
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Figure 2.3: DNA damage as a function of particle LET: yields of (a) SSBs; (b)
DSBs; (c) total strand breaks; (d) DSB clusters. Lines are drawn to guide the
eyes. Error bars are SEM values from different simulation runs.

lesions slightly increases with the energy, but then this trend is inverted and
DSB yields decrease (Fig.2.2(b)). As a function of LET, the yield of DSBs
increases almost monotonically: a higher energy deposition per unit length
translates into closer breaks.
Different ions at the same LET induce damage of different complexity, due to
the energy of secondary electrons. At equal LET, lighter species induce more
DSBs: from the Z2/β2 dependence of LET, the same linear energy transfer for
ions of different charge implies that the lighter one must have a lower velocity.
As the velocity of secondary electrons is proportional to the velocity of the
primary particles, secondary electrons will be less energetic in this case. But
if the LET is the same, this means that more electrons have to be accelerated
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2. Initial events at the nanoscopic level

per unit path lenght. This results in denser interactions, hence more localized
damage [52]. In particular, the final part of the track of a δ-ray is usually
the site for very clustered lesions, as simple damages are condensed in few
nanometers of distance [53]. The difference among the heavier species at equal
LET is less evident, because of the similar charge.
For both SSBs and DSBs, a common feature at very low energies/high-LET is
manifest, that is an inversion of the trend in the yields, resulting in hooks in the
curves connecting simulation points. This can be explained by Fig.2.1, where
the LET stops increasing for lower energies and it falls off beyond the point
of maximum. If we consider the curves for the total strand breaks (Fig.2.2(c)
and Fig.2.3(c)), calculated as the sum of SSBs and twice the yield of DSBs, it
is immediate to notice the resemblance to the plots for SSBs, as these latter
dominate in the count of total damages.
For targets at the order of magnitude of the nanometre, the induction of DNA
complex lesions deserves specific attention, as indicator of radiation cluster-
ing properties, as already introduced in the pioneering work of Nikjoo et al.
[54, 55]. In Figg.2.2(d) and 2.3(d) we show the yield of DSB clusters as a func-
tion of energy and LET, respectively. The definition of DSB clusters adopted
in this work is of > 2 DSBs within 25 bps, which means within few helical
turns of the DNA, according to the definition of DSB++ given by Nikjoo et
al. [8, 56] (the notation DSB+ referred instead to a DSB in close proximity of
a SSB). This specific definition of DSB cluster is an operational definition to
allow quantification of complex damage.
The trend is non-monotonous for the heavier charged particles under investi-
gation: the number of clusters starts bending down before the maximum LET
is reached, as the damage becomes more spatially localized when the energy
decreases. Again, the curves connecting simulation points show hooks, with
DSB cluster yields that are going back to values close to those obtained with a
lower LET. This means that differences in the complexity of damage induced
by two particles with the same LET but at the proximal and distal sides of the
Bragg peak are somewhat hidden when DSB clusters are scored. In Par.2.3.5
we address the issue that, given the observed trend of DSB clusters vs LET,
a single DSB cluster yield can be approximately associated to a single LET
value.
For the purpose of this study, different definitions of DNA cluster damage could
have been adopted, e.g. by means of different degrees of complexity or lesions
comprising a DSB plus a second type of DNA damage (bases). In fact, there
is no standard approach to relate the energy deposition pattern in a chosen
sensitive volume at the nanometer scale to the biological outcome of the expo-
sure. This would obviously result in different damage spectra and a different
asessment of radiation effectiveness, based on different endpoints. However, it
is common knowledge that DSBs are the typical signature of radiation passage
in matter, and the biological correlation between complex lesions (like DSB
clusters) and impaired cellular repair mechanisms is well recognized within the
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2.1. Simulation of radiation-induced initial DNA damage

radiation research community [57, 58, 59]. It is therefore reasonable to adopt
DSB clusters to evaluate the radiation effectiveness (this will be discussed in
Chap.2.3 of this thesis, where clustered DNA damage is used to quantify the
neutron RBE).
It must be also noted that PARTRAC is one of the track-structure codes
nowadays available within the radiation research community, but other tools
may rely on different implementations of the DNA macromolecule and cross-
sections, leading to different ways to calculate clustered damage. Examples of
track-structure codes exploiting a geometrical model of the DNA are:

� the MOCA-15 code by Paretzke and Wilson (1987) [60], where the energy
depositions simulated in water vapour of unit density were superimposed
to the DNA model proposed by Charlton and Humm (1988) [61, 62].
The sequence of bases was described as a 1-nm-diameter cylinder, sur-
rounded by the sugar phosphates as 0.34-nm-thick and 2.3-nm-diameter
half-annuli, each one rotated by 36◦.

� the KURBUC code, introduced by Nikjoo et al. in 1993 [63], which al-
lowed the simulation of electron and ion transport and it exploited a geo-
metrical model similar to the one from Charlton: a cylinder divided into
regions for the bases and the sugar-phosphate moiety, helically wrapped
around the central cylinder. The resulting diameter of the DNA was of
2.3 nm, and the model included the first hydration shell.

Although a good approximation, these models are far from the atomic resolu-
tion of single events obtained nowadays in the models used in PARTRAC or
Geant4-DNA. Nevertheless, the genomic distances between lesions were con-
verted into geometric ones (measured in nm), to recreate sequences of nu-
cleotide pairs. The cross-sections used in these codes for both direct damage
and the reactions involving the ·OH radicals were adjusted taking into ac-
count the chosen DNA geometry (e.g. the implemented van der Waals radius),
to match the experimental measurements (as explained in the “Material and
Methods” of this Paragraph for the PARTRAC code) [64].
DNA fragment yields are another important endpoint, often investigated ex-
perimentally by means of e.g. pulsed-field gel electrophoresis. The reliability
of PARTRAC results has often been checked through the comparison with
experimental results on the fragmentation induced in human fibroblasts. For
example, fragments from iron ions were simulated for different size ranges and
then compared to experimental results, as reported in Ref.[65]. Moreover,
PARTRAC calculations allowed to support the interpretation of experimental
findings on the PFGE data and DSB yields following irradiation with other
radiation qualities (see Fig.2.4) [66]. This proves the robustness of the track-
structure code.
As a further benchmark of the code, in Ref.[50] (Supplementary Material)
Friedland et al. show the RBE calculated for the DSB induction from the anal-
ysis of the DNA fragments (considering the detectable fragment size intervals)
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2. Initial events at the nanoscopic level

Figure 2.4: Comparison between experimental and PARTRAC data on initial
DNA mass distribution (upper) and DNA fragment spectrum (lower), as a
function of fragment size, following exposure to (a-c) 150 Gy of 60Co γ-rays
and (b-d) 64 Gy of 14N ions (LET = 80 keV/µm). Adapted from Ref.[66].

after exposure to LET particles in a lymphocyte nucleus. For the estimation,
128 MeV protons were chosen as reference radiation, as they yielded the lowest
value for the endpoint with respect to other radiation qualities (i.e. being of
the lower biological effectiveness). The predictions for the theoretical RBE are
found in good agreement with experimental results [67, 68].
The results for yields of fragments per cell per Gy, are shown in the Fig.2.5

for four different size intervals (0 ≤ bps ≤ 30; 30 ≤ bps ≤ 1000; 1000 ≤ bps
≤ 9000; and 9000 ≤ bps ≤ 23100). The first size interval can be directly cor-
related to the number of fragments generated within a DSB cluster: a cluster
containing only two DSBs (multiplicity = 2) will result in a single fragment
with length ≤ 25 bps, while more complex clusters from high-LET IR (mul-
tiplicities > 2) will enclose many shorter fragments. In Tab.2.1, the values of
the multiplicity of DSB clusters are reported for all the charged ions under
investigation, at the different energies/LET, obtained as:

Average multiplicity =
Average number of DSBs in a cluster

Average yield of DSB clusters
(2.6)

The yield of fragments in a DSB cluster is calculated as the average multiplic-
ity minus one, and it is also reported in the same Table. For light ions, the
number of fragments is, on average, always close to 1 for all LET values, even
if a dependence on the LET can still be observed, with higher LET values
corresponding to the higher fragment yields. For heavier ions, DSB cluster
multiplicity reaches maximum values of approximately 5, 6, 7 and 9 for C, N,
O and Ne ions at their highest LET values. In Fig.2.5(a), the yield of DNA
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Figure 2.5: Yields of DNA fragments in different size intervals: (a) 0-30 bps;
(b) 30-1000 bps; (c) 1000-9000 bps; (d) 9000-23000 bps. Lines are drawn to
guide the eyes. Error bars are the SEM values from different runs.

fragments shorter than 30 bps is shown: for protons and α’s, the trend is close
to the one for DSB clusters, with average cluster multiplicity of ∼ 2. The
number of fragments becomes higher as the LET increases, and, unlike DSB
clusters, there’s no bending point. Coupling these results, it becomes evident
that with increasing LET, the number of DSB clusters decreases because the
lesions are so close to each other that they contribute to single, large clusters,
with higher average multiplicity. However, as later discussed in (Par.2.3.5),
hooks connecting simulation points observed for the heavier ions (C, N, O)
imply that a fragment yield cannot be unambiguously associated to a given
LET value.
Yields of longer fragments in wider size intervals are shown in (2.5(b-d)): yields
of longer fragments are lower than the one related to the first size interval (≤
bps ≤ 30), meaning that most of the fragments are created by high-proximity
damages.
These ranges give an idea of the trend of fragments at spatial scales corre-
sponding to fragments sizes experimentally measurable [69, 65].
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For the range (30 ≤ bps ≤ 1000), the yield initially increases with increasing
LET. The plots for the last two size intervals seem to show an enhancement of
the effectiveness in inducing fragments with increasing LET only for protons
and α-particles. For heavier species and increasing LET, the number of frag-
ments displays a decreasing trend, and only small fragments will be produced.
The maximum is however well below with respect to peak values observed be-
fore (almost 1

3
for fragments in the range [1-9 kbps], and 1

20
for the size range

[9-23 kbps], if compared to the range [0-30 bps]).
All the data presented in this section give an insight on the effectiveness of
different radiation qualities in inducing damage to the DNA. Results are nec-
essarily dependent on the particular cell model and setup implemented for the
track-structure simulations. However, they might be useful e.g. for the cre-
ation of a DNA damage database, which could be used for many applications
without resorting to new track structure calculations. An example in this sense
will be presented in Par.2.3 of this Chapter.
As it will be later discussed in Chap.3, several biological endpoints commonly
detected in the lab are essentially related to the energy depositions in the ge-
netic material of a cell and to initial DNA damage. Information from this kind
of calculations might be coupled with studies addressing damage on a “visible”
(hence larger) spatial scale.
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2. Initial events at the nanoscopic level

2.2 Energy transfer from the micro- to the

macroscopic scale

2.2.1 LET evaluation for proton therapy

Results given in Par.2.1.6 have been reported as a function of LET, as it is
usually done to discern the effects of radiation quality.
In particle therapy, the LET can be advantageously used to plan the enhance-
ment of the biological dose in the target region, given its relation to increasing
RBE at the distal end of the Bragg peak. As a matter of fact, this is cur-
rently done for carbon ion therapy, but not for proton therapy. As known,
proton beams allow a better dose conformation to the tumour region than
conventional photon radiotherapy. Concerning their biological effectiveness,
in clinical practice they are assumed to be more effective than photons, and
their RBE has been parametrised as a constant factor of 1.1, not dependent
on the depth in the tissues [70]. In the plateau of the Bragg curve, protons
and secondary electrons are as biologically effective as photons, but secondary
hadrons account for the increase in the effectiveness. The hadronic component
disappears in the Spread Out Bragg Peak (SOBP) [71], however proton LET
starts to vary along the path of the beam, dramatically increasing with depth
in passing from the proximal to the distal part of the Bragg peak [72].
This might give rise to LET/RBE hotspots, entailing the risk of damage in-
duction in tissues close to the target region.
As a matter of fact, little is known about the possible clinical impact of ne-
glecting such change in treatment planning, leading to suboptimal exploitation
of the technique. First clinical evidence starts to appear on the correlation be-
tween high-LET for end-of-range protons and harbinger signals of normal tissue
damage [73].
This is of great relevance, considering that proton therapy is still preferably
used for tumours located in proximity of highly sensitive organs or structures,
and in paediatric patients, for whom the probability of complications or sec-
ondary malignancies is also higher due to the longer life expectancy.
The optimization of proton treatment planning thanks to the inclusion of LET
variations in the target and in normal tissues has been suggested [74]. The so-
called LET-painting approach [75] has been proposed, to modulate the LET
over the tumor, maximizing tumour cell killing and sparing at most normal
tissues [76].
However, to consider LET variations in the planning, robust calculations have
to be made available for the clinical practice, requiring development of calcu-
lation methods, experimental data for benchmark and finally development of
analytical formulations for fast implementation in planning systems. As known
however, LET itself is, by definition, an average quantity, and it might be not
suited to describe the biological effectiveness of radiation in very small sensitive
regions of the target. A most precise characterization of energy transfer on a
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2.2. Energy transfer from the micro- to the macroscopic scale

small spatial scale is desirable. Nevertheless, when going to practical clinical
applications, quantities given at the voxel size for treatment plan implementa-
tion are needed [77], and the more general issue of linking quantities describing
radiation energy deposition at different spatial scales will be addressed in this
section.

2.2.2 Formalism for the linear energy transfer

Averaging energy depositions per unit track length might hide a huge variabil-
ity in the actual distribution of energy depositions, that becomes higher the
smaller the spatial scale we are considering.
We recall in the following the formalism elaborated by Keller [78] that is at
the basis of the so-called microdosimetry.
Starting from LET, we can first distinguish two different definitions to con-
dense the information of a whole LET distribution, as the one due to a mixed
field, in a single representative value, namely:

� the frequency average LET, defined based on particle fluence, using the
probability density function of LET in fluence f(L):

LF =

∫
L · f(L) · dL (2.7)

� the dose average LET, defined in terms of the absorbed dose delivered
by particles with given LET, using the probability density function of
LET in dose d(L):

LD =

∫
L · d(L) · dL (2.8)

Both quantities can be averaged in macroscopic regions of any size and related
to absorbed dose for the same macroscopic region. Going to small spatial
scales, we can introduce the notion of the so-called sensitive site, i.e. a site
of fixed dimensions, possibly related to a biological structure of interest. A
sensitive site can be defined e.g. as a sphere with diameter 1 µm, roughly
corresponding to the linear size of a chromosome domain. Energy deposition
by radiation in such site is a stochastic quantity, to which we can associate
probability distributions and expectation values.
Such probability distributions will depend on the characteristics of the site
and, most importantly, on the radiation quality under study. We will speak of
“event” in a site, when statistically correlated particles are depositing energy in
the site. By definition, an event requires energy deposition: the mere passage
of a charged particle without energy transfer to the site is therefore not counted
as an event.
The energy imparted ε is the sum of all energy transfers εi within a specified
site S:

ε =
∑

εi (2.9)

23



2. Initial events at the nanoscopic level

It is a random variable, fluctuations are larger for smaller sites, for densely
ionizing radiation and for small doses.
Energy imparted has a uniquely defined value in a specified region after an
exposure has taken place. From this quantity, the specific energy z can be
defined, in analogy with the macroscopic dose, as the energy imparted divided
by the mass m of the specified region: z = ε/m, expressed in Gy.
We can then define the probability density f(z; D), that is the probability of
having a specific energy z in a microscopic site when the macroscopic dose is D.
The single-event distributions for energy imparted are defined in an analogous
way, under the condition that exactly one event has taken place in the site.
The lineal energy y is defined as the energy imparted in one event divided
by the mean chord length l of the site, that is the length resulting from the
random interception of the site by a straight line:

y =
ε

l
(2.10)

The lineal energy is the microdosimetric analogue of LET, and it is expressed
in keV/ µm.
The mean chord length l is equal to 4 · V

S
for a convex site of volume V and

surface S.
The average lineal energy produced by an event in the site is called frequency
mean lineal energy and it is given by:

yF =

∫ ∞
0

y · f(y) · dy, (2.11)

The frequency mean lineal energy is therefore analogous to the frequency mean
LET.
When energy loss straggling and the lateral escape of secondary electrons out of
the site are negligible, and when the range of the ionizing particle is sufficiently
large, the two mean values LF and yF are approximately equal.
In analogy to the definitions of the LET distributions one can consider also
the dose distributions of the lineal energy, determining the fraction of absorbed
dose that is associated with certain values of y.
The dose distribution of y can be obtained by using the formula:

d(y) =
y

yF
f(y) (2.12)

Such distribution is relevant to link the effectiveness of radiation to the local
energy concentration in microscopic sites.
Dose average value of y is defined as dose mean lineal energy, according to the
following equation:

yD =

∫
y · d(y) · dy (2.13)
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2.2. Energy transfer from the micro- to the macroscopic scale

2.2.3 Objective

In this section results on the characterization of proton energy transfer at
different spatial scales are presented, using average LET values and microdosi-
metric quantities, starting from simulated particle tracks.
The MC code PARTRAC was used for the simulation of the full topology of
proton tracks in water for different proton energies. We focused our efforts on
the ab-initio derivation of microdosimetric quantities, particularly yD, trying
to make the bridge with equivalent macroscopic quantities (LD).

2.2.4 Material and methods

Proton LET and yD

Proton tracks for different energies (20, 40 and 70 MeV) were simulated with
PARTRAC in water phantoms of increasing dimension, namely cubic boxes
with side of 134, 200 and 550 µm, respectively. The dimensions were chosen
considering a rough estimate for the maximum range of secondary electrons
accelerated by primary protons, so that all secondary electrons are stopped in
the water phantom and enter in the calculation of energy transfer.
Protons were generated from a single point source at the center of the bottom
surface of the water phantom, and directed perpendicularly upwards (z axis).
The coordinate system’s origin was placed in the middle of the water phantom.
PARTRAC output files contain information on the spatial coordinates of all
energy deposition events, as well as the corresponding amount of energy de-
posited in each interaction point. In the simulations, sub-excitation electrons
were neglected, that is electrons with energies below ∼ 10 eV.
Spheres of diameter d 1 or 2 µm were considered as microdosimetric sensitive
sites. To calculate microdosimetric quantities, we need to sample the track
with randomly placed sites, and to score the amount of imparted energy. As
we want to associate the microdosimetric quantity to a single proton energy
(as much as this is possible) the sampling could not be done for the whole
length of the track. Only a portion of the track was sampled, falling in a slice
at the center of the water phantom, with thickness 7 µm (-3.5 ≤ z ≤ 3.5 µm)
and 9 µm (-4.5 ≤ z ≤ 4.5 µm), respectively for the smaller and larger site
diameters. A schematic picture of the setup is shown in Fig.2.6.
The sampling is done according to the following algorithm:

1. an interaction point among those of the track is randomly selected. Since
the large majority of energy deposition events are concentrated along the
track core and close to it, the probability of selecting regions with a dense
concentration of events is considerably higher. To compensate for this
bias in the sampling, a weight factor is later introduced (see step 5);

2. a spherical surface is built, centred on the selected interaction point,
with radius r drawn randomly in the interval 0 ≤ r ≤ d , where d is the
sensitive site diameter;
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2. Initial events at the nanoscopic level

Figure 2.6: A schematics of the setup used for the calculation of proton LET
and microdosimetric quantities.

3. a new point is randomly selected on such spherical surface. This point
will be the centre of the sampling region (sensitive site). By construction,
the sampling region will therefore always include at least one energy
deposition (the one associated to the interaction point selected in the
first step of the algorithm), thus avoiding the creation of empty sampling
sites;

4. interactions occurring within the sampling site are counted, and the de-
posited energy of each interaction is recorded in a vector for further
analysis;

5. a weight is defined as:

Ntot. events

Nevents in the scoring region

, (2.14)

where the numerator is the total number of energy deposition events
in the track portion under consideration, and the denominator is the
number of events falling in the sampling site. This is done to correct the
bias in the sampling, as explained in the first step of the algorithm;

6. frequency histograms for the number of interactions in the scoring region
(multiplicity), total energy deposited in the site (ε), and lineal energy y
are created, where histogram entries are weighted with the factor calcu-
lated in the previous step;

7. dose distribution of y is obtained using Eq.2.12;

8. frequency mean lineal energy yF and dose mean lineal energies yD are
given as calculation outputs.

The algorithm was applied for the generation of one scoring sphere per track,
for a number of tracks equal to 104 for 20 and 40 MeV protons, 5 · 103 for the

26



2.2. Energy transfer from the micro- to the macroscopic scale

highest energy of 70 MeV.
To obtain an estimation of LET, all the energy depositions in the selected
portion of the track were summed up, and then divided for the corresponding
track length (LETtrack). To introduce a dose weight in this scheme, it is enough
to record the dose imparted by each of the simulated track portion, and apply
a dose weight to the LET when averaging on all tracks (LETdose).

2.2.5 Results and discussion

Results are summarized in Tab.2.2 for the three proton energies. Dose average
LET values are generally found to be higher than track average values. Results
for LET can be compared to SRIM/TRIM tables, considering protons of the
same energy in water. For the same initial energies, SRIM gives LET values
of 2.65, 1.51 and 0.97 keV/µm for 20, 40 and 70 MeV protons, respectively.
Values obtained from particle tracks are averaged over the portion of the track
under consideration rather than associated to the initial energy, but still close
to SRIM results, and the dependency on the energy is maintained.
From the energy depositions ε in the scoring regions, the lineal energy y has
been obtained through Eq.2.10, being y = ε · 3

2
for a sphere of radius of 0.5

µm, and y = ε · 3
4

for r = 1 µm.
The frequency mean lineal energy yF and the dose mean lineal energy yD are
reported in the Table for the two scoring regions. As expected, yF decreases
for increasing proton energies, due to the lower linear energy transfer of the
more energetic particles. These values can be correlated the LETtrack. Similar

Table 2.2: For different proton energies (MeV), values of yF , yD and LET
values (LETtrack and LETdose), calculated on the 7 µm track slice (keV/mum)
(see Fig.2.6).

Scoring region E(MeV) yF yD LETtrack LETdose

1µm sphere

20 2.30 ± 0.09 3.57 ± 0.08
40 1.33 ± 0.04 2.61 ± 0.10
70 0.86 ± 0.03 2.15 ± 0.12

2µm sphere

20 2.72 ± 0.06 3.52 ± 0.07
40 1.51 ± 0.02 2.37 ± 0.09
70 0.96 ± 0.02 1.83 ± 0.09

Whole track slice

20 2.22 ± 0.02 2.59 + 0.02
40 1.26 ± 0.04 1.73 ± 0.11
70 0.76 ± 0.03 1.17 ± 0.11

data were found by Cortes-Giraldo et al. (2015), for a 160 MeV proton beam
at a depth of 16.5 cm in a cylinrical water phantom, corresponding to a proton
mean energy of approximately 35.1 MeV: the Geant4-DNA calculations in a
scoring site with a radius of 5 µm provided a yD of 2.06 keV/µm [77]. Anderson
et al. (2017) measured the proton microdosimetric spectra in water using a
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2. Initial events at the nanoscopic level

solid-state micro-detector, obtaining, for a 4 × 4 cm2, 71.3 MeV proton beam,
a yD = 1.92 keV/µm and a LETdose of 1.15 keV/µm, at a depth of 2.5 cm
in water [79]. Pan et al. (2015) combined measurements by means of a mini-
TEPC detector and simulations with the FLUKA (FLUktuierende KAskade)
code [80] for 30 MeV protons from a cyclotron, showing a good agreement
converging to a yD of almost 4 keV/µm [81]. They also reported data from
Borak et al. (2004) [82], in agreement with our findings for the 40 and 70 MeV
protons.
yD values are higher than the ones for the LETdose, as expected from theoret-
ical considerations formulated by Kellerer [78]. However, simulations at more
energies are needed, to test the overall yD vs LETdose interrelation for different
sizes of the sensitive site. The final aim would be to derive analytical functions
to describe the yD as a function of the LET, that might be useful for practical
applications where the LET is usually used as estimator of radiation quality,
along with the RBE.

The work giving the preliminary results presented in this section led to the
development of the algorithm to derive microdosimetric quantities from PAR-
TRAC tracks, and it opened to the investigation of the interrelations between
energy depositions at different spatial scales, always starting from simulated
tracks.
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2.3. Neutron biological effectiveness

2.3 Neutron biological effectiveness

2.3.1 Implications due to secondary fields in therapy

Up to now, only damage due to electronic collisions by primary particles (and
their secondary electrons) has been discussed and considered. However, radi-
ation can undergo nuclear reactions, as a result of which radiation quality is
modified [83], i.e. different secondary charged particle species are generated
and are in turn responsible for electronic energy loss and damage induction.
Radiation therapy is an example of a general context in which this represents
a specific concern [84], because the onset of by-product particle fields might
lead to energy depositions outside the target region. This can happen both
as a consequence of interactions of the primary beam in elements of the setup
for beam transport, focusing or shaping, or directly with traversed biological
tissues. The improvement of irradiation methodologies, as in particular the
introduction of active scanning beamlines for particle therapy, has led to the
reduction of by-products fields generated because of beam transport. However,
secondary field production in tissues cannot be avoided.
For conventional radiotherapy with photons, the concern exists only when en-
ergies used for the treatment are high enough (& 8 - 10 MeV) [85] to induce
photonuclear reactions, where mainly neutrons (but also other charged par-
ticles) can be produced. Nuclear reactions induced by proton beams include
fragmentation of target nuclei, producing low energy secondary particles, and
acceleration of secondary neutrons, which is kinematically favoured due to
the very similar masses of protons and neutrons. Carbon projectiles can also
undergo fragmentation, as a result of which the so-called fragmentation tail
appears after the Bragg peak in the dose deposition profile, as lighter frag-
ments have longer penetration depths in tissue (the range scales as A

Z2 ) [86].
In general, a constant build-up of secondary species occurs, while the primary
ion intensity is gradually attenuated in matter.
The biological effects of secondary particle fields have to be considered when
comparing the outcome of different treatments, because they might play a
major role in the induction of long-term complications and effects as second
primary cancers. Generally speaking, long-term effects deserve today high at-
tention, also because the chance of success in tumour eradication and long-term
survival following radiation and particle therapy have noticeably increased over
the past years [87].
In this context, the concern particularly exists for secondary neutrons deposit-
ing energy outside the target region, and basically throughout the patient body:
though the dose delivery is orders of magnitude smaller than the prescribed
tumour dose [88], neutron biological effectiveness can be high, and this is not
currently included in any system for treatment planning. The production of
secondary fields represents also a problem from a radiation protection point of
view, and it has to be considered when designing appropriate shielding strate-
gies, as it is the case e.g. for shielding against space radiation, discussed in a
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2. Initial events at the nanoscopic level

separate chapter of this thesis.

2.3.2 Mechanisms behind neutron-induced damages

Patients treated with protons are likely to receive neutron doses, generated
both in the medical accelerator and beam transport system (especially if pas-
sive scanning is used) and in the patient’s body [89, 90, 91, 92]. In the practice,
neutrons are seldom produced for targeted purposes, limited possibilities exist
for the generation of mono-energetic neutron beams, and they are difficult to
focus. Fast neutrons have been proposed for use in radiotherapy, because of
their higher penetration depth and their enhanced tumour-control probability,
but their use has been abandoned since the depth-dose distribution was com-
parable to the one for photons. Neutrons are always a by-products of nuclear
interactions, therefore usually characterized by broad energy and angular dis-
tributions. This is true also for neutron production in particle therapy.
The effectiveness of neutrons in causing human carcinogenesis and other bi-
ological consequences is still the subject of theoretical [93] and experimental
studies with in vitro or in vivo measurements. Epidemiological data from the
A-bomb survivors hardly allow to draw clear-cut conclusions on this matter,
due the predominance of γ-ray contributions and uncertainties in neutron dose
reconstruction.
The evolution of knowledge on neutron biological effectiveness is reflected in
the choices of the International Committee for Radiation Protection (ICRP),
that gives recommendations for neutron radiation weighting factors wR’s as a
function of energy based on available data from radiation biology, epidemiol-
ogy and physics [93]. Recommendations given in 1990 were revised in 2007:
neutron wR’s were dimished by a a factor of almost 2 for the lowest neutron
energies, to account for the previously neglected effect of the change in size
when translating animal data to humans, for whom a higher contribution of
the lower effectiveness photon component of the neutron dose has to be ex-
pected. Also, a continuous function of wR vs energy has replaced fixed values
in discrete energy intervals. A maximal effectiveness, with wR ≈ 20, is agreed
upon for neutrons of energies around 1 MeV [37].
However, available data analyzed to set radiation protection standards can be
themselves much varied, and also subject to large uncertainties, so that dif-
ferent recommendations can be formulated by different committees, as in the
case of the US - Nuclear Regulatory Commission (US-NRC) [94].
Within this general context, new efforts to study neutron biological effects are
needed.

2.3.3 Objective

In the framework of the European project ANDANTE (“Multidisciplinary eval-
uation of the cancer risk from neutrons relative to photons using stem cells and
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the analysis of second malignant neoplasms following paediatric radiation ther-
apy”) 2, the neutron RBE and the risk of secondary cancers due to neutron
production in proton-therapy for paediatric patients were investigated.
Radiobiological measurements with neutron beams on stem cells of the thy-
roid, salivary glands and breast (possible targets for the incidence of secondary
tumours) were performed and data on the RBE were correlated with model
predictions [95].
Part of the work presented in this thesis has been carried out as a contribution
to this project, particularly concerning MC simulations to develop a mechanis-
tic model for neutron RBE as a function of energy, using as an endpoint the
induction of complex DNA damage calculated with PARTRAC.
In PARTRAC no neutron cross-sections are currently available, thus simulat-
ing neutron-induced DNA damage requires an additional modelling step, that
is the systematic characterization, by means of radiation transport codes, of
the physical properties of neutron-induced secondary charged particle fields.
For this purpose, a novel coupling approach has been developed: we first used
the code PHITS (Particle and Heavy Ion Transport code System, v. 2.82) [96]
to evaluate i.e. the dose mean lineal energy and the relative contribution to
the total neutron dose of secondary charged species; we then fed these results
as input parameters for track-structure calculations with PARTRAC, to obtain
neutron-induced initial DNA damage and RBE.

Publications for the topic.

� “At the physics-biology interface: the neutron affair”, G. Baiocco, S.
Barbieri, G. Babini, J. Morini, W. Friedland, P. Kundrát, E. Schmitt,
M. Puchalska, U. Giesen, R. Nolte, A. Ottolenghi. Radiation Protection
Dosimetry, 2017.

� “The origin of neutron biological effectiveness as a function of energy”, G.
Baiocco, S. Barbieri, G. Babini, J. Morini, D. Alloni, W. Friedland, P.
Kundrát, E. Schmitt, M. Puchalska, L. Sihver, A. Ottolenghi. Scientific
Reports, 2017.

2.3.4 Material and methods

Transport calculations of secondary fields from mono-energetic neu-
trons

The Monte Carlo code PHITS is a well-established tool for radiation trans-
port simulations. It can simulate continuous energy loss, collisions and it is
provided with reaction models and cross-section data libraries to simulate de-
cays and nuclear interactions. It also provides a wide spectrum of physical

2ANDANTE was funded by the European Commission (Directorate General - EU-
RATOM), in the 7th Framework Programme for Community Research. EU contract number:
295970
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and radiobiological parameters of importance relatively to any flagged particle
species.
We used PHITS for the simulation of neutron transport in matter: for neutron-
induced reactions below 20 MeV, the Event Generator Mode is switched on,
thus delivering information on an event-by-event basis using the cross-sections
from Evaluated Nuclear Data libraries. For high energy neutrons (and other
particles), the JAM4 and JQMD5 models are implemented to simulate particle-
induced reactions up to 200 GeV and the nucleus-nucleus collisions, respec-
tively.
A 15-cm-diameter sphere (ICRU sphere geometry), made of ICRU 44 soft tis-
sue, was simulated to reproduce a simplified model of the human body; the
phantom is exposed to an isotropic source of mono-energetic neutrons. Differ-
ent energies were tested, namely: 10−5, 10−3, 10−2, 0.1, 0.3, 0.5, 1, 1.5, 2, 3, 5,
10, 15, 20, 25, 30, 50, 100 MeV, to study how neutron biological effectiveness
depends on energy.
Neutrons can undergo a plethora of different interactions in matter, strongly
depending on the energy of the incoming particle and on the nature of the
target. Following these reactions, the initial field characteristics are altered,
and new particles with different radiobiological properties appear. Neutron
biological effectiveness is therefore determined by all the radiation qualities
accelerated or produced during the exposure, that are the main players in the
dose deposition. A characterization of the mixed particle field is necessary,
considering all possible reactions elicited by neutrons.
The change in the cross-sections for nuclear reactions, as neutrons lose energy
in the target, also requires to study how neutron effectiveness varies with the
position in the phantom. To this aim, we implemented three different scoring
regions: each one is a small sphere of radius 1.5 cm, one concentric to the
spherical phantom (inner), and the other two centred at 7.5 (intermediate)
and 13.5 cm (outer) from the center of the phantom, respectively.
PHITS records characteristics of the secondary particles in the three scoring
regions according to specified tallies.
Being the soft tissue mostly made of hydrogen, oxygen, carbon and nitrogen
(respectively 10.12, 76.18, 11.10 and 2.60 %), results for these heavy particles
were obtained, as well as for α particles and deuterons as possible products
of nuclear reactions. We also scored results for electrons, because they deliver
energy to the tissue when photons are produced.
To apply the coupling scheme proposed for this study, two parameters are
required for each species in the three scoring regions, as input for further
track-structure calculations with PARTRAC: the relative dose deposited in
the target by each secondary species and its dose-mean lineal energy. These
two parameters are proposed to condense all the information concerning the
neutron-induced radiation field.
We also calculated the saturation-corrected dose-mean lineal energy, proposed
itself as an indicator of biological effectiveness, to be compared with the dose-
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mean lineal energy and to extract alternative RBE values without using track-
structure results, as later detailed.
In the following, we give more details on how these quantities can be calculated
with PHITS:

� analytical functions implemented in PHITS [97, 98] allow the calcula-
tion of probability densities of microdosimetric quantities in macroscopic
regions. A specific tally (T-SED) provides the distribution d(y). The
distribution d(ys) was obtained for each species s in the three scoring
regions, for a spherical sensitive site with diameter 1 µm (roughly corre-
sponding to the linear dimension of chromosome domains).
The dose-mean lineal energy yD is then calculated as:

yD =

∫∞
0
y · d(y) · dy∫∞

0
d(y) · dy

(2.15)

where the integral is replaced by a sum over binned d(y) distributions.
The distribution d(yn) for the whole field, not distinguished in its com-
ponents, can also be calculated;

� for all particle species, the dose to the sensitive site can be computed
as the integral of the dose distribution of the lineal energy d(ys) over
the explored lineal energy range. The relative contribution is obtained
further normalizing such integral to the corresponding one for d(yn);

� the saturation-corrected dose-mean lineal energy is defined as:

y∗ =
y20 ·

∫∞
0

[1− exp[−(y/y0)
2]] · f(y)dy∫∞

0
f(y)dy

(2.16)

where the saturation parameter y0 can be fixed to a value equal or higher
than 100 keV/µm, thus reducing the weight of higher y component in
the field.

To test the validity of the coupling scheme, we compared microdosimetric dose
mean lineal energies to macroscopic dose average LET calculated with PHITS
for the same scoring region: for this setup and given the irradiation conditions,
the averaging in dose and over a macroscopic region of the microdosimetric
quantity lead to a numerical agreement between these two quantities (see also
the discussion in 2.2.5).
PHITS results were always obtained with a statistics of at least 107 neutrons
per run (104 neutrons per batch per 103 batches), and were averaged over up to
5 runs when energy deposits are low (for En ≤ 0.1 MeV), to decrease statistical
fluctuations. The errors were obtained as standard deviations among results
for different runs.
Simulations for photons, necessary for the evaluation of the RBE, were run
with the same geometrical setup and the most external scoring region only.
The spectrum of X-rays generated by a Xstrahl-200 machine was used (220 kV
field, 2 mm Cu filter) [95].
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Coupling neutron transport to track-structure calculations

DSB clusters were chosen as the endpoint to evaluate the energy-dependent
neutron RBE. Yields of DNA fragments (length ≤ 30 bps), due to complex
DNA lesions, were also considered. We used the results on DNA damage yields
given as a function of LET (operational definitions given by Eq.2.4 and Eq.2.5
(Par.2.1.6), for a dose delivery of 1 Gy (cell−1).
The curves for DNA fragments or DSB clusters vs LET previously shown
(Fig.2.5(a) and Fig.2.3(d)) were fitted with analytical functions, as later de-
tailed, to be able to associate a single value for both endpoint to an input LET
value.
In particular, values of yD calculated with PHITS were given as input to the
analytical functions, to obtain the yield of damage generated by secondary
particles of that specific linear energy. The relative dose, always calculated
with PHITS, was instead used to normalize the damage yield to the contribu-
tion of each species in the neutron field. All damage contributions were finally
summed up, thus obtaining the yield of neutron-induced damage.
The X-ray spectrum from the Xstrahl-200 machine was implemented in PAR-
TRAC, to get the yields of DSB clusters and DNA fragments for the estimation
of the RBE.
Errors on the yields of short DNA fragments were calculated assuming a Pois-
son counting for the overall statistics. Errors on DSB cluster yields per run
were obtained as standard deviations among results for different runs. The
standard deviations among doses to the nucleus in different runs were also
calculated, and error propagation was used to account for variations in the
damage yield per Gy.

2.3.5 Results and discussion

An indicator of biological effectiveness for a mixed particle field.
Fig.2.7(a) shows the neutron yD,n as a function of neutron initial energy in
the three scoring regions in the soft tissue phantom. For the most external re-
gion, the neutron energy is approximately the same as the initial one from the
source, while to reach the inner sphere, particles have to travel deep into the
target and they loose energy. The energy spectrum seen in this scoring regions
is therefore “shifted” towards lower energies, implying different cross-sections
for nuclear reactions.
In the most external region, the correspondent curve shows two peaks for neu-
trons of about 1 and 20 MeV.
For the two deeper regions, the low energy neutrons are easily moderated,
causing a decrease in the onset of secondary charged particles in the target,
which is instead hit by the photon component, resulting in a lower lineal en-
ergy of the mixed field.

In the higher neutron energy range, yD,n reaches values higher than 100
keV/µm, that can be reached only by ions with Z ≥ 2, which means that slow
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Figure 2.7: Variation with neutron energy and location in the phantom of
neutron dose-mean lineal energy (a) and saturation-corrected dose-mean lineal
energy (b-d). The latter has been calculated for saturation parameters of y0

= 100 (b), 150 (c) and 200 keV/µm (d). Error bars are standard deviations
among different PHITS runs. Lines are drawn to guide the eye.

recoiling nuclei or nuclei produced in nuclear reactions weigh a lot in the esti-
mation of the overall dose-mean lineal energy.
It is worth noticing that, at such high linear energy transfer, the biological
effectiveness measured in terms of survival-related endpoints is lower, since a
lowest fraction of cells survives when hit by high-LET radiation (overkill ef-
fect) due to the large energy depositions, and averaging across the whole cell
population may be misleading.
This can be taken into account, at least phenomenologically, introducing the
saturation-corrected dose-mean lineal energy y∗ (Eq.2.16). Results for y∗ as a
function of neutron energy and position in the phantom are given in Fig.2.7(b-
d), for different values of the saturation parameter: y0 = 100, 150 and 200
keV/µm.
The lower the saturation parameter, the lower weight of the high y component
of the distributions, hence the lower the increase of the peak for neutron ener-
gies around 20 MeV.
The position of the peak of maximal effectiveness is found at 1 MeV when ini-
tial neutron energy corresponds to the actual one in the scoring region (outer),
while it is shifted to higher energies for deeper-seated targets.
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Secondary particle contributions to the neutron dose. We now go
back to the characterization of secondary species. We first recall that the
photon component of the neutron dose is scored as energy depositions of the
tertiary electrons accelerated by the neutron-induced secondary photons.
Heavier species with atomic number Z ≥ 8 are not included, because they
appear as recoils only for the highest neutron energies; still such species con-
tribute up to few per cent to the total dose (e.g. ≈ 3.5% for neutron energy
of 100 MeV).
Fig.2.8 shows the relative dose deposited in the three targets for the secondary
species under investigation, always as a function of neutron energy. It can
be observed that there is a large variation in relative dose contributions by
different species as the depth increases. The largest percentage of deposited

Figure 2.8: Variation with neutron energy and location in the phantom of the
relative contribution of secondary species to the total neutron dose: (a) inner ;
(b) intermediate; (c) outer scoring region. Error bars are standard deviations
among results for batches in a single run as given by PHITS. Lines are drawn
to guide the eye.

dose is either due to electrons or secondary protons. The electron component
stems from the 2.2 MeV photons that arise from neutron capture processes
on hydrogen - p(n,γ)d - where also the recoiling deuteron deposits energy to
the target. Neutron capture cross-section related to this reaction decreases
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with increasing neutron energy, as it is clear from the drop of the electron
contribution. Of course, the drop happens at a neutron energy that depends
on the depth, and it is lower for the most external scoring region (Fig.2.8(c)),
when less neutrons are moderated down to energies where the capture process
is dominant.
The dose contribution due to recoiling deuterons is instead less significant (of
several orders of magnitude), and it falls down in the same way as the elec-
tron component. After the drop, new reaction channels open with increasing
neutron energy, either photons (electron dose) or deuterons can be newly pro-
duced, and the corresponding dose contributions may rise again.
Always at low neutron energies, when the electron component is the major
contribution, a small proton contribution derives from the 14N(n,p)14C cap-
ture processes, with the products sharing the gain in energy of 626 keV.
At neutron energies below 10-5 MeV down to thermal neutrons, no significant
differences are expected, as the no-threshold neutron capture reactions on tar-
get H and N nuclei are largely dominant.
For higher neutron energies, protons represent largely the dominating compo-
nent to the neutron dose, because they can acquire the maximal energy in a
single collision with a neutron, following the formula:

Emax =
4 ·mt ·mn · En

(mn +mt)2
(2.17)

where En stands for the incoming neutron energy and mn and mt are respec-
tively the neutron and the target nucleus mass.
The other heavy elements also contribute to the total neutron dose, and their
weight becomes higher as neutron energy increases. Additional factors to take
into account are: the relative elemental abundance in the tissue, that influences
the probability of being target for neutron interactions; nuclear reactions oc-
cur, at energies higher than specific neutron thresholds, e.g. ≈ 10, 1 and 5
MeV for collisions with C, N, O targets, leading to the production of fragments
with charge different than the reaction target (e.g. α particles). As can be
seen from Fig.2.8, α particles appear for higher neutron energies, depending
specifically on possible thresholds for (n, α) reactions on different targets.
When the deeper scoring regions are considered (Fig.2.8(a-b)), the energy de-
pendence of the induced reaction is masked, as neutrons reaching the inner
spheres might have lost part of their energy during their path in matter. This
is particularly true for neutron energies at which the neutron mean free path
is shorter than the path neutrons have to travel to reach the scoring volume.

Energy depositions of secondary species. In Fig.2.9, the dose-mean lin-
eal energies for particles in the secondary mixed field are shown for the three
target spheres. For comparison with the values of the neutron dose-mean lineal
energy yD,n in the same regions we recall the plot shown in Fig.2.7(a).
When En ≤ 1 MeV, secondary protons are characterized by a high and almost
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constant value of yD. Thereafter, a decrease can be observed for En ≥ 1 MeV.
As seen before, for low neutron energies however, the proton dose contribution
is low, hence such a high value of the proton lineal energy does not lead to a
high neutron yD,n.
When the proton dose contribution increases, the yD,n increases as well, be-

Figure 2.9: Variation with neutron energy and location in the phantom of
the dose-mean lineal energy of secondary species: (a) inner ; (b) intermediate;
(c) outer scoring region. Error bars are standard deviations among different
PHITS runs and are in most cases within the symbols. Lines are drawn to
guide the eye.

fore the decrease in proton lineal energy itself determines a new decrease of the
yD,n. This is the origin of the first peak of the overall neutron yD,n reported in
Fig.2.7(a) as a function of neutron energy. The second peak observable in the
dose-mean lineal energy can be attributed to the increase of yD for the heavy
ions (C, N, O), together with their higher dose weight in the neutron dose, for
En ≥ 1 MeV.
Electrons display a constant and rather low dose-mean lineal energy, like the
deuterons produced as recoil products from neutron capture reactions on H
nuclei (for low neutron energies). However, when deuterons are produced via
other reactions (given the much wider energy range in which they can be accel-
erated and eventually stopped in the target), higher values of the lineal energy
can be reached. α particles have a decreasing yD, because of their higher initial
energy and, consequently, lower stopping power, when produced by neutrons
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with higher energies.

DNA damage as a function of LET. Results concerning DNA frag-
ments and DSB cluster are shown in Fig.2.10(a-b), where the data points
from Figg.2.5(a) and 2.3(d) are reported.
Starting from DNA fragments, it was previously commented that the curves
connecting simulation points show hooks, and for this reason it is impossible
to obtain, at least for heavier ions (C, N,O), an unambiguous fragment yield
for a given LET value, preventing the coupling to neutron transport based on
a linear energy transfer indicator. However, the curves have been fitted with
analytic functions approximating the yield of fragments as a function of LET,
by means of an exponential function:

Y (DNA fragments) = ap · LET np , (2.18)

where ap and np are particle-dependent parameters. Best fit curves are shown
in Fig.2.10(a).
In Fig.2.10(b), the yield of DSB clusters as a function of LET is shown, where

(a) (b)

Figure 2.10: Analytical fit of: induced DNA fragments (≤ 30 bps) with Eq.2.18
(a) and DSB clusters with Eq.2.19 (b) (Gy−1 cell−1). Error bars are given
according to a Poisson counting of the fragment yield for the whole statistics,
taking into account propagation with the standard deviation of the dose to the
nucleus among different PARTRAC runs.

results were fitted with the analytical function:

Y (DSB clusters) = Ap · LETNp · exp(−Bp · LET ), (2.19)

with Np, Ap and Bp fit parameters that vary according to the particle species.
While for protons and α particles the simple power-law function is still suited
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for the fit of the DSB clusters yields, a factor is introduced for heavy ions to
take into account damage clustering, which dampens the increasing trend and
leads to a maximum in the curve.

Coupling transport and track-structure calculations. At this point,
the dose-mean lineal energy yD,s of a given secondary species s is associated
to a damage induced by the same s particles (Gy−1 cell−1), using Eq.2.18 or
Eq.2.19. Then it is weighted with the relative dose contribution, obtaining the
s-induced damage per unit neutron dose per cell, for all secondary species.
Deuteron-induced damage as a function of LET is considered similar to the
one for protons, and damage from electrons (with almost constant LET) is also
calculated with the proton curve (at highest proton energy).
Errors on final damage yields were obtained taking into account errors on rel-
ative dose contributions of secondary species as calculated by PHITS.
The overall neutron-induced DNA damage per Gy per cell is calculated sum-
ming up all the contributions from secondary species. Fig.2.11 shows neutron-
induced DNA fragment production and DSB cluster induction as a function of
En, for the three different scoring regions.

Unlike predictions for DSB clusters, predictions on neutron-induced DNA

Figure 2.11: Neutron-induced DNA damage (Gy−1 cell−1) as a function of
neutron initial energy in the three scoring regions in the phantom: (a) DNA
fragments shorter than 30 bp; (b) DSB clusters. Error bars come from standard
deviations among results on doses of secondary species for batches in a single
run as given by PHITS. Lines are drawn to guide the eye.

fragment yields are necessarily affected by the fact that Eq.2.18 does not re-
produce simulated data of charged-particle-induced fragments vs LET.
For this reason, the RBE is later calculated only using clustered damages.
For both plots, the maximal effectiveness is found for neutron energies of about
1 and 20 MeV, mainly due to slow secondary protons [99] and heavy nuclei,
respectively.
The overall shape (peaks, heights) of neutron effectiveness depends on the type
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of damage under consideration, as it is clear observing the height of the second
peak for the two endpoints, which is greatly reduced when spatial clustering
of damage is taken into account.
The dependence on where the secondary field is evaluated also emerges from
the comparison of data for the three scoring regions. For the outer volume
(low neutron moderation) the corresponding damage can be associated to a
local evaluation of neutron energy throughout the exposed target.

Evaluations of neutron RBE from y∗ and DSB cluster induction.
For the evaluation of the RBE, photon effectiveness has to be evaluated: for
this radiation, yD,X does not show a strong dependence on the scoring region,
and the average value on the three spheres is of 3.42. The average value of the
saturation-corrected dose-mean lineal y∗ is found to be equal to 3.42 as well.
As expected, for low-LET radiations, the correction for the saturation does not
influence the results. When the same X-ray radiation source is implemented
in PARTRAC, the yield of DSB clusters is found to be approximately 0.38 per
cell per Gy.
Neutron RBE values are presented, as calculated for the most external scoring

Figure 2.12: Neutron RBE as a function of energy evaluated from: (a) ratio of
saturation-corrected dose-mean lineal energies with y0 = 100 (yellow squares),
150 (brown asterisks) and 200 keV/µm (black crosses); (b) DSB cluster induc-
tion (black crosses). Lines are drawn to guide the eye. Results are given for
the more external scoring region of the phantom. ICRP (red) and U.S. NRC
(blue) standards for weighting factors are also plotted. Error bars on RBE in
(a) come from standard deviations among different PHITS runs for neutron
and X-ray y∗ values. Error bars on RBE in (b) come from errors on the DSB
cluster yields for neutrons and X-rays.

region in the phantom, where neutron energy is closer to nominal energy for
an external irradiation. Under the assumption of the linearity of the chosen
DNA damage endpoint with dose, neutron RBE can be extracted from the
evolution of the measured endpoint as a function of neutron energy, divided
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by a measure of the endpoint following exposure to the photon reference field.
This is assumed to be true for the DSB cluster endpoint, since the probability
of two particle tracks cooperating in inducing damage on such a short genomic
length is very low, and the final yield of DSB clusters ultimately depends on
the number of tracks traversing the cell nucleus, which is in turn linearly cor-
related to the dose.
Neutron RBE for DSB cluster induction can therefore be obtained as the ra-
tio of the yield of clusters following neutron irradiation to the photon-induced
clusters. This is shown in Fig.2.12(a). Results have been compared with two
popular standards for neutron wR, the ones from the ICRP and the US-NRC:
despite the resulting curve is very close in shape and values to the ICRP stan-
dard for wR, especially in the initial region up to the first maximum, it displays
a second peak as it is reflected only in the US-NRC standard. To test the
goodness of these results with a further approach, the phenomenological esti-
mation of the RBE, using the saturation-corrected dose-mean lineal energy y∗,
is also proposed. The saturation-corrected dose-mean lineal energy introduced
with Eq.2.16 allows us to neglect explicit consideration of the neutron-induced
charged particle field. If we assume a correlation between such indicator for
neutrons relative to photons and the corresponding enhancement in biologi-
cal effect, for all neutron energies the RBE is simply given by the ratio of
neutron y∗ to the corresponding one for photon irradiation of the phantom.
Fig.2.12(b) shows indeed the neutron RBE values obtained from saturation-
corrected dose-mean lineal energies. The Figure shows a substantial agreement
between the mechanistic RBE model using clustered DNA damage induction
as an endpoint and the model based on y∗, offering an independent validation
of the fully mechanistic model.
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Chapter 3
DNA damage: experimental
detection and modelling

3.1 Radiation-induced γ-H2AX foci

3.1.1 DNA repair and γ-H2AX

The nucleosome represents the first level of chromatin organization, and it is
composed by core histones (H2A, H2B, H3 and H4, in copies to form an oc-
tamer), around which DNA ∼ 145 - 150 bps are tightly wrapped. The linker
histone H1, binds to “linker DNA” between nucleosomes to condensate the
structure into the chromatin fibre.
Histone proteins regulate, structurally and functionally, the transition between
active and inactive chromatin states [100]. Chemical post-transcriptional mod-
ifications to nucleosome’s histones such as phosphorylation, methylation or
acetylation are frequently involved during processes such as replication, tran-
scription, recombination and DNA damage repair [101, 102]. These modifi-
cations “mark” the histone tails for subsequent functional changes to DNA,
triggering the action of specific factors in the chromatin stretch involved by
the modification.
In case of DNA repair, the DNA damage response (DDR) system orchestrates
the re-localization of proteins to distinct sub-nuclear structures, which can be
achieved thanks to the flexible and dynamical nature of the chromatin: this
is appropriately modified to facilitate the access and the anchoring to the site
[103].
This leads to the formation of the so-called DNA damage foci, whose analysis
is fundamental to shed light on the molecular mechanisms underlying the re-
pair.
Exposure of DNA to exogenous agents as IR, for instance, elicits heavy stress
on the cellular system, which has to counteract multiple severe DNA lesions.
DSBs, in particular, are quite disruptive lesions [104], whose mis-repair is likely
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Figure 3.1: Recognition and signalling of a DSB. γ-H2AX plays a key role in
DNA-damage signalling, acting as a platform of assembly for the repair factors
as well as for checkpoint proteins [101].

to lead either to modifications in the genetic make-up or to cell death [105].
DSBs are promptly sensed by the cell, activating downstream pathways to
cope with the damage: the Homologous Recombination (HR) and the Non-
Homologous End Joining (NHEJ) repair pathways are the most important
[106]. HR repair relies on the presence of homologous but unbroken DNA,
which serves as a template to flawlessly copy the original sequence of bases.
For this reason, HR often occurs just during and after DNA replication, when
the two daughter DNA molecules lie close together. This repair is error-free,
but it is a slow process.
On the other hand, NHEJ can be activated throughout any phase of the cell
cycle, but it favours the depletion of the damaged site with respect to the con-
servation of the whole genetic material: the DNA strands hit by radiation are
processed and the ends are directly ligated by DNA ligases, usually leaving a
mutation at the site at which the DSB is repaired [107].
Sensing and processing DSBs is initiated by the phosphorylation of the H2AX

histone, whose pathway has been discovered by E.Rogakou in 1998 [108] and
has been demonstrated to be one of the early events following the induction of
DSB [109, 110, 111].
The phosphorylation of the serine 139 of the histone subunit H2AX is mediated
by three different kinds of kinases, belonging to the family of phosphoinositide-
3-kinase-related protein kinases (PIKK): the Ataxia - Telangiectasia mutated
(ATM) protein (mediated by the MRN complex), the ATM and Rad3-related
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(ATR) protein and the DNA-dependant protein kinases (DNA-PKs) [112]. The
first and the last act following IR exposure and throughout all the cell cycle,
while the ATR responds to stress due to replication or UV radiation, predom-
inantly during the S-phase [101].
The phosphorylation of H2AX has been demonstrated to not affect chromatin
structure, but it acts as a platform for the recruitment of repair factors [113]
and cohesins (to keep DNA ends in proximity during the repair [114]), facil-
itating their accumulation at the break site and leading to the formation of
ionizing radiation induced foci (IRIF).
The IRIF are thus created by the co-localization of DDR factors, checkpoint
proteins (such as MRN, MDC1, BRCA1, 53BP1, UBC13/RNF8, RNF168,
etc...) and chromatin-remodelling complexes with the γ-H2AX histones (see
Fig.3.1) [115, 116, 117]. Indeed, the phosphorylation is not limited to the first-
neighbour histones, but it spreads from few base pairs (a ten is involved in
a DSB) to ∼ 2 Mbps, creating distinct clusters that amplify the signal and
efficiently communicate the presence of the DSB.
This has experimental evidence, as it was shown by Reindl et al. [118, 119]
that many nanoscopic structures corresponding to Rad51 and/or 53BP1 foci
colocalize with a single γ-H2AX focus.
It has been demonstrated that prolonged self-reinforced phosphorylation of
H2AX is induced by ATM and MDC1 [120], to allow a continuous accumula-
tion of repair factors to the γ-H2AX site (Fig.3.1) [121, 122].
It might therefore happen that different foci overlap, especially in case of high
IR doses or high-LET radiations, making the estimation of the number of foci
and its interpretation controversial.
After the successful repair of damage, cells have to recover from checkpoints,
so phosphatases (e.g. Wip1) dephosphorylate H2AX at the Ser139 and allow
the cell to re-enter the cell cycle [123].

3.1.2 Modelling the repair kinetics of DNA damage foci

Some biochemical kinetics models were developed to mechanistically describe
and predict DSB repair. These fill the gap left by phenomenological models,
because they are able to consider the molecular interactions involved in the
pathways individually.
Cucinotta et al., for example, developed a set of non-linear differential equa-
tions to model molecular events associated to the NHEJ pathway starting
from the recruitment and phosphorylation of DNA repair complex intermedi-
ates, and the kinetics of γ-H2AX foci induction/removal, depending on the
complexity of the initial damage [124].
The IRIF repair kinetics is often investigated, since it gives an insight on the
complexity of the damage and the sensitivity of exposed cells; analytical mod-
els have been developed to describe the dynamics as a function for different
radiation qualities. The model from Michaelis-Menten (1913) generally de-
scribes enzymatic reactions, where a substrate with concentration [S] binds to
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an enzyme (of concentration [E]), giving rise to the enzyme-substrate complex
[ES]. The latter transforms in the product P , releasing the enzyme, which is
then available for new enzymatic reactions with S:

E + S
k1−−⇀↽−−
k−1

ES
k2→ E + P

where k1, k−1 are the forward and reverse rate constants, respectively, while
catalytic rate constant is labelled as k2.
This is exactly the case of kinases attaching to the H2AX histone to create its
phosphorylated form.
According to the model, the enzymatic reaction rate ν, defined as the formation
rate of product P , is proportional to the concentration of the substrate [S] as
in the following kinetic equation:

ν =
k2 · [E] · [S]

KM + [S]
=
νmax · [S]

KM + [S]
, (3.1)

where νmax is the maximum reaction rate, KM is the concentration of the sub-
strate at which the reaction rate is νmax

2
. A steady state solution can therefore

be modelled as a function of time with a saturating curve:

f(t) = A · t

B + t
, (3.2)

where A and B are constants.
For what concern the dephosphorylation of γ-H2AX, the rate at which the
complex decays depends on the damage complexity: following exposure to
IR it is likely to have a mixture of both simple and complex lesions, thus it is
reasonable to hypothesize that the repair kinetics will be driven by two different
decay rates, proportional to the efforts to cope with the damage. Hence, the
former damage will be easily rejoined, and foci will be quickly disassembled,
while clustered lesions from high-LET particles need more time to be repaired.
The temporal dynamics of foci removal can be described as a sum of two
distinct exponential components:

g(t) = C · e−D·t + (1− C) · e−E·t (3.3)

where C is the fraction of simple damages, (1-C) is the fraction of cluster le-
sions, D is the decay rate for the simple damages and it is higher than E, the
repair rate for the complex ones. The total dynamics of foci formation and
repair can therefore be described by functions like N(t) = f(t) · g(t).
Mariotti et al. proposed a very similar formula to fit experimental data ob-
tained by acute irradiations with X-rays and α particles, substituting f(t) with
the following function:

f(t) = A · (1− e−B·t) (3.4)
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where A is a normalization factor and B drives the dynamics of the IRIF
induction.
The resulting function N(t) is therefore given by:

A · (1− e−B·t) · [C · e−D·t + (1− C) · e−E·t] (3.5)

and the function was also adapted to fit foci yields also after fractionated
exposure to the same particles, by simply adding the same expression in which
the time is substituted by the term (t−∆t) [125].
In general, for the γ-H2AX foci the maximum of the curve is usually found
30 min post- (single dose) irradiation, while the tail of the repair kinetics at
late time-points is dependent on physical factors as the dose and radiation
quality, but also on the cell line considered. Fig.3.2(a) shows the results of

Figure 3.2: Comparison of DSB repair kinetics as measured by PFGE and
γ-H2AX foci assay. Plateau-phase A549 cells were exposed to 20 Gy or 1 Gy
X-rays and analysed by PFGE or immunofluorescence, respectively. (a) PFGE
results (squares) are normalized to the signal measured at 0 h, while the γ-
H2AX results (circles) to the maximum number of scored foci. (b) Examples
of γ-H2AX immunofluorescence at different times after exposure to IR (1 Gy).
Adapted from [109].

a study by Kinner et al. [109], where the yield of DNA fragments measured
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through Pulsed Field Gel Electrophoresis (PFGE) is compared to the yield of
foci measured by means of ICC: while for PFGE the maximum of the curve is
found immediately after irradiation, corresponding to the maximum number
of damages, the γ-H2AX assay follows the formation and disappearance of
the foci and the delayed kinetics can be explained by the time required to
initiate/sustain the biochemical events leading to development of a mature
focus.

3.1.3 Detection techniques

The example just shown underlies the intrinsic difficulty of relating DSBs to
γ-H2AX foci and the dependence of yield estimation on the chosen detection
method. Moreover, quantification of γ-H2AX foci requires to probe hundreds
of cells, in order to obtain statistical robustness, making the process costly
and time consuming. Flow cytometry represented a turning-point technique,
allowing high-throughput analysis of thousands of cells in few seconds. This
averages the inter-cellular differences in the IRIF number that are present in
the cell population, either due to biological reasons (e.g. different cell cycle
phases) or inhomogeneous cell irradiation [126]. Flow cytometry only measures
the overall average foci fluorescence intensity [127], making the technique blind
to the discrete description of the events (yields of foci per cell, spatial distri-
bution and morphological characteristics), necessary to trace out radiation
quality and the efficacy of repair pathways.
Visualization of DNA damage foci (and subsequently of the particle track) is
known to benefit the quantification of complex lesions [128]; fluorescence mi-
croscopy exploits immunoglobulins that bind to specific antigens, and in this
way γ-H2AX foci can be selectively tagged and made “visible” by using fluo-
rophores. This represents a semi-quantitative measure of DNA damage even
at doses as low as several centigrays [129]. However, this detection strategy
relies on visual counting, that comes with limitations about subjectivity and
the time costs. Still, it was often adopted because of its reliability to recog-
nize foci regardless of fluorescence intensity levels and variations in both the
background and foci, thanks to the analytical abilities of the operator, which
offset most of microscopy artefacts.
Automation of the counting process by means of macros written with im-
age analysis software packages eases some of these limitations, allowing the
standardization of the analysis for larger samples, and the evaluation of foci
properties that can be hardly extracted by manual counting [130, 131, 132].
Only recently, machines integrating flow cytometry (speed and sample size)
and microscopy (resolution and sensitivity) have been developed, providing
the opportunity to collect both qualitative and quantitative image data of
single cells [133].
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3.1.4 Objective

In Par.2.3 the neutron RBE was modelled starting from the induction of clus-
ters of DNA damages. Experimental evaluation of the RBE, however, requires
measurements of a detectable endpoint.
These reasons fostered the choice to extend the study to the simulation of
radiation-induced γ-H2AX foci. On a spatial scale, we move from an ideally
point-like event (the DSB) to a spatially defined object, whose extension is
exploited to physically detect it and make it visible at the microscopic level.
To investigate the role of radiation quality in the induction of γ-H2AX foci,
different neutral and charged particles have been chosen to perform the exper-
iments. Cell cultures of human foetal lung fibroblasts and mouse mammary
adenocarcinoma cells have been exposed to neutrons, but other particles have
also been considered in the study, namely photons (250 kVp X-rays) and 12C
ions (as discussed in Par.3.3). The criterion for the choice of X-rays and C-ions
is also the knowledge of their effectiveness for therapeutic purposes, towards
optimal dose prescriptions to tumour cells.
As for neutron exposure, its consequences on patients’ health were previously
described. At the RARAF facility [134], studies at the interface between
physics and biology are carried out using a neutron field that mimics the one
from the Hiroshima nuclear device, with energies ranging from around 100
keV to 10 MeV. This study may unveil the severity of damage induced by
this neutron spectrum, considered to be a reference in radiation biology and
epidemiology.

In this digression from MC simulations, the measurements carried out both
during a six-month project at the RARAF facility and at the “RadBioPhys”
Lab (Physics Department, University of Pavia) will be discussed. Results will
provide a radiobiological characterization of the cell lines, in terms of clono-
genic survival and of induction/repair of γ-H2AX IRIF. Immunocytochemistry
assay has been chosen for the visual detection of foci, and images of samples are
acquired with conventional (i.e. wide-field) fluorescence microscopy. Parame-
ters on foci morphology (intensity and size) have been extracted as indicators
of the damage complexity and/or clustering in space, characteristics that are
intimately related to the radiation qualities.

3.1.5 Material and methods

Cell cultures and reagents

IMR90 normal human foetal lung fibroblasts (ATCC) and BALB/c mouse –
derived poorly immunogenic mammary carcinoma TS/A cell [135, 136] (kindly
provided by Dr. E. B. Golden) were grown at 37◦C in a humidified atmosphere
with 5% CO2. TS/A cells have a doubling time (DT) of ≈ 24 h, while IMR90
cells show a DT of 36 h.
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IMR90 cells were cultured in Eagle’s Minimal Essential Medium (EMEM,
Corning), supplemented with 12.5% Foetal Bovine Serum (FBS, Sigma-Aldrich),
L-glutamine 2mM (Sigma-Aldrich) and 1% Non-Essential Amminoacids (MEM
NEAA, Gibco). TS/A cells, instead, were cultured in Dulbecco’s Modified Ea-
gle Medium (DMEM, Gibco) with 10% FBS in T75 cm2 flasks (Falcon); all cell
cultures are grown up to the 90% confluence. IMR90 cells between passages 5
and 22 and TS/A cells between passages 1 and 13 were used for experiments.
For both cell lines, the day before neutron and X-ray irradiation 105 cells in
0.5 ml medium were plated in each well of 4-chamber CultureSlide flasks (Fal-
con), if ICC had to be performed, while for clonogenic assay 105 cells in 1 ml
medium were plated in 30-mm Petri dishes (Thermo Fisher Scientific).
Cells cultured for the experiments were not synchronized: differences in foci
yields can be expected depending on the cell cycle phase of irradiated cells.
However it is known that the irradiation itself causes a redistribution of cells
in the cell cycle [137, 138], and a characterization of damage yields for different
cell cycle phases is not easily done and goes beyond the purpose of this work.

Irradiation setup

X-ray irradiations. Exposure to low-LET X-ray was carried out using the
Westinghouse Coronado X-ray machine (225 kVp, 1 mm Al and 0.5 mm Cu
filters in the beamline) available at RARAF, Columbia University (Fig.3.3(a)).
The photon beam is emitted perpendicularly to the biological samples. Dosime-
try was performed through the Accu-Dose+ (Radcal) ionization chamber, to
guarantee a dose-rate of ≈ 1.1 Gy/min; for the purposes of detecting foci by
means of immunocytochemistry, doses of 0, 1, 2 and 5 Gy were used, while
for survival curves the response at low doses was also studied, and specifically
doses of 0, 0.1, 0.25, 0.5, 1, 1.35, 2 and 5 Gy were selected.

Neutron irradiations. Neutron irradiations were carried out using the broad-
energy beam available at the RARAF facility, which is produced as described
in [139]: a mixture of 5 MeV protons and deuterons from a Singletron accel-
erator is made to impinge against a 1-mm thick beryllium foil and, through
the 9Be(p,n) and 9Be(d,n) nuclear reactions, a neutron field is produced with
characteristics similar to those from an improvised nuclear device. In partic-
ular, the Hiroshima neutron fluence spectrum at 1.5 km from the hypocentre
is reproduced, with energies ranging from 0.1 to almost 10 MeV, with a mean
energy of about 2.4 MeV. Measurements verified the agreement between the
beam characteristics and the Hiroshima spectrum [140]. As in most neutron
irradiations, the total dose to the sample is only in part due to the neutron field
(in this case the ≈ 85%), and a γ-ray component deriving from other nuclear
interactions or nuclei relaxation is always present, imparting the remaining ∼
15% of the dose. The setup used at RARAF for the irradiation is showed in
Fig.3.3(b): it consists of a metallic “Ferris” wheel, with multiple rods on which
it is possible to hang tubes containing biological samples or small animals.
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(a) (b)

Figure 3.3: The Westinghouse Coronado X-ray machine for X-ray irradiations
(a) and the rotating metallic wheel installed on the beamline for neutron irra-
diations (b) of biological samples at RARAF.

The wheel is rotating in the neutron field around the particle beam. The sam-
ples are positioned at a forward angle of 60◦ and at a distance of 10 cm from
the incident beam. The rotation assures a homogeneous distribution of the
dose inside the samples. For these experiments, we neglect the dose differences
along the axial coordinate, being the surface of each well, and in good approx-
imation the area of the whole flask, negligible with respect to the dimensions
of the field.
The highest achievable dose-rate of 5 cGy/min was exploited in order to shorten
as much as possible the irradiation time. In this perspective, doses of 0, 0.1,
0.5, 1 Gy were selected for ICC. While doses up to 0.5 Gy were delivered in
a single shot, 1 Gy of dose was obtained through a fractionated regime, with
samples remaining on the beam line during two consequent 0.5 Gy irradiations.
As for survival curves, the doses of 0.25 and 1.35 Gy (2 × 0.5 Gy + 0.25 Gy +
0.1 Gy) were also added. The fractionated regime represents a difference with
X-ray irradiations, where doses were delivered in a single shot.
The time between each fraction is nevertheless around 3 minutes, to let the
radiation field in the cave cool down and to allow the change of the flasks on
the beamline, and it is negligible with respect to the total irradiation time
(30-40 min).

Clonogenic assay

The protocol for the clonogenic assay is performed post-irradiation: immedi-
ately following the irradiation of the samples, the medium was discarded, cells
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were washed with 0.3 ml of PBS (phosphate-buffered saline) and harvested
with 0.5% Trypsin-EDTA (Ethylenediaminetetraacetic Acid) (Gibco). Cells
were centrifuged for 4 min at 500 g, the supernatant discarded and cells were
carefully re-suspended in complete fresh medium, paying attention to break all
clumps and have single cell suspensions. A hemocytometer was used to count
cells in the suspension.
For each dose, a right dilution was then created to have 1000 cells in 2 ml of
medium, which were plated in six-well plates. Technical duplicates were made
for each sample. Cells were plated for all doses with the same concentration
to avoid sham control for each condition, which was otherwise unavoidable if
the different growing rates (due to different densities) were to be taken into
account. For IMR90 and TS/A cells, a waiting time of 14 and 7 days, respec-
tively, was necessary in order to have the formation of colonies, intended as
clusters of more than 40-50 cells [141].
In case of 14 days of incubation, medium was changed after 1 week, carefully
in order to not detach cells that might create satellite colonies. After the in-
cubation time, medium was discarded and cells were washed twice with 0.5 ml
PBS. The cells were fixed using 95% ethanol (EtOH) for 10 min at room tem-
perature (RT) and then stained with 2 % (w/v) Crystal Violet in 95% EtOH,
for 15 min at RT.
Finally, the stain was removed and the Petri dishes were washed with water
until colonies are clearly visible. Colonies, as in groups of more than 40 cells,
were scored using a Nikon Eclipse TS100 microscope.

Immunocytochemistry

Cells were fixed at different time-points (15 min, 30 min, 1 h, 2 h, 3 h, 24 h for
neutrons/X-rays) post-irradiation with 2% paraformaldehyde (PFA, Electron
Microscopic Sciences) in PBS (Gibco) at RT for 20 min. For long exposures
(as in case of high neutron doses), time is counted from the moment samples
are put in the incubator, in accordance to what done for the other biological
samples. Foci were detected by fluorescent staining through the following
protocol: permeabilization was performed with 100% methanol for 20 min
at -20◦C. Cells were washed three times (5 min each) with PBS and they
were blocked against non-specific binding in 0.2% bovine serum albumin (BSA,
Invitrogen) in PBS at RT, for 15 min. The incubation with 1:500 anti-γ-H2AX
rabbit primary antibody (Cell Signaling Technology) in 0.2% BSA/PBS was
performed for 1 h, always at RT.
Afterwards, cells were washed as previously described, and incubated with
1:1000 anti-rabbit goat IgG Alexa Fluor 555 conjugated secondary antibody
(Invitrogen) in 0.2% BSA/PBS for 45 min, at RT. After washing, samples were
finally mounted with VectaShield Mounting Medium containing DAPI (4’,6-
Diamidino-2-Phenylindole, Vector Laboratories, Inc.), to allow simultaneous
nuclei counter-staining.
An IX70 (IX-ILL 100 LH) Olympus fluorescent microscope (magnification of
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60X) was used to acquire several fields, to analyse at least 200 - 250 cells
per slide, trying to exclude fragmented or pleomorphic cells from the image
acquisition. The focus was optimized manually trying to have most cells and
foci in the same focal plane (usually the median plane of the nucleus).

Image processing

Each 2D picture was analysed with a macro written with the software ImageJ
[142, 143] that was developed from scratch for this kind of analyses (as previ-
ously described in Ref.[144]).
The recognition of the regions of interest (ROIs) relies on conventional im-
age processing steps: the images were converted in 16-bit, they underwent
histogram-based binarization (conversion in black and white, to distinguish
objects from background) by applying “Otsu” thresholding [145], which was
manually adjusted to select the right regions for the nuclei. The macro then
applied a smoothing mask and allowed some discretionary steps, like holes-
filling, volume-dilatation or Watershed segmentation (to separate different ob-
jects that touch each other), to refine the reconstruction of the nuclei.
Then ROIs for the nuclei were selected by setting some thresholds on morpho-
logical parameters as the circularity and the size. For nuclei, 5000 pixel2 ≤ size
≤ 10000 pixel2 and 0 ≤ circularity ≤ 1); and the ROIs are stored to extract
parameters as the intensity, the size, and to determine the foci/cell.
For the selection of foci, the steps were the same, except for the some adjust-
ment to the background, and the application of “Unsharp Mask” option, to
add a high-pass filtered image and thus to sharpen the image. The recognition
of foci ROIs turned out to be tricky, because of a mixture of very small foci,
probably generated by the low-LET radiations, with very bright and big foci
(that may be assumed as induced by charged particles), making it important to
define reasonable thresholds to include all the cases. Moreover, halos from foci
not completely at focus were excluded from the analysis by means of threshold
processing. The range for focus circularity was left very loose (0-1), while the
threshold for the size was of 14 - 750 pixel2. Optimization of the macro was
carried out by the experimenter comparing the results, for different doses of
the two radiation qualities, with those obtained by manual scoring of the foci,
especially for the adjustment of the thresholds for the foci size, which were
kept fixed for all the analyses.
The semi-automatic algorithm allowed to refine some of the parameters image
by image, according to visual check with the original picture (Otsu thresh-
olding, Watershed segmentation, Unsharp Mask parameters...). Nuclei ROIs
were stored to allow quantification of the number of foci per cell. Moreover,
the average intensity of pixels in each focus was recorded, to have a parameter
correlated to the degree of complexity of the damage and/or of the possible
overlap of different structures due to their distribution in 3D. The foci size
was extracted as well, to be correlated with the intensity and to have a better
insight on the morphology of the events.
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3.1.6 Results

Survival curves. The number of colonies, normalized to the plating effi-
ciencies and averaged over three independent experiments (each made by a
technical duplicate), has been plotted in lin-log scale as a function of the dose
for both cell lines under investigation and radiation qualities, as in Fig.3.4.
Both cell lines show a higher sensitivity to neutrons with respect to photons,
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Figure 3.4: Survival curves for (a) IMR90 and (b) TS/A cells following expo-
sure to X-rays and neutrons. The data points have been fitted with the LQ
model. Results are shown as mean of at least 3 independent experiments ±
SEM.

despite the dose-rate used for the neutron irradiation was 20 times lower than
the one for X-rays.
In Fig.3.4 the fit were obtained by using the Linear-Quadratic (LQ) model,
historically used to describe radiation-induced clonogenic cell death, that is
the loss of the cellular ability to divide and form clones.
The mathematical formulation of the model as a function of the dose D is given
in Eq.3.6:

SF (D) = PE · exp(−α ·D − β ·D2) (3.6)

where α is the coefficient for the linear dose term and is the cell kill per Gy, β
is the coefficient of quadratic component of the survival curve (on a log-linear
plot) and PE is the plating efficiency (the surviving fraction at D = 0 Gy),
equal to 1 after normalization. Tab.3.1 shows the parameters extracted from
the fit of the curves with their uncertainties, along with the corresponding
reduced χ2

R. However, the available experimental data show that, for some of
the curves, there are some discrepancies with the best fit obtained with the
LQ model for doses ≤ 0.5 Gy, because the survival assumes lower values than
the ones at higher doses.
This remark led to the decision to test a second model, the one introduced
by Marples and Joiner in 1993, the so-called Induced Repair model, referred
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Table 3.1: Values of the α and β parameters, with their uncertainties, as
extrapolated from the fit of the experimental data with the LQ model, for
both IMR90 and TS/A cells exposed to X-rays and neutrons. Values of the
reduced χ2

R of the fit and the degrees of freedom ν are also reported in Table.

LINEAR-QUADRATIC MODEL

IMR90 TS/A

α ∆α β ∆β χ2
R ν α ∆α β ∆β χ2

R ν

X-rays 0.51 0.07 0.02 0.02 2.62 6 0.43 0.05 0.05 0.01 19.57 6

Neutrons 1.06 0.33 0 6.8 2.75 4 1.26 0.52 0.1 0.41 1.03 4

hereinafter as Hypersensitivity (HS) model.
Indeed, a downward“kink” in survival curves of different cell lines was observed
following irradiation with X-rays [146, 147, 148] and neutrons [149, 150], usu-
ally for doses < 1 Gy.
The mathematical formulations is given by the following formula:

SF (D) = exp(−αr · [1 + (
αs
αr
− 1) · e(−

D
Dc

)] ·D − β ·D2) (3.7)

The parameter α is not unequivocally determined, but it depends on the dose:
αr is the low-dose slope of the survival curve as from the fit with LQ model
of the points at high doses; αs is instead the value of α extrapolated from the
hypersensitivity curve at low doses (D < Dc). Dc is the dose at which there
is either an inflection or a minimum in the curve; β is the coefficient of the
quadratic dose component.
The results of these fits are shown in Fig.3.5(a) for the IMR90 cells exposed

to neutrons and in Fig.3.5(c) for the TS/A cells exposed to X-rays, while the
values of all parameters are reported in Tab.3.2, along with their errors and the
reduced χ2

R. The large uncertainties correlated to the points related to X-rays
for IMR90 cells do not allow to draw any conclusions, and the LQ model was
applied to this curve. Same stands for the data points related to TS/A cells
irradiated with neutrons, where the LQ model already offers a good fit.
Panels labelled as (b) and (d) zoom on the part of the curve for doses up to 1.5
Gy, to better highlight the trend of the experimental points and the agreement
with the HS model. An over-agreement of the fit with the data has been found,
as shown by the reduced χ2

R: this is due to the high number of free parameters
introduced in the function with respect to the number of data available from
the experiments.
The protocol adapted for the experiments on clonogenicty implies the immedi-
ate plating of the cells after irradiation. It may be useful to comment on how
this influences the repair of the so-called PLD, Potentially Lethal Damage,
that is the component of damage that can be modified by manipulating the
post-irradiation environmental conditions [151]. It has been found that when
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Figure 3.5: Survival curves for IMR90 (a-b) and TS/A cells (c-d) following
exposure to X-rays and neutrons. (a) Data for IMR90 cells exposed to X-rays
have been fitted with the LQ model, while neutron data have been fitted using
the HS model. (c) Data for TS/A cells exposed to X-rays have been fitted with
the HS model, while neutron data have been fitted using the LQ model. (b)
and (d) are zoom of curves for doses up to 1.5 Gy, for IMR90 and TS/A cells,
respectively. Results are shown as mean of at least 3 independent experiments
± SEM.

cells are held in a quiescent state after irradiation, like in the G0 phase, they are
more likely to repair the damage with respect to cells that are free to progress
within the cell cycle and proliferate. Following low-LET particle exposure, the
survival for quiescent cells has been shown to increase for a relatively wide
range of doses [152, 153], while proliferating cells preserve the damage and,
presumably, they are more likely to clonogenically die because of additional
unrepaired damage [154, 155]. Liu et al. (2013) showed that, at same initial
yield of DSBs, differences in the survival fraction following X-rays of human
fibroblasts between cycling and non-cycling cells could be due to differences

56



3.1. Radiation-induced γ-H2AX foci

Table 3.2: Values of the αr, αs, Dc and β parameters, with their uncertainties,
as extrapolated from the fit of the experimental data. Data for IMR90 cells
have been fitted with the HS model when irradiated with neutrons, while the
model is used for TS/A cells when exposed to X-rays. Values of the reduced
χ2
R of the fits and the degrees of freedom ν are also reported.

HYPERSENSITIVITY MODEL

IMR90

αr ∆αr αs ∆αs Dc ∆Dc β ∆β χ2
R ν

Neutrons 0.84 0.41 10.66 24 0.06 0.08 0.16 0.32 0 2

TS/A

αr ∆αr αs ∆αs Dc ∆Dc β ∆β χ2
R ν

X-rays 0.37 0.6 4.12 1.79 0.17 0.06 0.06 0.015 0.92 4

in the fraction of either mis- or un-rejoined DSBs [156]. Blakely et al. (1985)
reported results from experiments with both X-rays and neon ions, showing a
significant PLD repair for the former (with survival increased up to 10-fold),
and only negligible repair in early and mid G1-phase cells after exposure to the
latter radiation [157], demonstrating a dependence on radiation quality [158].
Since cells were harvested and then plated in cell culture flasks immediately
after the irradiation at low density, they are stimulated to grow exponentially,
potentially increasing the chance of mis-repair of the PLDs. This might hold
true for the low-LET X-rays, for which we could expect a higher survival if dif-
ferent post-irradiation conditions were adopted, independently on the chosen fit
function. However, as aforementioned, the damage from the more densely ion-
izing recoil particles from neutrons might be less affected by this phenomenon
(LET ≈ 45 keV/µm), even if cells are equally free to cycle and grow exponen-
tially.
Tab.3.3 shows the survival fraction at 2 Gy (SF2) and the doses at 10%, 37%
and 60% survival (D10, D37, D60) obtained from the best fit, and used to cal-
culate the RBE. As it can be seen from the table, for the IMR90 cells, the
RBE for all the survival levels is ≈ 2, if parameters are extracted from the fit
using the LQ model for the neutron data points, but it is slightly higher (≈
2.5 - 2.8) when the HS model is instead exploited. In both cases the RBE is
calculated using the LQ fit for X-ray data. The value of αN

αX
is calculated using

the α values from the LQ models for both neutron and X-ray irradiated cells,
and in this case a value of 2.08 has been found.
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For TS/A cells, neutron RBE is calculated using the parameters coming from
the two different fits of the X-ray data points. Using the LQ model, the neutron
RBE ranges from 2.3 to 2.7, for a survival of the 10%, 37% and 60%, respec-
tively. The corresponding values using the parameters extrapolated from the
HS model vary from 2.34, quite similar to the previous case, to almost 4 for
the 60 % survival.
In this case, the value of αN

αX
has been found to be of 2.93, always using the α

values from the LQ model for both neutron and X-ray irradiated cells.

Table 3.3: For IMR90 and TS/A cells, the values extracted from the fits of
surviving fraction at 2 Gy (SF2), dose at 10% survival (D10), dose at 37%
survival (D37), dose at 60% survival (D60) and ratio of the α value for neutrons
to the α value of X-rays, and extracted RBE at different survival levels.

Surviving fraction, dose at % survival and RBE values.

IMR90

SF2 D10 D37 D60 RBE10 RBE37 RBE60
αN

αX

X-rays
0.33 3.87 1.81 0.96 \ \ \ \LQ (*)

Neutron
0.06 2.19 0.95 0.49

1.77 (*) 1.91(*) 1.96(*)
2.08(*)LQ

Neutron
0.03 1.40 0.70 0.38

2.76(*) 2.59(*) 2.53(*)
HS

TSA

SF2 D10 D37 D60 RBE10 RBE37 RBE60
αN

αX

X-rays
0.35 3.73 1.89 1.06 \ \ \ \LQ (*)

X-rays
0.37 3.79 2.01 1.54 \ \ \ \HS (**)

Neutron
0.05 1.62 0.74 0.39

2.30(*) 2.55(*) 2.72(*)
2.93(*)LQ

2.34(**) 2.72(**) 3.95(**)
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γ-H2AX foci kinetics. The yields of γ-H2AX foci as a function of time,
counted by an ad hoc developed macro in ImageJ is shown in Fig.3.6.
The macro to perform extensive image analysis was developed on the basis of
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Figure 3.6: Repair kinetics of γ-H2AX foci for IMR90 and TS/A cells, following
irradiation with different doses of X-rays (a-b) and neutrons (c-d). The errors
represent the SEM of 3 independent experiments. Lines are drawn to guide
the eye.

specific criteria on what has to be considered as a focus or not.
First of all, the macro had to be calibrated by comparing the results with foci
yields scored “by eye”, to minimize errors in the recognition and counting of
foci related to the macro implementation, which will however reflect a certain
degree of subjectivity. It remains however true that the use of a macro allows
the analysis of large amount of data in a quicker and reproducible way.
Our study aims at showing that, when accompanied by a modelling approach,
an actual quantification of damage can be derived even if only 2D images are
used. To this aim, when analysing images, only the brighter spots that ap-
pear as belonging to the focal plane when taking the picture are considered
as foci, and neighbouring foci that are not unambiguously distinguishable are
merged (examples of pictures taken with the Olympus microscopes are shown
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(a) IMR90 cells - X-rays (b) IMR90 cells - neutrons

(c) TS/A cells - X-rays (d) TS/A cells - neutrons

Figure 3.7: Pictures taken with the Olympus conventional fluorescent micro-
scope of: foci resulting from exposure to 1 Gy X-rays (a-c) and 1 Gy neutrons
(b-d), for IMR90 and TSA cells, respectively, fixed 1 h post-IR.

in Fig.3.7). The presence of other damages in different planes, and the merging
of foci originating from close DSBs can then, on the other hand, be taken into
account in the modelling, as it will be discussed in Par.3.2.
An underestimation of foci levels is expected when 2D images are considered.
Had the study been limited to 2D images, without any effort in modelling, it
would have been reasonable to be less strict, to count all possible foci.
Still, it remains logical that not all foci can be counted in any case, if single
2D images from conventional microscopy are used, this being even more true
for higher doses. Moreover, the experimental results for the overall number of
foci are to be taken as average yields for all different cell cycle phases, and this
could influence the discrepancy between the experimental data and the MC
observations presented in next Par.3.2. In Par.3.3 experimental and modelling
results in 3D will be presented, to cope with these limitations.
The background of foci is relatively small for the two types of cells considered
in this study, and it is constant with the time around a value of two for all
conditions. The number of foci increases steeply 30 min post-irradiation with
both X-rays and neutrons. As the time goes on, the repair response success-
fully copes with the damage and the number of foci decreases. It has to be
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noted that the slow-dose rate achievable for the neutron irradiations implied
an almost 40-minute-long exposure, carried out at RT. Being the temperature
not low enough to prevent the initiation of repair processes, presumably the
fast component of the DSB repair (half-times of 10–30 min [159, 160]) may be
going on during the same irradiation, altering the overall number of foci.
Despite the dose dependency is quite clear for all the conditions for early time-
points, 24 h post-irradiation the difference is not that sharp, especially for the
samples that have been exposed to neutrons, where the residual damage is
completely independent on the imparted dose. This is also true for the data
point referring to the samples irradiated with 1 Gy X-rays.
The data for the temporal dynamics have been fitted using the function in
Eq.3.5, described by Mariotti et al. [125]. The results are shown in Fig.3.8,
where the plots have been obtained by means of the ROOT toolkit [161].

(a) IMR90 cells - X-rays (b) TS/A cells - X-rays

(c) IMR90 cells - neutrons (d) TS/A cells - neutrons

Figure 3.8: Fit of foci yields as a function of time, obtained using Eq.3.5 using
the ROOT toolkit, for different doses of X-rays (a-b) and neutrons (c-d).
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The maximum values are rather low with respect to what reported in the
literature, for both considered radiation qualities [162]. This can be explained
taking into account that conventional fluorescence microscopy has been re-
sorted to for the image acquisition and scoring has been carried out on one
single picture for each field: the visualization of all foci in the nucleus is there-
fore hampered by the microscope depth of field (DOF), that is the distance
from the nearest object plane in focus to the farthest object plane that is si-
multaneously in focus. Indeed, similar values have been found in other studies
using the same technique [163].
It has also to be considered that these counts derive from cells that are not
synchronized, but are distributed in different phases of the cell cycle: aver-
aging results from all cells in the population might introduce some biases on
the estimation of number of foci per cell, and this has to be considered when
experimental data points will be compared to calculation results, that are in-
stead based on cells in G0/G1 phase.
However, as already mentioned, the major hinder to a realistic quantification
of the initial damages is due to geometrical limitations related to the read-out
technique, as only a portion of the damages is at focus at the moment of the
image acquisition.
Conventional fluorescence microscopy does not allow a scanning of the speci-
men along the z direction, and therefore different structures could be present in
the image even if at different depths. Thus, other than the physical extension
in space of a γ-H2AX focus, being the consequence of extensive phosphory-
lation of neighbouring H2AX histones, the superimposition of foci that are
spatially distributed at different z-coordinates, but that are simply projected
on a single 2D plane while observed through the eye-pieces of the microscope,
has to be considered.
As it will be discussed in the next Paragraph, confocal microscopy allows a
more complete quantification of foci.

γ-H2AX foci yields and morphological characteristics as a function of
dose. Fig.3.9 shows that the extra yield of foci ∆Foci (defined as foci yields
minus to the sham values) for all the time-points taken into account for the
study. While at 24 h is linear with increasing dose, for the earlier time-points,
linearity might hold only up to 1-2 Gy following irradiation with X-rays for
both IMR90 and TS/A cells, and up to 0.5 Gy when the cell lines have been
irradiated with neutrons. At increasing doses for the early time-points, ∆Foci
tends to reach a constant plateau. For this reason, a fit function of the type:

∆Foci(D) = b · (1− e−c·D) (3.8)

has been used in the ROOT framework to better reproduce the saturation,
with b and c free parameters of the fit [144].
Linear fits have been applied in many studies to X-ray-induced foci yields at
low doses [164, 165]. The saturation following photon irradiation was instead
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3.1. Radiation-induced γ-H2AX foci

(a) IMR90 cells - X-rays (b) TS/A cells - X-rays

(c) IMR90 cells - neutrons (d) TS/A cells - neutrons

Figure 3.9: Dose dependence of the scored yields ∆Foci/cell. The fits have
been obtained with Eq.3.8 using the ROOT toolkit. The error bars represent
SEM values for 3 independent experiments. Black - 15 min; red - 30 min; green
- 60 min; blue - 120 min; yellow - 180 min; pink - 24 h.

assessed in the same dose range of this study when ICC is performed for the
scoring [166, 167], while higher saturation thresholds were observed when the
overall fluorescence intensity from the whole nucleus is recorded by means of
flow cytometry [168]. Being γ-H2AX foci used in many fields as biomarkers of
radiation exposure, the first requested characteristics is the capability to pre-
dict the irradiation dose [169]. However, the saturation of the signal described
up to now hinders a proper quantification of both lesions and foci.
Since this behaviour does not have a physical/biological explanation (espe-
cially for X-rays, for which a yield of 30-40 DSB/Gy is expected), it has to be
assumed that artefacts related to the detection technique mainly hinder a real
quantification of IRIF after relatively high doses of X-rays.
More information about foci has been extracted for all the time-points and the
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Figure 3.10: Temporal dynamics of γ-H2AX foci planar size, for IMR90 and
TS/A cells, following irradiation with different doses of X-rays (a-b) and neu-
trons (c-d), respectively. The errors bars represent the SEM of 3 independent
experiments. Lines are drawn to guide the eye.

doses considered for this assay. In particular, foci dimension and the intensity
of single foci have been extracted from the analysis, as indicators of either the
overlap of different events close in space, or of increasing damage complexity,
due to the close proximity of different DSBs within the lesion and therefore
the phosphorylation of more H2AX sites.
Fig.3.10 shows the kinetics of the foci size, for IMR90 and TS/A cells, follow-
ing irradiation with X-rays (a-b) and neutrons (c-d). The averages have been
performed on all the foci of the multiple nuclei acquired in the different fields
of the same sample. Since no significant differences have been encountered
between the technical replicates, the extracted parameters about foci yields
and their characteristics have been pooled and statistically analysed.
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3.1. Radiation-induced γ-H2AX foci

The dose response is quite clear for all the time-points following irradiation
with neutrons: even with a small dose like 0.1 Gy, there is a 32% of difference
between the sizes of the foci in irradiated and sham samples. The enhance-
ment of foci dimension is even more pronounced in case of the two higher
doses, which show nevertheless less differences between each other. For all the
doses, an initial bump is recorded, meaning that damages different in nature
from the ones due to endogenous metabolic processes are occurring, even in
mock-irradiated samples.
For IMR90 cells, this is true until maximum 1 h post irradiation, but for TS/A
cells in some cases, the sizes stay large even after a couple of hours.
Another difference between the cell lines is the following: for TS/A cells, we
have a decrease of the sizes as a function of time after the peak, independently
on the dose, meaning that the repair is solving the damages and the planar
dimensions of the foci are also decreasing, even though they don’t reach the
sham level even after 24 h. On the contrary, for large doses (0.5 and 1 Gy) of
neutrons, the average foci dimensions in IMR90 cells seem to decrease after the
initial peak, but then they start increasing: this could be explained by the fact
that we are reporting mean values of the dimensions, and 24 h post-irradiation
all the small foci have been coped with and subsequently disappeared, while
only the more complex lesions might be still present in the nuclei.
More complex trends have been found for X-rays, with less differences among
the different doses for the early time points (up to 180 min).
In general, the same initial peak due to the onset of large radio-induced foci
is followed by a decrease in the sizes and then, again an increase as the one
discussed for the neutron-irradiated IMR90 cells. In this case, the size of the
residual damage is dose-dependent, with larger foci for higher doses.
Furthermore, there is evidence that the repair of major lesions does not occur
at the damage site, but most compromised DNA gets relocated to repair cen-
tres. These sub-domains seem to be located near the boundary between high
and low density DNA regions [170].
Although the behaviour was observed for early time-points (30 min for γ-H2AX
foci), it can be assumed that the restriction of heavily damaged portions of
DNA to certain regions can last until DNA is flawlessly repaired. This may
take time in case of high doses of low-LET radiation or for neutron damage.
Being the analysis carried out on 2D images, this might not provide precise
information on foci characteristics in other “portions” of the nucleus except
for the one at focus. The visible foci do not represent, therefore, single foci
but are derived from artefacts due to the superimposition of foci in the third
dimension. Confocal microscopy is highly recommended in order to have a bet-
ter insight on the number of foci in the whole nucleus, especially if high-LET
particles are considered (e.g., following neutron irradiation, most damages are
imparted by protons of different energies and recoil heavy ions), and damages
are densely distributed along the track.
In Fig.3.11, the average intensity of single foci, normalized to sham values,
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Figure 3.11: Temporal dynamics of γ-H2AX foci intensity, for IMR90 and
TS/A cells, following irradiation with different doses of X-rays (a-b) and neu-
trons (c-d), respectively. The errors bars represent the SEM of 3 independent
experiments. Lines are drawn to guide the eye.

is reported. Also in this case, data from the technical duplicates have been
pooled together and the points represent the mean ± SEM of three indepen-
dent experiments.
The dose-dependency can be observed for both cell lines and radiation qual-
ities, and, as recorded for the foci size, also the intensity increases steeply at
the early time-points, an evidence of the prompt initiation of IRIF by the cell.
The trend as a function of time seems to be modulated by the repair processes
like the number of foci per cell. In this case, however the levels of the average
intensity for the residual damage are similar to the sham’s ones following X-ray
exposure, while for neutrons a dose-dependent level of intensity has been found
for both cell lines. This might be explained by an increase in the complexity
of the lesions, i.e. clusters of DSB in space due to protons.
The residual level of damage following 1 Gy of X-rays and neutrons is con-
siderably different from the point of view of the intensity, underlying different
complexity and/or enhanced overlap of damages in space.
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3.1. Radiation-induced γ-H2AX foci

This suggests that poor resolution of the technique might conceal the realistic
number of foci (which saturates as a function of the dose), but dose-dependent
differences in the morphological characteristics of γ-H2AX IRIF might provide
significant pieces of information on the damage entity. In Fig.3.12 the aver-
age size and intensity (normalized to sham values) of single foci in TS/A cells
following X-ray irradiation are reported as a function of the dose, for the 30
min and 24 h samples. They have been linearly fitted, and the curve shows
that 30 min post-irradiation both quantities increase linearly. At the late time-
point, the intensity stays constant as a function of the dose, while the IRIF
size is approximately the same as the one for the early time-point. It can be
assumed that at early time-points the linear increase might be due to spatial
clustering of damages, while foci superimposition is unlikely for IRIF a 24 h
post-exposure, which are easily distinguishable. For this reason, the increase
could be due to higher complexity.
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Figure 3.12: Experimental data for foci average size (µm2) and foci intensity
(normalized to the value of the sham) following exposure with X-rays, 30 min
and 24 h post-irradiation, in TSA cells. Results are shown as mean of at least
3 independent experiments ± SEM [144].
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3.2 Modelling of γ-H2AX foci and experimen-

tal read-out

3.2.1 Why do we need the modelling of γ-H2AX foci?

γ-H2AX foci have been proposed as endpoint for biodosimetry [171, 172], by-
passing the low sensitivity intrinsic of other experimental assays [173], e.g.
micronucleus and comet assays. Detection of γ-H2AX foci was used to quan-
tify damage in blood lymphocytes [174] following conventional fractionated ra-
diotherapy [175], or following exposure to radon [176], given its sensitivity to
very low radiation doses. Formation of IRIF was also included in translational
studies to monitor the clinical response in patients treated with DNA-targeted
therapies, such as some kinds of chemotherapies, radiation or radionuclide ther-
apies or combinations of different treatment modalities [177].
Automatic algorithms to recognize and score foci have been developed to al-
low high-throughput analyses [166, 178, 179, 180, 181], in the direction of a
large scale (routinised) test to scan damage in human genome [173]. However,
as discussed in the previous Paragraph, γ-H2AX foci detection is necessarily
influenced by the read-out technique, often compromising a straightforward
quantification of the yields and their morphological characteristics. It is clear
that artefacts in the detection of foci and the signal saturation for increasing
dose might hamper the prediction of the imparted dose, or at least introduce
large uncertainties in the reconstruction. The same limiting factors apply when
γ-H2AX foci are used as endpoint for the comparison of the effectiveness of
different radiation qualities.
In this context, help can be offered by modelling, addressing many of the uncer-
tainties related to the biological aspects (how/where foci are induced, how far
they extend from the original DNA damage sites, etc...) and to the technical
limitations of the read-out technique. Depending on the model, the calculation
might aim at either the simulation of the induction of foci at early time-point,
or at the description of foci evolution, if DNA damage repair mechanisms are
included.
Tommasino et al. developed a phenomenological model to describe the induc-
tion and processing of γ-H2AX foci from X-ray radiation, in chromatin loop
structures [168]. The model starts from the simulation of both isolated and
clustered DSBs in 2 Mbps loops, and they assume that the phosphorylation of
the H2AX histone extends in all such domains, independently on the number
of induced DSBs. The number of lesions per loop is determined using the
Poisson distribution, and the phosphorylation is extended to a maximum of 10
Mbps, involving other surrounding domains (activated domains), to simulate
the spread of γ-H2AX foci for high doses.
In the framework of the BioQuaRT project, Villagrasa et al. used GEANT4/DNA
calculations to compare the simulated number of DSBs per track of protons
and α particles from microbeams to the experimental data on IRIF formation
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(per track), addressing some of the issues due to the detection and resolution
of foci in a x-y plane due to high-LET radiation [182].
In a work by Rabus et al. [183] we also present a theoretical model, purely
based on combinatorics, to predict foci overlap as a function of dose, both in
case of randomly distributed damage following exposure to X-rays and to high-
LET α particles microbeams. The model also includes consideration of non-
radiation-induced foci, as those due to processes naturally occurring during
the cell cycle, that are assumed to be statistically independent from radiation-
induced ones, though this can be compromised due to overlapping of events
when scored in a 2D observation plane.

3.2.2 Objective

The work presented in this part of the thesis aims at tracing back the phe-
nomenology behind the induction of DNA damage foci, and their characteris-
tics, to radiation quality.
The modelling of γ-H2AX has been carried out through different simulation
steps, as detailed in the following. Track-structure calculations with PAR-
TRAC have been performed to simulate the energy depositions in DNA and
resulting spatial distribution of DNA lesions. These are the starting point
for the simulation of γ-H2AX foci under different irradiation conditions (dose,
LET...). In case of neutron exposures, the coupling approach presented in
Chap.2, Par.2.3, can be used, and the secondary charged particle field needs
to be characterized first with a transport code (PHITS), before going to track-
structure calculations.
Once the initial damage is simulated, we applied a machine learning approach
to simulate foci based on an unsupervised clustering algorithm. This was done
with a C++ macro, reading the output of the PARTRAC code, specifically
written for the purpose. Through this algorithm, we take account both of the
extension of the phosphorylation of the H2AX histone from a biological point
of view, but also of the overlapping of close foci due to the read-out technique,
in particular when scoring is performed in 2D images.
Simulations of γ-H2AX foci for both cell lines (IMR90 and TS/A) and all ra-
diation qualities under investigation (X-rays and neutrons) have been carried
out, implementing a software replica of the experimental irradiation setups.
The proposed modelling approach can be benchmarked with the experimental
results presented in Par.3.1.6, in particular foci yields and size at early time-
points.
The final aim is to develop a modelling tool able to reproduce induction and
read-out of DNA damage foci yields (and other characteristics), also consid-
ering artefacts and limitations of the specific read-out technique. Simulating
the observer’s point of view, this tool allows to trace back experimental foci
data to the characteristics of initial DNA damage. This is necessary to use foci
induction as an endpoint to compare radiation effectiveness or to reconstruct
exposure doses for different radiation qualities.
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Publications for the topic

� S. Barbieri, G. Baiocco, G. Babini, J. Morini, W. Friedland, M. Buo-
nanno, V. Grilj, D. J. Brenner, A. Ottolenghi. Modelling γ-H2AX foci
induction to mimic limitations in the scoring technique. Radiation Pro-
tection Dosimetry, online ahead of print, 2018.

3.2.3 Material and methods

PHITS simulation of the irradiation setup

Our coupling approach was adopted to estimate the number of DSBs induced
by the mixed secondary field that arises from the interactions of the Hiroshima
neutron field with our biological samples.
A simplified mock-up of the setup used for irradiations at the RARAF facility

Figure 3.13: Lateral view of the rotating “Ferris” wheel and zoom on the 4-well
CultureSlide flask used for neutron irradiations, as implemented in PHITS for
the transport simulations. The soft tissue represents the cellular mono-layers.

was recreated with PHITS: the 4-well CultureSlide flask used for the simul-
taneous irradiation of IMR90 and TS/A cells was reproduced, with the same
material and geometry. The four regions with biological material (cell layers)
consist of ICRU44 [184] soft tissue, and they are taken as scoring regions for
all the physical and radiobiological quantities of interest. The medium (water)
and air interfaces were also taken into account. The metallic “Ferris” wheel
shown in Fig.3.3(b), together with the rods to sustain the samples, was also
implemented. Recoiling heavy charged particles due to neutron interactions
in the metal are not expected to reach the scoring region, due to their low
penetration power and high stopping in the heavier material. Fig.3.13 shows
different views of the simulated setup, with the geometrical reconstruction of
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the rotating wheel and of the culture flask.
Instead of reproducing the wheel motion, the setup was simulated in a fixed
position but with a rotating source: neutrons were generated perpendicularly
from a disk, moving tangentially around a sphere of radius 5 cm, that surrounds
the whole CultureSlide flask and the rod on which the flask was hanging. The
radius of the disk was equal to the one of the sphere, giving rise to an isotropic
neutron field. Particles were emitted from disk with the same energy spectrum
that was experimentally measured at the biological sample position [140]. In
Fig.3.14(a), a sketch of the irradiation setup used in PHITS is shown, along
with the neutron fluence spectrum measured at RARAF (Fig.3.14(b)).
The spectrum implemented as a source in the simulation is missing the lowest

(a) (b)

Figure 3.14: (a) A schematic view of the flask implemented in PHITS, once
immersed in the neutron field. Particles are emitted by a disk rotating around
a sphere of radius 5 cm. The fluence spectrum was obtained with the [T-Track]
tally in PHITS. (b) Measured neutron fluence spectrum (in MeV−1cm−2) at
the RARAF facility [140].

energy component (neutrons below 100 keV), which was invisible to the de-
tector used for the measurement [140]. Instead of introducing an extra source
term, without the possibility of an experimental benchmark, we work with the
assumption that the missing component is not influencing the final results.
As a partial compensation, low energy neutrons can still be generated in the
simulation by interactions of the primary neutrons with elements of the setup,
and reach the scoring region. Also, photons directly coming from the interac-
tion of the p/d beam on the Be target are not implemented as an extra source
term. The contribution to the dose to the sample by this photon component is
expected to be of the order of 15 - 20% of the total dose, and this is separately
taken into account when analysing simulation results, as later discussed.
Each run consisted in the simulation of 109 neutrons, and results were averaged
from 5 different runs.
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Track-structure simulations

We adopted the lymphocyte-like cell model implemented, with a spherical
nucleus of 10 µm of diameter, as software replica of TS/A cell nuclei. The dif-
ference between murine and human chromosomal content (10%) is neglected
for simplicity, even if this could lead a difference in the DNA damage yields
at equal irradiation conditions. Also, in case of TS/A cells, we neglected the
heterogeneity in DNA content among different cells, that is expected since we
are dealing with tumour cells. The cytoplasmic compartment was simulated
as a box centred at the origin of the coordinate system, with sides of 14 µm
along the x and y axes, and an extension from -5.1 and 5.1 µm along z [144].
For the IMR90 cell line, we instead used the fibroblast-like cell model, with
an ellipsoidal nucleus with axes of 20, 10.6 and 5.4 um along x, y and z. The
cytoplasm was reproduced as a box, centred at the origin and containing the
nucleus (27 µm along x, 17.6 µm along y, and from -2.8 µm to 5 µm along z).
We first carried out simulations with an X-ray source. This is necessary to test
the approach for foci predictions and to benchmark the model with data from
reference low-LET exposures.
Simulated foci have been compared to the experimental values obtained by ICC
30 minutes post-irradiation, since PARTRAC predicts only initial damage due
to IR. Furthermore, the code does not take into account the biological back-
ground, that is cell line dependent, so experimental values were normalized
to sham values when compared to calculation results. For sparsely ionizing
radiation, model results can be more intuitively correlated with experimental
foci yields, as no bias due to complex track-structure is expected.
In the neutron irradiation setup, the resulting field used for the experiments
has a non-negligible photon component, due to primary p/d beam interactions
at the target. Predictions of foci induction due to photons are therefore needed
also to interpret experimental data from neutron irradiations.
For the simulations, photons were generated randomly from a plane, positioned
at the bottom surface of the cytoplasm, perpendicularly to the cell. The broad
energy distribution from the Xstrahl-200 machine was implemented. Calcu-
lations were stopped when fixed doses (1, 2 and 5 Gy) were delivered to the
nuclei of both lymphocyte [144] and fibroblast cell models. To simulate the
effect of neutron exposures, we needed as input results from PHITS on the
secondary fields.
As it will be discussed in detail in Par.3.2.4, we found that 98.3% of the dose is
deposited by 1H, 16O and 12C ions (in order of relevance, delivering ≈ 87.7%,
7.6% and 3% of the total neutron dose, respectively). Since the contribution
to the dose from other species is negligible, we implemented in PARTRAC
different irradiation setups to simulate exposures to these ions only, with the
corresponding yD value as obtained by PHITS. For both protons and heavy
ions, different numbers of tracks were simulated, up to a maximum of 15, in
order to check the dose-dependency of the endpoint under investigation.
In detail:
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� protons with an energy of 60 MeV are generated to mimic the isotropic
field of recoil protons accelerated by neutrons at the cell nucleus: the
same setup used in Par.2.1.5 was used, with a disk of a radius of 5.046
µm (total surface of 80 µm2), rotating around the nucleus, and emit-
ting a fixed numbers of protons perpendicularly to the its surface. The
simulations were carried out for the spherical nucleus used for the TS/A
cells. With this setup, the average proton LET in the nuclear region is
of about 45 keV/µm [50]. The same solution cannot be adopted in case
of the ellipsoidal nucleus, as a source tangential to an ellipsoidal volume
is not implemented in the current version of PARTRAC;

� secondary heavy particles (O, C) are generated uniformly and randomly
in both models of cell nuclei. The LET for particle whose range is shorter
that the nucleus thickness can estimated with the following formula:

LET =
Initial particle energy

Particle range at that energy
(3.9)

Using this expression, we calculated the energies necessary to have an
LET equal to yD values calculated with PHITS, namely 1.2 MeV for 12C
ions (LET ∼ 375 keV/µm) and 875 keV for oxygen ions (LET ∼ 350
keV/µm ). These energies correspond to a particle range ≈ 3.2 µm and
2.5 µm, which further justifies the choice of generating the particles inside
the nuclear volume. It is interesting to notice that the dose deposited
by a single track for such a high-LET particle is likely to exceed the
average dose contribution of the same particle species to the total neutron
dose, for all neutron doses considered for the experimental irradiations
(see Paragraph “Results” for relative 12C and 16O doses). See later for
discussion on this finding.

A minimum number of 64 runs up to 1024 was performed for the X-ray cal-
culations, depending on the dose, while 512 to 2028 runs were performed for
all charged particles of interest, according to the statistics of each simulation
condition (more runs when fewer particles are generated). Uncertainties are
given as standard deviations among results for different runs.

Development of an unsupervised clustering algorithm

PARTRAC offers the possibility to score damages within regions of different
size, by clustering damages on a spatial and/or genomic scale. Results already
shown in this thesis were based on PARTRAC simulation of DSB clusters,
defined as 2 or more DSBs within a genomic distance of 25 bps [185, 50].
For the simulation of foci, we had the option to adopt a clustering criterion
based on a genomic scale of 1 - 2 Mbps. This would account for the physical
extension of the domain interested by H2AX phosphorylation at the site of
DNA damage. However, this would not be enough for the reproduction of
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experimental results obtained from 2D images: geometrical effects related to
the experimental technique also affect the read-out, as later detailed.
We therefore decided to use parameters based on geometrical distances only, to
develop a clustering algorithm able to account both for the physical extension
of the domain where a focus appears, and for the artefacts and limitations
related to the scoring technique.
γ-H2AX foci are well known to arise following DSB induction. The starting
point of the modelling is therefore obtaining results on the spatial distributions
(coordinates) of these lesions (or more complex ones). As starting hypothesis,
each single DSB or more complex damage (i.e. DSB clusters) is seen as the
anchoring site for the repair proteins involved in DDR system, implying a 1:1
relationship between foci and DSB yields.
It is reasonable to expect that foci arising from single DSBs are resolvable
only for low-LET radiations, for which damage occurs randomly and homoge-
neously in the target volume. Since, for the neutron spectrum under study in
this work, the neutron insult is mainly conveyed by protons and charged par-
ticles, it is instead reasonable to expect that damage will be locally clustered.
Overlap of phosphorylated proteins might happen, especially considering that
phosphorylation takes place over large genetic distances. This is a first cause
for a decrease in the yield of detectable foci, breaking the 1:1 relationship
with DSBs expected after low-LET exposures. In addition to physical overlap,
imaging limitations due conventional microscopy hinder the scoring of single
foci: first of all, light coming from different focal planes is collected by the
objective, resulting in blurring and overlap of foci. Secondly, a single picture
of nuclei (and foci) was taken with the Olympus microscope, and consequently
only a fraction of the DSBs happens to be at focus, according to the micro-
scope DOF.
We developed an unsupervised clustering algorithm in C++, reading PAR-
TRAC output file with spatial coordinates of DSBs with nm resolution. Runs
with no DSBs/DSB clusters in the nuclear volume were automatically excluded
from the analysis, as no foci could be reconstructed. We therefore simulated
only cells that are therefore hit by radiation and that contain at least one fo-
cus. Both the genomic extension of a focus and artefacts related to microscopy
were taken into account in an interdependent way [144]:

� a parameter is introduced to reproduce the DOF of conventional fluo-
rescence microscopes, called slicing thickness ∆z, which selects a slice
of the nucleus and the DSBs therein contained. Being the focus usually
chosen in the DAPI channel around the median plane, the slice is sym-
metrically centred at z = 0 µm. Values of ∆z between 0.5 and 1 µm were
tested, because close enough to DOFs for magnifications of 60X and 40X
respectively (i.e. 0.4 - 1 µm);

� DSBs contained in the selected slice are projected on the x-y plane, to
reproduce the visualization of foci in 2D images;
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3.2. Modelling of γ-H2AX foci and experimental read-out

� after projection, neighbouring DSBs are grouped in the same focus if they
lie within a resolution parameter, called clustering radius r. For single
isolated foci, this radius also represents the spatial extension of the focus
domain built around a DSB. For this reason, initial guess values for the
clustering radius were chosen based on foci size for sham samples, where
the few background foci are not expected to overlap in space: r has been
chosen to vary in the range of [0.5, 1] µm.

In case of conventional fluorescence microscopy, the main limitations have
therefore been traced back to geometrical factors of immediate implementation
in the code. The steps of the algorithm are schematically shown in Fig.3.15.
In this work, results are presented as average values of foci yields (± SEM)
for all the runs in which at least one DSB/DSB cluster survives the selection
imposed by the nucleus slicing. Experimental data (used to benchmark the
calculations) represent instead the average number of foci over the whole cell
population, including cells with no foci.
Foci size has been calculated in two different ways:

� a circular focus is drawn, with radius l equal to the distance between the
centroid of the focus resulting from the merging of neighbouring DSBs,
and the farthest DSB attributed to it. This is an oversimplified definition,
and foci with a single DSB are attributed a zero size. In the following,
we will refer to this definition as “circular foci” method [144];

� for each DSB in a focus, a circular area of radius equal to the clustering
radius r is drawn, representing the“physical”extension of each individual
focus around the DSB before the merging due to the projection (see
Fig.3.15(b)). When DSBs are merged, their areas overlap and merge in
the total focus area (obtained by summing single areas, with overlapping
regions counted only once). A “hit-or-miss” MC strategy is then used
to calculate the total area of the focus: a rectangle is drawn, containing
all DSBs in the focus and associated circles. The centre of the rectangle
is the centroid of the focus, and its side has length 2 · (l + r), where
l is defined as before. A sufficiently high number of random points is
generated within the rectangle, in order to cover all its area (here, a
compromise between calculation times and the coverage of the rectangle
area for the bigger foci was needed, depending on the X-ray dose). The
area of the focus is then obtained as:

Afocus = Arect ·
nr. random points in all circles around DSBs

total number of generated random points
(3.10)

In the following, we will refer to this definition as “hit-or-miss” method.
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3.2. Modelling of γ-H2AX foci and experimental read-out

3.2.4 Results and discussion

X-ray-induced foci To simulate γ-H2AX foci with the ad hoc developed
clustering algorithm, DSBs and more complex damages had to be simulated
with PARTRAC. PARTRAC results from the simulation of X-ray irradiation
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Figure 3.16: Yields of SSBs, DSBs, DSB clusters (per cell and per Gy) as a
function of X-rays dose, induced in both the lymphocyte- and fibroblast-like
nuclear models.

are shown in Fig.3.16, where the yields of different DNA damages have been
reported as a function of the doses used for the irradiations at the RARAF
facility, for both the spherical and ellipsoidal nuclear models. As expected,
the yields for SSBs, DSBs and DSB clusters display an increasing trend with
the dose. The number of SSBs and DSBs have been obtained at fixed doses
and they are almost the same for the TS/A and IMR90 cell models. Fig.3.17
shows prediction of X-ray-induced foci from the clustering algorithm for the
TS/A cell model, considering either the whole nucleus or a thin slice for the
projection (∆z = 0.75 µm) and using three clustering radii r.
Results can be summarized as follows:

� by changing r: increasing the radius, more and more DSBs are merged in
the same focus, yielding, for a fixed dose, less foci but with higher average
multiplicity (average number of DSBs in a focus). The number of foci as
a function of the dose is however not easily predictable, because there is
an interplay between the clustering radius and the number of DSBs in
the slice ∆z. For a thin slice, the yield of foci increases for higher doses,
while if the whole nuclear volume is considered, the trend saturates with
the dose. The higher r, the more the curve bends, resulting in less and
less (but bigger) foci, because of the close proximity of the damages.
This is a signal of a saturation effect.

� By changing ∆z: at a fixed dose, the selection of thinner slices implies
fewer DSBs, meaning that also foci yields are reduced. This holds true
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3. DNA damage: experimental detection and modelling

unless the decrease in the number of DSBs results into a better resolution
of the same, hence of foci. This is true especially for high doses of X-
rays, where the red lines for ∆z = 0.75 µm lead to higher yields than the
curves for ∆z = 10 µm.
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Figure 3.17: Yields of γ-H2AX foci/cell as a function of the X-ray dose, for
the TS/A cell nuclear model. Different combinations of ∆z (Dz in the plot)
and r have been tested. The values for ∆z and r are expressed in µm. The
lines are drawn to guide the eye. Results are presented as mean ± SEM for
different runs.

As explained in the “Material and Methods” Section, the choice of the values
of ∆z and r was driven by physical (foci radius in sham samples) or technical
(conventional depths of field) observations. It has to be underlined that any
read-out technique would introduce artefacts to be addressed with the intro-
duction of particular parameters, as well as any set of experimental data would
require a specific tuning of these. The benchmark of the code with experimen-
tal data sets is necessary to select the combination that better reproduces the
biological outcome after detection with conventional fluorescence microscopy.
Fig.3.18 shows the results for the prediction of X-ray-induced foci as a function
of the dose and for different code parameters (coloured curves). Experimental
points (TS/A cells, black line) for the foci scored 30 min post-irradiation are
reported for comparison, since PARTRAC allows the simulation of the initial
damage. It can be observed that all the curves with higher clustering radius, at
high doses, show a certain degree of saturation in the yield of foci, previously
largely discussed and shown to be characteristic following this kind of assay.
Among the tested values, the best fit seems to be offered by the combination
∆z = 0.75 µm and r = 1 µm.
It has to be recalled that while theoretical predictions with PARTRAC are for
G0/G1 cells, the experimental yields are from averages of foci/cell in a pop-
ulation of cells that were not synchronized in a specific phase, which could
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Figure 3.18: Yields of γ-H2AX foci/cell as a function of the X-ray dose, for
the TS/A cell nuclear model [144]. Realistic combinations of ∆z (Dz in the
plot) and r have been tested (coloured curves). The values for ∆z and r are
expressed in µm. The lines are drawn to guide the eye. Results are presented
as mean ± SEM for different runs. Experimental ∆Foci/cell (squares, black)
following X-ray irradiation and the linear extrapolation of data up to 2 Gy
(rhombi, grey) are also shown.

partially explain the differences with the calculations. However, S-phase usu-
ally implies an increase, more than a decrease, in the number of IRIF, due to
the presence of DSBs caused by the endogenous processes during the replica-
tion of the DNA. Moreover, the difference in the yields can be justified by the
following observations: 1)the first one is that calculated foci can be considered
an upper limit for the number of nuclear γ-H2AX foci, because each single DSB
(or DSB cluster) has been assumed to give rise to an IRIF; 2) cells with no
foci in ∆z were not taken into account in the foci distribution; 3) finally, even
if experimentally the peak in the ICC signal is found 30 min post-irradiation,
at that time some DSBs could have already been repaired, leading to a lower
number of visible foci (as shown in Fig.3.2 [109, 186]).
In the plot, the gray curve represents the linear extrapolation from the first
three data points available from the experiments (up to 2 Gy), in agreement
with the theoretical expectation that sees the number of DSBs, and therefore
of foci, linear with the imparted dose. The curve with the lower r (0.5 µm)
and ∆z = 1 µm is matching this extrapolation line very well. Ideally, for very
low clustering radii and a random distribution of foci as the one from X-ray
irradiation, it should be possible to distinguish foci arising from single DSBs.
As for the sizes, results of the two methods for the simulations with TS/A cells

are shown in Fig.3.19. The “circular foci” method has firstly been used to have
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Figure 3.19: γ-H2AX foci size (in µm2) as a function of the X-ray dose, for the
TS/A cell nuclear model. (a) Results for the “circular foci” method [144]; (b)
results obtained with the “hit or miss” method. Realistic combinations of ∆z
(Dz in the plot) and r have been tested (coloured curves). The values for ∆z
and r are expressed in µm. The lines are drawn to guide the eye. Results are
presented as mean ± SEM for different runs. Experimental data for foci sizes
(squares, black) following X-ray irradiation are also shown.

an approximated estimate of foci size. However, depending on the presence of
at least 2 DSBs in a focus, it does not consider the spatial extension of foci
due to single DSBs. This leads to an underestimation, as the values for low r
may be dictated by two DSBs very close to each other, resulting in a circular
area smaller than the one from a radius equal to r. For this first method, the
combinations given by r = 1 µm are the closer to the experimental points, in
particular the one with ∆z = 0.75 µm. We can however conclude that this
method does not provide reliable estimates for the size, and we will not fur-
ther apply it to calculations for the high-LET radiations. The “hit or miss”
method provides results that are highly dependent on the clustering radius.
The values are almost independent on the dose and the slice thickness for r =
0.5 and 0.75 µm, and they are approximately equal to the area of a circle with
radius r (∼ 0.9, 1.77 and 3.14 µm2 for r = 0.5, 0.75 and 1 µm, respectively).
This shows that, in any case, most of predicted foci are due to isolated single
DSBs, except for r = 1 µm and 5 Gy X-rays. This is in agreement with what is
expected from randomly distributed X-ray-induced DSBs/foci. With respect
to experimental results, the choice of r = 0.75 and 1 µm overestimates the size
for large r, and a better agreement is found for all curves with r = 0.5 µm.
Fig.3.20 shows instead the curves obtained with the ellipsoidal nuclear model
used for IMR90 cell representation following X-ray irradiation. The yield of
predicted foci is almost twice as the one foreseen for the TS/A cells. This is
due to the fact the the longitudinal section of the ellipsoid has a planar area of
169.6 µm2, almost the twice with respect to the spherical model (78.5 µm2).
IRIF are therefore distributed on a larger planar surface and better resolvable.
The experimental ICC points show however a more enhanced saturation, which
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3.2. Modelling of γ-H2AX foci and experimental read-out

is not reproduced by any combination of the tested parameters, even consid-
ering the larger r and the smallest ∆z. The detected foci sizes are comparable
to the values obtained using r = 0.5 µm, at least for the “hit or miss” method.
Values from the “circular foci” method show less agreement for all the doses.
A possible explanation for these discrepancies is that the geometrical shape
for the software model of IMR90 cells might not be accurate enough. Together
with the limitation of the options for source implementation in PARTRAC,
that has been already mentioned and affects ellipsoidal nuclei, this leads the
decision to focus on results for the TS/A cells in the rest of this Paragraph.
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Figure 3.20: Yields of γ-H2AX foci/cell (a) and foci size (in µm2) (b-c) as
a function of the X-ray dose, for the IMR90 cell nuclear model. (b) Re-
sults for the “circular foci” method; (c) results obtained with the “hit or miss”
method. Realistic combinations of ∆z (indicated as Dz) and r have been tested
(coloured curves). The values for ∆z and r are expressed in µm. The lines are
drawn to guide the eye. Results are presented as mean ± SEM for different
runs. Experimental ∆foci/cell and foci sizes (squares, black) following X-ray
irradiation are also shown.
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3. DNA damage: experimental detection and modelling

Neutron-induced γ-H2AX foci We first present results from neutron trans-
port calculations. Fig.3.21 reports the neutron fluence spectrum scored at the
sample location (in the cell layers represented by the soft tissue), reproduc-
ing the one available at the RARAF irradiation facility, previously shown in
Fig.3.14(b). The calculation of the yD and of the relative dose can be easily
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Figure 3.21: Neutron spectrum measured in PHITS with the [T-Track] tally
in a region around the flask (cm−2 source−1).

performed thanks to PHITS, as explained in Par.2.3. For example, Fig.3.22
shows in coloured scale the deposited dose due to all particles under investi-
gation (a), and electrons (b) and protons (c) individually, in a planar slide of
the setup (chosen only for graphic visualization). This information is the one
used for the computation of the relative dose for each secondary particle.
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Figure 3.22: Distribution of dose depositions in a chosen slice of the setup of
1 mm thickness calculated in PHITS with the [T-Deposit] due to: (a) all the
species under consideration; (b) electrons; (c) protons.

Tab.3.4 shows instead the calculated values for the dose-mean lineal en-
ergy yD for the secondary species under investigation, in target 1, 2, 3, 4,
representing the 4 thin soft tissue layers in the chambers of the flask (exper-
imentally, they would correspond to the two IMR90 and the two TS/A cell
layers respectively). As shown in the Tab.3.4, results have been averaged for
the implementation of the parameters in PARTRAC. Eq.2.19 can be used to
extract DSB clusters as a function of the species yD, as previously done in
Par.2.3.5.
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3. DNA damage: experimental detection and modelling

Table 3.4: Dose mean lineal energy yD (keV/µm) and the relative dose Drel for
the different neutron-induced secondary particles under analysis, for the four
soft tissue layers.

P.le / targ. yD Average yD Drel Average Drel

e−-1 2.01 2.01 0.12% 0.13%
e−-2 2.01 0.13%
e−-3 2.01 0.14%
e−-4 1.99 0.13%

1H-1 45.31 45.18 87.48% 87.58%
1H-2 45.25 87.47%
1H-3 45.11 87.90%
1H-4 45.05 87.48%

d-1 0.00 nan 0.00% nan
d-2 0.00 0.00%
d-3 0.00 0.00%
d-4 0.00 0.00%

α-1 192.11 191.40 1.07% 0.98%
α-2 191.29 0.98%
α-3 192.49 0.88%
α-4 189.72 1.01%

12C-1 378.66 376.68 3.06% 3.00%
12C-2 378.25 2.88%
12C-3 375.25 2.98%
12C-4 374.55 3.08%

14N-1 363.81 380.21 0.38% 0.38%
14N-2 395.07 0.40%
14N-3 377.79 0.38%
14N-4 384.18 0.38%

16O-1 346.33 349.49 7.69% 7.74%
16O-2 351.84 7.96%
16O-3 348.69 7.55%
16O-4 351.10 7.79%

neutron-1 82.30 82.11 100.00% 100.00%
neutron-2 82.74 100.00%
neutron-3 81.08 100.00%
neutron-4 82.32 100.00%
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3.2. Modelling of γ-H2AX foci and experimental read-out

The secondary particle contributions, weighted for their relative doses, are
shown in Fig.3.23. A total number of 4.44 neutron-induced DSB clusters (Gy−1

cell−1) has been found, providing a neutron RBE of 11.68 (using as a reference
the Xstrahl-200 X-ray spectrum mentioned in Par.3.3.4). This value is rea-
sonable if compared to the results shown in Fig.2.12(a), considering that the
average neutron energy of the Hiroshima spectrum is of ∼ 2.4 MeV.
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Figure 3.23: Yields of neutron-induced DSB clusters (Gy−1 cell−1). The con-
tributions due to neutron-induced secondary particles are also shown.

Track-structure simulations were performed for fixed numbers of particles (for
simplicity, PARTRAC calculations were run only for 1H, 12C and 16O ions,
which contribute themselves to the 98.3% of the total dose), to study the IRIF
dependence on the dose, for all the r and ∆z under investigation. The conver-
sion into dose per run conversion is provided as an output by PARTRAC.
Results for the yields of different initial damages due to these radiation quali-
ties are in Fig.3.24. The same observations done for the case of X-rays can be
made.
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Figure 3.24: Yields of SSBs, DSBs and DSB clusters as a function of the dose
of (a) 1H, (b) 16O and (c) 12C ions. For protons, simulations in PARTRAC
have been carried out only for the spherical nuclear model, while for 16O and
12C, the results from the exposure of the ellipsoidal model are also shown.
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3.2. Modelling of γ-H2AX foci and experimental read-out

Results on the simulated γ-H2AX foci are shown in Fig.3.25 (for protons)
and 3.26 (for 16O and 12C ions): it is evident that in the considered dose range,
the yields of foci are linearly correlated with the dose for all the tested con-
ditions. The plot on foci size (panels (b)), obtained with the “hit or miss”
method, shows stable results as a function of the dose, and the better combi-
nations are given for r = 0.5 µm.
Comparison with experimental data can be carried out only for the neutron-
induced foci data (reported with the black curves in Fig.3.25), since no irradi-
ations have been carried out with the singular species at these LETs. In order
to do this, the different contributions of the secondary species have to be taken
into account, weighted for their relative dose.
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Figure 3.25: Yields of γ-H2AX foci/cell (a) and foci size (in µm2, “hit or
miss” method) (b) as a function of the proton dose, for the TS/A cell nuclear
model. Realistic combinations of ∆z (Dz in the plot) and r have been tested
(coloured curves). The values for ∆z and r are expressed in µm. The lines are
drawn to guide the eye. Results are presented as mean ± SEM for different
runs. Experimental ∆foci/cell and foci sizes (squares, black) following neutron
irradiation are also shown.
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Figure 3.26: Yields of γ-H2AX foci/cell (a and c) and foci size (in µm2, “hit
or miss” method) (b-d) as a function of 16O and 12C ion doses, for the TS/A
cell nuclear model. (a) Predicted yields following exposure to 16O, while (c)
is referred to exposure with 12C. (b-d) Results for the “hit or miss” method,
for 16O and 12C ions respectively. Realistic combinations of ∆z (Dz in the
plot) and r have been tested (coloured curves). The values for ∆z and r are
expressed in µm. The lines are drawn to guide the eye. Results are presented
as mean ± SEM for different runs.
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3.2. Modelling of γ-H2AX foci and experimental read-out

To account for the γ-ray contribution, the plot for X-ray predictions on foci
for TS/A cells (Fig.3.18) has to be considered.
Experimentally, 1 Gy of (neutrons + γ-rays) from the Hiroshima nuclear spec-
trum produced at RARAF induces an average of 8-9 IRIF in TS/A cells. A
∼15% of the dose (0.15 Gy) is imparted by photons and it causes the onset
of 1-2 foci, depending on the parameters, as extracted from Fig.3.18. The re-
maining ∼85% of the total dose is imparted by neutron-induced by-products,
mainly protons (87.7%), 16O ions (7.6%) and 12C ions (3%), delivering indi-
vidual doses of 0.75, 0.065 and 0.026 Gy, respectively (per Gy neutron).
From the plot in Fig.3.25, a number of 5 foci is extracted for protons (using
r = 0.5 µm and ∆z = 1 µm to have the higher yields obtained). For carbon
and oxygen ions, the relative dose imparted to the soft tissue in PHITS is way
lower than the dose imparted by single ions of those LETs (as calculated from
PARTRAC), revealing that only a percentage of the nuclei is hit by maximum
one particle: respectively, the ∼ 28% and the 8% for 16O and 12C ions. Sum-
ming up all the contributions, we obtain a value that is close to what found
experimentally. For a summary of results obtained with this coupling scheme,
refer to Fig.3.27. It has to be recalled here that calculated average values are

Figure 3.27: Summary of foci yields due to γ-rays and neutron-induced charged
particles (1H, 12C, 16O), weighted for the dose contributions to the total neutron
dose of 1 Gy.

extracted from the analysis of cells where at least a focus survives the selection
of the slice of the nucleus (i.e. from foci yield distribution with a minimum
set to 1). A further refinement of the coupling would be necessary for a more
quantitative comparison, also including cells with no foci in the analysis, pos-
sibly resulting in a lowering of the final reconstructed foci yields. Already at
this stage however, the approach gives results close to experimental findings.
If we compare the foci size, it can be observed that the combination of r = 0.5
µm and ∆z = 1 µm for protons also nicely reproduces the observations from
ICC for both methods (meaning that on average the morphology of neutron-
induced foci is due to recoil protons), and it justifies the choice of these values
for all radiations to sum up the yield contributions to estimate the total num-
ber of IRIF following neutron irradiation and conventional ICC.
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3. DNA damage: experimental detection and modelling

3.3 An insight into read-out limitations: con-

focal vs conventional microscopy

3.3.1 Confocal microscopy to whole nucleus

Conventional fluorescence microscopy applied to ICC samples for DNA repair
foci allows, with a good approximation, the quantification of the damage, the
characterization of its spatial distribution and of the repair kinetics.
However, all the considerations made in previous Paragraphs have underlined
the limitations introduced by this technique. In particular, as also anticipated,
we observe a saturation of the signal as a function of dose also for the rela-
tive simple case of low-LET radiation, that leads to results for DNA damage
far from expectations (30-40 DSBs/Gy). The same limitations are even more
evident when studying high-LET radiation, in the end they hinder a compar-
ison of radiation effectiveness based on foci as an endpoint. To bypass these
limitations, a first step forward is represented by the use of the so called “Z
stack” acquisition, that is the recursive acquisition of fields at the same x-y
coordinates, but at different focal planes, incrementally stepping through the
sample using a focal drive. These“Z stacks”are usually required for deconvolu-
tion of epi-fluorescence microscopy data to remove out-of-focus signal collected
within each individual image. This method allows a“scan”of the whole nuclear
volume, thus mitigating the artefacts due to selection of a single slice due to
the microscope DOF. However, slices are usually thick (higher acquisition rate
and reduced sample exposure), failing to provide a fine scanning of the events;
besides, the spatial resolution is not enhanced.
The introduction of confocal microscopy represented a major breakthrough in
the microscopy field. The concept behind confocal microscopy was patented
by Minsky in 1957, and in the mid-1980s W. B. Amos and J. G. White built
the first confocal beam scanning microscope at the Laboratory of Molecular
Biology in Cambridge [187]. This technique allows to scan the sample at differ-
ent depths with enhanced axial resolution (optical DOF), and it avoids most
of the image limitations related to out-of-field light: it relies on spatial filtering
that allows to neglect all the emission light from out-of-focus planes, that is
instead detected in conventional microscopes. This is achieved thanks to the
light selection guaranteed by two different pinholes, conjugated to the focal
plane, one at the entrance of the electronic system of the microscope, and one
positioned immediately before the detectors.
Fig.3.28 shows a schematics of the functioning of a confocal microscope.

In detail, while conventional microscopy uses a wide cone of light, that illu-
minates uniformly and simultaneously a large area of the sample and excites
most of the fluorophores, confocal microscopy relies on laser light, which is
collimated into a pencil-like beam by the first pinhole, and then sent through
a dichroic mirror and to the sample. There, only a tiny spot of the sample
is exposed, allowing to selectively excite the fluorophores in that portion of
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Figure 3.28: Schematics of a confocal microscope [188].

the specimen. The small spot is scanned over a defined area using the raster
scanning to reconstruct the image point-by-point, following a definite pattern.
Emitted light of a different wavelength travels back through the dichroic mir-
ror and it reaches the second pinhole. This is the second main difference with
conventional microscopy, where most of fluorescence emission light is gathered
in the detector/camera, enhancing the background signal and resulting in a
loss of image definition. In confocal microscopy, only photons coming from
the plane at focus are perfectly aligned with the aperture and can reach the
photomultipliers, while light from out-of-field planes is stopped by the metallic
foil. This reduces the background signal and therefore the degradation of the
image, offering better contrast and definition. Refocusing the objective shifts
the excitation and the emission points to a new plane, therefore scanning the
specimen in all its thickness. Moreover, the thickness of the focal plane is
mostly defined by the inverse of the square of the numerical aperture of the
objective lens, so the system has different pinholes apertures, to adjust this pa-
rameter. The resolution in the lateral plane x-y can be calculated as d = 0.37·λ

NA

(for conventional microscopy: d = 0.61·λ
NA

), where NA is the numerical aperture
and can vary between 0.6 and 0.15 µm, while on the z axis the minimum de-
tectable thickness can easily be less than 500 nm.
In addition to other advantages, this technique reduces photo-bleaching, and
does not require complicated sample preparation (protocols similar to the ones
for conventional fluorescence microscopy can be used). Most importantly, the
possibility to record different thin slices of the specimen opens the way for a
3D reconstruction, delivering a clear and realistic representation of the objects
of interest.
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As a drawback, costs of the machine are higher. The thickness of the samples
that can be analysed is also limited by light penetration. Moreover, limited
number of excitation wavelengths are available with common lasers.
Advanced microscopy techniques are available nowadays, usually falling into
the category of high-resolution microscopy, such as stimulated emission deple-
tion (STED) microscopy, and are currently being applied also to the study of
radiation-induced DNA damage as done in this part of this thesis work (see
e.g. the work by Reindl et al. [118]).

3.3.2 Objective

We present here results obtained by means of confocal microscopy for radiation-
induced γ-H2AX foci. The first aim is to compare results coming from a 3D
reconstruction of cell nuclei, that is possible with this kind of microscopy, to
results obtained with 2D images, presented in the previous sections. To this
aim, samples irradiated with X-rays and neutrons that underwent ICC stain-
ing have been acquired again with confocal microscopy. In addition, we here
present a set of results coming from 12C irradiations, as a representative case
of high-LET exposures, for which conventional 2D microscopy can hardly give
solid results. 12C irradiations have been carried out at the National Centre of
Oncological Hadrontherapy - CNAO, Pavia, Italy, as a pilot study on IMR90
cells only, and for a limited number of time-points (see “Material and Meth-
ods” Par.3.3.3). Image acquisition performed by means of confocal microscopy
allows to visualize the streaks of very close foci generated by the high density
of DSBs along the carbon track core.
In parallel with the new microscopy technique and the new set of data, we
present an adaptation of the modelling approach, to relate the new experi-
mental observations to actual predictions of DNA damage yields in 3D. In
addition to possible artefacts coming from the scoring technique, in case of
high-LET radiation a higher degree of clustering is found for the spatial dis-
tribution of initial damage, and what is experimentally counted as a single
focus may contain more than one DSB. This has to be modelled or simulated,
to provide information to e.g. compare the effectiveness of different radiation
qualities.
In the long term, results from studies of this kind can potentially be collected
in a database with yields of foci as a function of the particle, the dose, the
LET, irradiation conditions and the read-out technique adopted for the scor-
ing. Such a database could be queried for comparison to future experimental
measurements and for biodosimetry purposes.
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3.3.3 Material and methods

Culture protocols for experiments with IMR90 cells and carbon ions

The protocol for culturing IMR90 cells was the same as the one described
in Par.3.1.5. For 12C ion irradiations, the day prior the irradiation IMR90
cells were plated in 2 ml of complete medium in SlideFlasks (Thermo Fisher
Scientific). For the γ-H2AX assay, 2 · 105 cells were plated, while 103 cells
were plated in the same kind of flask and amount of medium for the survival
experiment (see more detail below, Par.3.3.3, “Clonogenic assay”).
Immediately before the experiments, the flasks had to be completely filled
with medium, since they had to be placed vertically on the beamline. After
the completion of the experiment, the whole amount of medium was completely
discarded and it was changed with 2 ml of fresh complete one; afterwards flasks
were placed back in the incubator for the endpoints of γ-H2AX foci induction
or colony growth.

Carbon ion irradiation

12C ion irradiations were carried out at the CNAO facility, Pavia, Italy. A
dedicated treatment plan was developed by CNAO medical physicists for the
irradiation, and different carbon energies were used to get a SOBP inside a
cubic water phantom (in total 11 energies, from 186.9 to 213.8 MeV/u, each
incrementing the penetration depth in water by 2 mm). The samples were
positioned at a depth of 80 cm in the water box, for a total thickness in front
of the biological material of: 6 mm plexiglass (phantom window) + 73 mm
water + 1 mm plastic (flask bottom surface).
Active scanning was used to cover an area of 7 × 17 cm2 in the transversal
plane with respect to the beam direction, while the SOBP (constant physical
dose) was of 2 cm width, with an average LET in the centre (at the sample
position) of ∼ 75 keV/µm.
The setup is shown in Fig.3.29. The doses used for the experiments (for both
clonogenic and γ-H2AX foci assays) were of 0, 0.5, 1, 2 and 5 Gy, and the dose
rate used is of ≈ 0.5 Gy/min. Non-irradiated samples were kept in a small
container filled with water at the same temperature of that in the phantom (≈
21◦C), for the duration of the longest irradiation (5 Gy).

Clonogenic assay

The preparation for the clonogenic assay following 12C irradiations was carried
out with the pre-treatment plating protocol: cells were directly plated at the
right concentration for the growth of colonies the day before the experiment.
Justification for the difference with respect to the previously adopted protocol
(see Par.3.1.5 “Clonogenic Assay”) lies in the different irradiation setup and
experimental needs. We recall that, with such protocol, we do not have control
of the number of cells that remain attached at the bottom of the flask because
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(a) (b)

Figure 3.29: Irradiation setup used for the 12C ion irradiations at the CNAO fa-
cility. The water phantom is positioned on the beam line (a) and the biological
samples are put at a depth in water of 80 cm (b).

of the stress induced by the long permanence outside the incubator. The same
concentration of IMR90 cells was used, as the total area in a Petri dish and a
SlideFlask is similar (103 cells for ∼ 9 cm2).
The protocol for staining the IMR90 colonies after the waiting time of 14
days (with a change of medium after one week) was the same as described
in Par.3.1.5, “Clonogenic Assay”. Unlike the irradiations with neutrons and
X-rays, results are presented as mean ± SEM of two technical replicates and
a biological duplicate.

ICC and confocal microscopy

The protocol for ICC treatment of the new samples irradiated with 12C ions
was maintained the same, except for the incubation with the secondary anti-
body (Abcam 555 anti-rabbit), performed at a concentration of 1:200 and for
1 hour. Cells were fixed at the following time-points: 30 min, 1 h, 3 h, 24 h
post-exposure.
For what concerns the acquisition with a confocal microscopy, the Leica TCS
SP5-II microscope available at the facilities of“Centro Grandi Strumenti”(Uni-
versity of Pavia) was used. Image acquisition of IMR90 cells was performed
using an oil-immersion 63X objective and then applying a further digital mag-
nification of 2.5X. Different focal planes were acquired at a distance of 200 nm
from each other, for a total of 30-70 layers, depending on nuclei thickness. The
spatial resolution in the longitudinal plane was of 200 nm. The bottom/top
layers limiting the nuclear volume for the acquisition were selected using the
DAPI signal, to be sure to consider all foci in the volume and to exclude non
specific signals from possible debris in the fields.
A number of approximately 60 cells was acquired per condition, and pleomor-
phic and apoptotic cells were excluded from the analysis.
Results are presented as mean ± SEM from one single technical replicate of
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each of the two biological replicates available for the 12C-irradiated samples.

ImageJ analysis

The macro for the recognition and scoring of γ-H2AX foci in cells irradiated
with X-rays and neutrons was adapted to consider the several slices acquired
with the confocal microscope.
As a first step to evaluate the differences between the two microscopy tech-
niques, and in particular to highlight the effect of considering only a slice
at focus in conventional microscopy, we project all planes acquired with the
confocal microscopy onto a single 2D image, and then apply the same macro
that has been previously described for single images. The “Z-Projection” step
was therefore done for of all the regions of interest (ROIs) for both the blue
(DAPI) and the red (γ-H2AX foci) channels, and a final ROI recognition was
performed in the same way as before (see Par.3.1.5). A further adjustment is
needed for the parameters related to the size threshold, to take into account
the different magnification of the images taken with the TCS SP5-II confocal
microscope.
For a rigorous quantification of foci in the whole nuclear volume in 3D, the
analysis of individual confocal images and of the spatial/intensity distribution
of the objects therein contained will be needed. A fully 3D reconstruction
algorithm is currently under development at the time this thesis is written.
See e.g. the work by Jezckova et al. [189] for possible strategies for future
improvements of the analysis presented in this part of the thesis.

PARTRAC simulations

In the experimental setup, the cell layer was positioned at the centre of the
2-cm SOBP. The full reproduction of the SOBP used for irradiation in wa-
ter would require: the implementation of the different carbon-ion energies at
the beamline exit, if known; otherwise, transport of 12C ions in the accelera-
tor, through the last passive elements, and in all elements before the target
(mainly the water phantom) has to be simulated; finally the modelling of the
scanning beam at different depths along the SOBP. Being the characterization
of the CNAO 12C ion beam out of the scopes of this thesis, we used the average
LET of the ions at the target position. It is also reasonable to assume that
primary 12C ions play the major role in the induction of foci, and we neglect
the possibility of secondary fragments hitting the cells.
We used a single energy of 310 MeV for the 12C source implemented in the
track-structure code PARTRAC, selected (based on SRIM/TRIM tables) such
that the average LET expected in the cell nucleus is of ≈ 75 keV/µm, the same
as in the experimental setup.
Since the experiments were carried out on IMR90 cells, the fibroblast-like nu-
clear model implemented in the code has been chosen for simulations, as done
in Par.3.2. Particles are generated randomly from a plane attached to the
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bottom surface of the cytoplasm, almost perpendicularly to the nucleus, until
the desired doses (0.5, 1, 2, 5 Gy) are imparted to the nucleus.

Clustering algorithm for the results with confocal microscopy

Two different modelling approaches were developed, with two different aims:

� “Z-projection” method: reproducing the results from the ImageJ macro
when applied to the single image obtained by projection and superimpo-
sition of all focal planes acquired by confocal microscopy. This is easily
done by increasing the slice thickness parameter ∆z to the total nuclear
thickness of the nucleus. DSBs are then projected in a 2D plane, and then
clustered with different values of r, following the algorithm presented in
Par.3.2.3, “Development of an unsupervised clustering algorithm”;

� “3D reconstruction” method: reconstructing foci in 3D, for the final cor-
relation with confocal microscopy results. For this purpose, DSBs and
more complex lesions were simulated, and their spatial distribution and
coordinates in the whole nuclear volume kept for further analysis (as pre-
viously done). In the case of a 3D reconstruction, instead of projecting
onto a plane before clustering, first-neighbour lesions are searched within
spherical volumes, with a radius equal to the resolution parameter r in-
tended as geometrical distance in space. DSBs densely packed along the
track of a high-LET particle will be grouped together in a same streak
of foci, as shown in Fig.3.30.

The same approaches have been adopted for simulations of X-rays and neutrons
(i.e. their secondary particles), where the starting point has always been the
set of simulation results previously obtained.

96



3.3. An insight into read-out limitations: confocal vs conventional microscopy

Figure 3.30: Illustration of the “3D reconstruction” method applied to distri-
butions of DSBs due to 5 Gy of 300 MeV 12C ions (bottom part of the figure).
In the upper part, projection of the whole damage content onto a 2D plane,
as it would result from the “Z-projection” method.
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3.3.4 Results and discussion

Survival curves. The survival curve obtained by the analysis of colonies
following 12C irradiation is shown in Fig.3.31, along with the ones for X-rays
and neutrons. Despite being seeded one day before the irradiation for practical
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Figure 3.31: Survival curves for IMR90 cells exposed to X-rays and and neu-
trons (as in Fig.3.5(a)), with the addition of the new data for carbon ions.
The fit of the latter has been obtained by means of the LQ model. Data re-
lated to carbon exposure are presented as mean values ± SEM values of two
independent experiments.

reason, the change in the protocol is safely assumed to not alter the number
of cells receiving the treatment, as the cell require some time (several hours)
in order to attach to the bottom of the flask and their doubling time has been
estimated to be around 36 h. Instead, as mentioned in Par.3.3.3, it is possible
to have a loss in the cell during the handling of the flasks during the experi-
ment at CNAO.
As already mentioned in Par.3.1.6 for the survival curves following neutron
exposure, for high-LET radiation the role of potential lethal damage is less
relevant than in case of low-LET exposure [157], because direct radiation ac-
tion mainly conveys the induction of the damage, with lesions densely concen-
trated in same portion of DNA and therefore resulting in lethal damage. For
instance, Autsavapromporn et al. (2011) reported that high-LET radiation (at
similar initial damage level to low-LET-induced one) do not induce PLD re-
pair, and toxicity increased with post-irradiation time [190]. Liu et al. (2013)
confirmed the results following measurement of clonogenic death of confluent
AG01522 fibroblasts: cells irradiated with X-rays and mid-LET Si ions (55
keV/µm) showed significant increase of cell survival, when allowed to repair
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for 12 h, while for heavier-ions (200 and 500 MeV/u Fe ions, LET = 440 and
200 keV/µm respectively) no changes were observed [156].
Even if the IMR90 cells have been seeded the day before our experiments, the
chosen seeding density was such that they cannot reach the confluence even 14
days post-irradiation, and they are grown in complete medium, meaning that
cells should be proliferating. This allows to exclude the possibility of repair of
potential lethal damage anyhow.
As it can be seen, 12C is the most effective radiation quality for the induction
of clonogenic death. The fit with the LQ model yields α and β values of 0.78
± 0.04 Gy−1 and 0.50 ± 0.05 Gy−2, respectively. The surviving fraction at 2
Gy (SF2) is equal to 3%, while D10 = 1.5 Gy, D37 = 0.83 Gy, D60 = 0.49 Gy.
This provides RBE values of 2.58, 2.18 and 1.96 respectively for the 10%, 37%
and 60% survival levels, and αC/αX = 1.53 (using αX = 0.51, from Tab.3.1).
The RBE is found to decrease for decreasing doses (higher survivals), unlike
what usually found for RBE estimates from clonogenic assay. This is due to
the shape of the curves resulting from the fit: an almost linear curve for the
X-rays has been obtained, with β ≈ 0 from the LQ model; on the other hand,
the best fit for 12C ions has a β = 0.5, which makes the curve bend down more
steeply than the X-ray one. For this reason, the two functions are meant to
diverge for higher doses and they will never intersect.
It can be also observed that these RBE values are slightly higher than neutron
RBE values for IMR90 cells, when the LQ model is adopted to fit neutron
data, but lower if the doses are extracted from the fit with the HS model.
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γ-H2AX foci yields as a function of dose. We report in Fig.3.32 γ-H2AX
foci yields in IMR90 cells for selected time-points as a function of dose, obtained
analysing the superposition of all images acquired by confocal microscopy for
irradiations with X-rays, neutrons and 12C ions. For direct comparison, data
obtained with conventional microscopy (a single 2D image) are also shown for
X-rays and neutrons.
As expected, the use of confocal microscopy allows to count higher foci yields.

Nevertheless, a saturation of the signal as a function of increasing dose (roughly
after 2 Gy for X-rays and 12C ions) is still observed, in particular for foci scored
at the earliest time points, in the same dose range for the signal measured with
conventional microscopy. The saturation is less evident for neutrons, but the
maximal dose is lower in this case. At the latest time point (24 h), few foci
persist after exposure with all radiation qualities, which means they are easier
to count, and the signal as a function of dose seems to go back to linearity.
Interestingly, a dose dependence for this late time point could not be assessed
for neutrons from conventional microscopy, but becomes clear if confocal mi-
croscopy is used.
To discuss why the saturation trend appears also when confocal microscopy is
used, we propose the following considerations (also supported by sample im-
ages shown later in this chapter).
We first recall that experimental findings presented here have not been anal-
ysed with a 3D reconstruction algorithm. The thickness of the slice from
confocal microscopy is of about 200 nm. A single focus is likely to be sliced,
and appear in more than one plane. This would be of concern when images
from different planes are analysed separately, possibly leading to an overes-
timation, but this is not the case here, as we project and merge all planes
before foci scoring. Therefore, this is not affecting our results. However, the
projection and merging step itself can lead to the overlap of well-separated
foci belonging to different planes. As a result, when the clustering according
to the resolution parameter is applied on the final 2D image, foci will possibly
include different sub-structures with individual morphologies, that are no more
distinguished by the algorithm. This plays a role in the underestimation. For
sparsely distributed damages resulting from low-LET radiation, this becomes
more important the higher the number of damage sites in the nuclear volume
is, thus leading to saturation for higher doses.
In the case of 12C ions an additional factor comes into play: in our experimen-
tal irradiation setup, the beam is impinging perpendicularly onto the cell layer.
Therefore, foci will be distributed in streak-like structures [191, 192] along the
axis of the beam traversal in cell nuclei. By projecting along the same axis, a
streak-like structure, ideally comprising many damage sites, will be seen and
counted as a single focus (with higher intensity and transversal cross-section).
This factor plays a major role in underestimation of foci yields following 12C
exposures.
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Figure 3.32: Dose dependence of yields of ∆Foci (above sham values) in IMR90
cells exposed to (a) X-rays, (b) neutrons and (c) carbon ions. Results from
conventional microscopy are reported (solid lines). The lines are drawn to
guide the line.
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Finally, the neutron case (Fig.3.32(b)): for both neutrons and X-rays we
expect a sparse distribution of events in the nuclear volume. Overlaps of well-
separated foci belonging to different planes could occur as a consequence of the
projection and merging steps. However, we also expect that neutron-induced
foci will enclose highly clustered damage as that induced by slow recoiling ions,
and possibly also show streak-like structures, corresponding to the track of the
recoiling particle in the nucleus. Due to isotropy in the irradiation conditions,
these (however short) streaks would be randomly oriented. If such a structure
appear as a single focus (again, larger and with higher intensity), we underes-
timate foci yields. In conventional microscopy, both the selection of a single
slice when the damage is sparse in 3D and the fact that damages can be clus-
tered play a role in the underestimation of foci yields, with a clear saturation
of the signal already below 1 Gy. The use of confocal microscopy seems to
partially compensate for this, and the saturation is less evident (though, as
already mentioned, the maximal dose is lower).
Overall, the use of confocal microscopy (though sub-optimal with the analysis
strategy we applied here) makes possible the comparison in effectiveness be-
tween X-rays and neutrons from our datasets, at least up the maximal neutron
energy of 1 Gy. Also, as already commented, it allows to recover a dose depen-
dence for residual neutron-induced foci. On the contrary, yields for carbon-
induced foci are largely underestimated, and the comparison in effectiveness
with reference X-ray data is not possible: very similar foci yields are found
30 minutes after irradiation for the highest dose of the two radiation qualities,
which would lead to a RBE of about one, not coherent with the survival data.
Nevertheless, relative yields of foci cannot be straightforwardly correlated with
the survival, because the loss of clonogenicity is not simply determined by the
number of DSBs, but their complexity influences the cell fate: an increased
complexity is usually translated in deficient repair, thus, greater biological ef-
fectiveness [193], as it was demonstrated experimentally by Jenner et al. (1993)
[194] and Asaithamby et al. (2008) [195]. They showed a slowing-down of DSB
repair for high-LET IR, eventually resulting in mutagenic (due to illegitimate
recombination) or lethal consequences [196].
The best-fit curves for foci yields from confocal microscopy as a function of the
dose are shown in Fig.3.33: Eq.3.8 generally provides a good fit for X-rays (a)
and carbon-induced (b) foci yields but, in both cases, the trend seems to go
back to linearity as a function of dose for residual foci at 24 hours. For neu-
trons, the fit has been performed using Eq.3.8 (c) or a simple linear function
(d). Neutron data seem to be well described by linear trend, though neither
Eq.3.8 nor the linear function seem to provide a satisfactory reproduction of
data for the earliest time point. Overall, fit results confirm the considerations
done discussing the data in Fig.3.32.
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(a) X-ray data (b) 12C ion data

(c) Neutron data (d) Neutron data - lin.

Figure 3.33: The yields of foci in IMR90 cells exposed to (a) X-rays, (b) carbon
ions and (c-d) neutrons, scored following ICC and confocal microscopy have
been fitted using Eq.3.8 for Figg.(a-c), while in Fig.(d) a linear fit has been
performed, by means of the ROOT toolkit. Black - 30 min; orange -60 min;
green - 180 min; pink - 24 h.

103



3. DNA damage: experimental detection and modelling

Fig.3.34 shows the detected foci size, always as a function of the dose. It
can be observed that, at early time-points (30 min), there is a slight increase
in foci dimensions for all radiation qualities as a function of the dose. This is
more accentuated for 5 Gy of X-rays, while for 12C ions the increase is much
smoother, with a maximum at 2 Gy. This is due to the fact that foci are
still well separated and countable in that dose range, shown by the almost
linear trend in the yield of 12C-ion-induced foci shown in Fig.3.32(c). For most
conditions, the saturation in the number of foci is therefore compensated by
an increase in foci size, justified by either the overlap of different foci or higher
complexity. Another characteristic that can be observed is that foci dimensions
are bigger for the early time-points for X-ray- and neutron-induced foci, even
if in the latter case the curves are similar to each other. On the contrary, for
12C ions the size is bigger 24 h post-irradiation. This is due to the fact that the
residual damage following exposure to high-LET 12C ions is more complex, and
therefore more spatially extended, than the one from X-rays and neutrons. As
mentioned before, this could also lead to the accumulation of heavily damaged
sites in specific regions of the nucleus, for their processing in a single place
where all the repair proteins are recruited to [170]. Comparing the plots for
neutrons and 12C ions in Fig.3.32(b-c) and Fig.3.34(b-c), we can see the level
of the residual damage (yields) at 1 Gy is comparable, while the size of these
IRIF is definitely smaller for neutrons (∼ 0.75 µm2) with respect to 12C ions
(∼ 1.9 µm2): this means that the higher damage complexity due to 12C ions
results in unsolved damage still after 24 h.
Moreover, the difference in morphology between both 12C-ion- and neutron-
induced foci, with respect to X-rays, can also be observed 30 minutes post-IR:
following 1 Gy exposure, the foci sizes for the fist two radiation qualities are
bigger than the one for X-ray foci, with values of respectively 1.30 and 1.26
µm2 vs 0.85 µm2.
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Figure 3.34: Dose dependence of foci size (µm2) in IMR90 cells exposed to (a)
X-rays, (b) neutrons and (c) carbon ions. The lines are drawn to guide the
line.
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γ-H2AX foci kinetics. Fig.3.35 shows the full kinetics for the three ra-
diation qualities under study, also comparing foci yields obtained with con-
ventional and confocal microscopy for X-rays and neutrons. As previously
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Figure 3.35: Repair kinetics of γ-H2AX foci for IMR90 cells, following irradi-
ation with X-rays (a), neutrons (b) and carbon ions (c). Solid lines represent
the data of Fig.3.1.6. The errors on the new experimental points (dotted) rep-
resent the SEM of a biological duplicate (1 technical replicate) for 12C, and of
1 biological replicate (technical duplicate), for X-rays and neutrons. Lines are
drawn to guide the eye.

observed, foci yields are higher when confocal microscopy is used.
As far as the kinetics is concerned, the overall shape of the curve remains un-
changed, with the 30 min time-point corresponding to the maximum of the
signal for all radiation qualities. In particular for neutrons, it is evident that
the set of data obtained with confocal microscopy is necessary to conclude
that after 24 h repair seems to be still ongoing, with residual foci data found
to be dose-dependent above background levels. Though significantly affected
by underestimation, carbon data show a clear kinetics and residual foci yields
above background, again in a dose-dependent manner.
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γ-H2AX foci topology from plane reconstruction from microscope
images. The Leica LAS X software package [197] allows the reconstruction
of foci in the transversal sections (x-z, y-z) of the nucleus for each single image.
We here apply this to illustrate the difference in the topology of foci. In Fig.3.36
x-z views from carbon, X-ray and neutron irradiated (1 Gy) cells are shown:
from these images it is easy to appreciate the differences between foci, with
small streaks [198] of red-coloured foci going through the whole nucleus depth
in the carbon case (a), more point-like structures for the X-ray case (b) and
an intermediate situation for the neutron case (c). Even if not quantitative,
this comparison provides a clear example of the differences in foci structure in
case of exposure to different radiation qualities. This further underlines the
importance of the analysis of spatial distribution of damage and its clustering
in radiation-induced foci, for which modelling efforts as presented in what
follows can be of great help.

107



3. DNA damage: experimental detection and modelling

(a)

(b)

(c)

Figure 3.36: Images from the Leica LAS X software: IMR90 cells irradiated
with 1 Gy (a) 12C ions, (b) X-rays and (c) neutrons, 30 min post-IR. Laterally,
x-z and y-z views of the morphology of the foci crossed by the viewfinder’s
dotted lines.
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Monte Carlo simulations. Results obtained by the “Z-projection” method
(∆z=5.4 µm) are shown in Fig.3.37, for X-rays and for the considered sec-
ondary species accelerated by neutrons (p, C, O). Experimental data are shown
together with simulation results: in Fig.3.37(a-b) data and simulation points
are from X-ray irradiations; in Fig.3.37(c-d) data for neutron-induced foci are
shown together with calculations for secondary protons only; in Fig.3.37(e-
h) we show simulation results for 16O and 12C ions. As done in Par.3.2.4, a
weighted sum of damages induced by secondary particles is needed to directly
compare neutron-induced damages and simulation results. This is done later
also for this dataset acquired with confocal microscope. Unlike the 2D case,
here no cells will be deprived of foci (even for low dose or few particle runs),
as the whole cell nucleus is considered in the two reconstruction methods and
at least 1 DSB is expected for the IRs under investigation.
For low doses of X-rays (Fig.3.37(a)), the yield of foci in fibroblast nuclei for
the “Z-projection” method and r = 0.5 µm is consistently higher than what
found experimentally for most of the conditions, and this remains true also
increasing r. Increasing the dose, a larger clustering radius leads to either a
saturation or even a decrease of foci yield, due to a significant clustering of
the events. With the largest clustering radius (r=1 µm), expected yields are
above the experimental data up to the maximum dose, but below the point
for the highest dose. As far as the size is concerned (Fig.3.37(b)), r = 0.5 µm
seems to best reproduce the experimental observation at all doses, and no dose
dependence is observed or predicted with such clustering radius.
Experimental data for neutrons seem to be close to predictions for yields and
size of foci induced at the same total dose by secondary protons only, with a
clustering parameter of r = 0.5 µm, as it can be seen in Fig.3.37(c-d). However,
it has to be recalled here that for protons it was impossible to run simulations
with the same irradiation setup and the ellipsoidal nucleus: simulation results
obtained for spherical nuclei are available (nucleus thickness of 10 µm instead
of 5.4 µm) and shown in the Figure, as well as used for further analysis. We
know already that the largest component of neutron-induced damage is due
to secondary protons, but, to perform a direct comparison with experimental
data, we need to sum all damages with a dose weight, as done hereafter for the
same set of predictions at r = 0.5 µm. For 1 Gy neutron irradiation, around 20
foci are scored experimentally: proton-induced foci alone are estimated to be
∼ 18.5 foci for a dose of 0.75 Gy, 5 foci come from γ-rays, while ∼ 1.5 foci are
induced by 16O/12C ions, in average in 28% and 8% of the cells, respectively.
This scheme leads to a slight overestimation of predicted yields with respect to
experimental data. As already mentioned when discussing results in Par.3.2.4,
the geometrical shape for IMR90 cells might not be accurate enough for the
reproduction of experimental data. Together with the need to mix different
nuclear models for the prediction of neutron-induced yields, this might explain
the observed discrepancy between predictions and experimental data.
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Figure 3.37: Yields of γ-H2AX foci/cell and foci size (in µm2) as a function
of the dose, for the IMR90 cell nuclear model. Results for X-rays irradiation:
(a) yields, (b) size. Results for protons: (c) yields, (d) size. Results for 16O
ions:(e) yields, (f) size. Results for 12C ions: (g) yields, (h) size. ∆z is equal
to 5.4 µm (except for protons, 10µm) and different r have been tested. The
values for ∆z and r are expressed in µm. The lines are drawn to guide the eye.
Experimental results from exposure of IMR90 cells to X-rays and neutrons are
also shown.
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3.3. An insight into read-out limitations: confocal vs conventional microscopy

A summary of the coupling scheme is reported in Fig.3.38.
Fig.3.39 shows the predicted yields of 12C-ion-induced foci obtained with

Figure 3.38: Summary of foci yields due to γ-rays and neutron-induced charged
particles (1H, 12C, 16O), weighted for the dose contributions to the total neutron
dose of 1 Gy, when simulated considering the whole nuclear volume.

the “Z-projection” method. The best agreement for the foci yields seems to
be achieved using a clustering radius of 1 µm, as shown in Fig.3.39(a). The
simulated yield of foci is however slightly higher: in case of X-ray and neutron
exposure, we justified this assuming that the experimental IRIF yield (30 min
post-irradiation) did not reflect the number of initial DSBs, as the repair might
have removed a fraction of them in the meanwhile.
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Figure 3.39: Yields of γ-H2AX foci/cell (a) and foci size (in µm2) (b) as a
function of the 12C ion dose, for the IMR90 cell nuclear model. Reconstruction
is done for ∆z=5.4 µm and different values of r, expressed in µm. The lines
are drawn to guide the eye. Results are presented as mean ± SEM for different
runs. Experimental values for IMR90 cells irradiated with 12C ions are also
shown. Data in green are the number of expected particle hits (average of a
Poisson distribution).
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The simulations, instead, are built on the hypothesis that each initial DSB
from PARTRAC gives rise to a focus, leading to a possible discrepancy of the
IRIF number. However, for 12C ions it can be reasonably stated that most
DSBs are not repaired because of their higher complexity degree. The differ-
ence between calculations and the measurements could then be explained again
by a pronounced saturation of yields due to technique-dependent limitations.
In the same Figure, we also show the expectation in terms of particle traver-
sals based on Eq.2.4 (green curve labelled “Poisson Distribution”): given the
geometric cross-section of the target (the nuclear surface), the dose and the
particle LET, we can calculate the number of particles hitting the cell. In
particular, we used a LET value of 75 keV/µm, doses of 0.5, 1, 2, 5 Gy, and
nuclear axes as in PARTRAC (5.1 and 10 µm). Information on the number of
tracks that will transverse the nucleus at a given radiation dose can be easily
correlated with the number of foci seen in a 2D plane, as foci are the results
from irradiation with a perpendicular beam in our setup. The agreement be-
tween the expected number of particles and the experimental foci yields is soon
lost as the dose increases: the number of hits per nucleus does not take into
account the spatial extension and distribution of the events, while foci result-
ing from different particle tracks can merge, leading to saturation of the signal.
It can be observed the green curve is in agreement with the calculation results
obtained using r = 0.5 µm. If the foci size is now considered, Fig.3.39(b) shows
that, even with r = 1 µm, we do not have agreement with the experimental
data until 5 Gy of 12C. Overall, this shows that the “Z-projection” method is
reconstructing more foci with smaller dimensions with respect to experimental
observations, where a higher degree of clustering has been found.
Finally, we turn to an analysis of the DSB content in foci scored in whole
nuclei, which is ultimately necessary for the evaluation of radiation effective-
ness, as previously discussed. Fig.3.40 shows the yields of foci scored with the
“3D reconstruction” method, together with the average total number of DSBs
predicted by PARTRAC for X-rays, secondary protons (from the investigated
neutron spectrum) and carbon ions. For low-LET radiation, the “3D recon-
struction” method leads to small spheres representing the physical extension
in space of single foci, that will be sparsely distributed in the nucleus. For
high-LET particles, DSBs found in close spatial proximity will be enclosed in
a single focus; possibly also streaks of foci will be formed by merging dam-
ages along the particle track, as it can be expected from what observed in
microscope pictures (see Fig.3.36). The situation is expected to be similar for
secondary-proton-induced foci.
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Figure 3.40: Comparison of the dose dependence of the DSBs predicted by
PARTRAC and of the foci reconstructed in the whole nuclear volume for (a)
X-rays (spherical), for (b) neutron-induced secondary protons (spherical) and
(c) 12C ions (ellipsoidal), as extracted from the “3D reconstruction” method.
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DSB yields are always higher than foci yields, also for the case of X-rays,
which brings to the conclusion that the 1:1 correspondence (assumed at least
for low-LET radiations) can lead to a wrong evaluation of radiation effective-
ness, also with a full 3D reconstruction of foci. DSB content information has
also to be supplied, with the support of modelling, along with data on foci
yields. To this aim, we can extract from the clustering algorithm the aver-
age number of DSBs within each focus, which we call DSB multiplicity. The
amount of DSB in single focus depends on the dose, on the LET and the kind
of clustering algorithm that has been used to simulate foci. Tab.3.5 shows the
multiplicity of DSBs per focus for different doses of X-rays, protons, and 12C
ions and for different values of r.

Table 3.5: Average multiplicity obtained from the “3D reconstruction” (in the
whole nuclear volume), as a function of the clustering radius. Results are
shown for X-rays, protons and 12C ions.

Dose (Gy) r=0.5µm r=0.75µm r=1µm

Mult. ∆ Mult. Mult. ∆ Mult. Mult. ∆ Mult.

X-rays

1.00 1.20 0.06 1.26 0.08 1.37 0.10
2.00 1.33 0.08 1.44 0.10 2.00 0.17
5.00 1.72 0.13 2.10 0.23 3.59 0.77

Protons

0.09 3.85 0.08 4.72 0.10 5.86 0.13
0.18 3.10 0.08 3.80 0.11 4.80 0.14
0.28 3.16 0.12 3.87 0.15 4.92 0.21
0.45 3.22 0.12 3.97 0.16 5.10 0.23
0.75 3.30 0.12 4.16 0.18 5.44 0.25
0.83 3.28 0.09 4.14 0.13 5.48 0.19
0.95 3.36 0.13 4.29 0.75 5.82 0.29
1.01 3.35 0.13 4.27 0.19 5.79 0.30
1.38 3.54 0.14 4.63 0.22 6.06 0.62

12C ions

0.50 2.72 0.31 3.36 0.39 4.08 0.50
1.00 2.81 0.32 3.58 0.44 4.78 0.60
2.00 3.38 0.39 4.33 0.57 5.91 0.86
5.00 4.20 0.28 5.90 1.00 10.04 2.09
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As expected, for a given radiation radiation quality, DSB multiplicity in-
creases with increasing dose and clustering radius. A singularity has been found
for 1 proton track, with multiplicities higher than for more particle traversals.
Lowest DSB multiplicity values are found for X-rays, though always higher
than one. At equal dose (1 Gy), DSB multiplicities and total DSB yields for
secondary protons are slightly higher than for 12C ions.
In perspective, by multiplying the simulated average DSB multiplicity for the
experimental yields of foci, an estimation of the average number of DSBs in
the whole nucleus due to a certain radiation quality can be extrapolated from
measured data. As a 3D reconstruction analysis for experimental data from
confocal microscopy is currently being studied at the time this thesis is writ-
ten, we here test of this procedure on simulated data.
Results are shown in Fig.3.41, where a good agreement is found between PAR-
TRAC predictions on the number of DSBs and reconstructed DSBs starting
from foci yields multiplied by DSB multiplicity. As fewer foci but with a higher
DSB multiplicity is found for higher r, the product of foci yields and DSB mul-
tiplicity is stable for different values of r. In Fig.3.41 we therefore show the
average number of DSBs reconstructed for the three values of the clustering
radius r.
The agreement observed for all radiation indicates that the average value of
the DSB multiplicity distribution is a good indicator of the number of lesions
in single foci. The little difference for higher LET particles may be explained
considering that, with this approach, the intrinsic multiplicity (as the one de-
fined in Tab.2.1) of DSB clusters from which foci originate has not been taken
into account in this estimation: a focus from a DSB cluster is considered with a
multiplicity equal to 1, even if it comprises more DSBs. DSBs from PARTRAC,
instead, are obtained as the sum of “isolated” DSBs and the ones grouped in
DSB clusters, as explained in Par.2.1.6. Moreover, while the morphology of foci
created by randomly distributed DSBs is quite homogeneous (leading to IRIF
with similar multiplicity for the same condition), for higher LETs, instead,
the yields of DSBs in the streak-like foci might be more varied from case to
case, and the average DSB multiplicity value might not adequately reflect the
multiplicity distribution. It will be necessary to take this into account, if a
similar procedure is applied to experimental data.
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Figure 3.41: Comparison of the dose dependence, for different radiation qual-
ities, of the DSBs predicted by PARTRAC and of the yields of DSBs recon-
structed in the whole nuclear volume (ellipsoidal for 12C ions, spherical for
X-rays and neutrons), calculated as the product of the average multiplicity
and the average number of reconstructed foci.
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Chapter 4
Applications to the space
radiation environment

4.1 Neutron biological effectiveness on Mars

4.1.1 Space radiation environment

Space radiation environment offers the opportunity to understand radiation
effects and underlying biological mechanisms in the case of a highly mixed
radiation field. On the International Space Station (ISS), a unique laboratory
for research on space radiation effects, the Earth’s magnetosphere still offers
some protection, but astronauts are already exposed to a variety of particles
and to dose levels that are much higher that what found on Earth due to
the terrestrial radiation background. Exposure to space radiation increases
the risk of long-term detrimental health consequences, that can appear even
years after the astronaut’s return to Earth. Also shorter-term and in-mission
effects are possible, particularly in case of acute exposures, as it can happen
as a consequence of phenomena maily related to the Sun (see later). Taken
all togheter, this calls for research efforts to be able to evaluate the risk as-
sociated to human space exploration and, when possible, develop appropriate
countermeasures [199].
The space radiation environment is mainly composed by a background of high
energy particles, usually referred to as Galactic Cosmic Rays (GCRs) and by
Solar Particle Events (SPEs). GCRs come from e.g. supernova shock waves or
stellar wind/flares outside our solar systems. Hadrons represent the dominant
contribution in GCR flux (98%), while the remaining 2% is due to electrons;
among the hadrons, the 87% is due to protons, the 12% is due to 4He ions,
but species with higher Z and energy (HZE particles) can also be found (1%).
GCR flux is very low (few particles/cm2/s), and it has been shown to be in
anti-correlation with the solar activity, that has an 11-year cycle. During so-
lar maxima, GCR flux can decrease by a factor of 3-4. Fig.4.1(a) shows the
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differential energy spectra for selected GCR particles (H, He, O, and Fe).

(a)

(b)

Figure 4.1: (a) Differential energy spectra for different GCR particles (H,
He, O, and Fe) and their modification by solar activity at 1 AU [202, 203]
and reproduced in NCRP (2000). (b) Integral energy spectra of intense solar
particle events in the 20th century [Kim, Tylka, Atwell and Cucinotta] [204].
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Notwithstanding the low flux, GCR particles are highly energetic (from
tens to 1012 MeV/nucleon) and can easily transverse the spacecraft shielding
and reach the astronaut body [200]. Their high LET leads to an increased
probability of chromosomal aberrations [201], degenerative effects in tissues,
initiation of cancer development and genomic instability [192].
The second major contribution to the space radiation environment is due to
solar particle events: the Sun is continuously emitting low-energy particles
(mainly protons and electrons in the so-called solar winds, with intensities
from 1010 to 1012 particles/cm2/s/sr), but sporadic and intense outbursts of
higher energy protons (with a minor contribution of α particles and electrons,
roughly 10% and 1% respectively) can also take place, originating from dis-
turbed magnetic regions in the star. SPE particle energy can reach several
GeV. In Fig.4.1(b) we report energy spectra for a selection of historical SPE
events. Unlike GCRs, the high flux of SPE might cause the onset of severe
early effects for high-dose exposures, including gastrointestinal symptoms, as
nausea and diarrhea, skin burns, fatigue and damages to the heamatopietic
system (all generally falling in the definition of Acute Radiation Syndrome,
ARS), but also damages to the Central Nervous System (CNS). Short-term
effects can appear from few hours to several days post-exposure, depending on
the dose, the dose-rate and also individual radiation sensitivity [205].
In the last years, the perspective of a manned mission to Mars has attracted
efforts of researchers and space agencies. To make this real, solutions will be
needed to keep the risk of long-term health consequences below acceptable
limits, as well as to provide astronauts with effective countermeasures against
short-term effects related to solar particle events. Also in this context, large
efforts have been already and are currently undertaken to characterize the ra-
diation environment that will be encountered during the cruise to Mars and on
the surface of the planet. In the framework of Mars Science Laboratory (MSL)
mission, the Radiation Assessement Detector (RAD) was installed on board
the rover Curiosity. MSL-RAD measured the equivalent dose rates during the
cruise to Mars, which was found to be of 1.84 ± 0.30 mSv/day, and on the
surface of the planet, giving a result of 0.64 ± 0.12 mSv/day during periods of
solar maximum (0.92 mSv/day during solar minima) [206]. For comparison,
the dose rate at the terrestrial surface due to the Earth’s background radiation
is of around 0.01 mSv/day, while dose-rate values as high as 0.4 - 1 mSv/day
can be measured on board the ISS.

4.1.2 Reproducing space radiation exposure on Earth

Despite obvious technical limitations, ISS is a unique laboratory also for in
vitro radiobology research. It has to be kept in mind however that, in ad-
dition to space radiation, microgravity conditions also play a major role in
inducing stress to biological systems on board the ISS. Microgravity itself has
been demonstrated to impact on the cell repair machinery, inflammatory path-
ways and induction of ROS [207]), as well as on body functions [208, 209].
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The stress induced by microgravity represents an inevitable confounding fac-
tor when studying space radiation effects in space. More generally however, the
low dose and dose-rate characteristic of a space radiation environment always
makes it difficult to draw clear-cut conclusions on dose-response relationship.
To make an example of a radiobiological endpoint that is also investigated
in part of this thesis work, the γ-H2AX foci assay has been used to detect
and quantify DNA damage in samples that were exposed on board the ISS
[210, 211, 212, 213], and a recent work discusses the application of this assay
to space-related exposures [169].
Ground-based experiments can be performed in accelerator facilities to investi-
gate the biological effectiveness of space radiation in in vitro (and also in vivo)
systems [214, 215], and analogues exist to recreate microgravity conditions in
the lab[207]. A plethora of studies addressing biological effects induced by
particle species found in space (such as α particles, iron, proton) are available
in the literature. More recently, more attention has been devoted to the de-
velopment of ground-based facilities for irradiations with a mixed particle field
[216], providing for a more adequate representation of what is found in space.
However, a chronic prolonged exposure to a low dose rate of mixed particles
can hardly be reproduced with ground-based measurements.
The characterization of the effectiveness of the space radiation exposure re-
mains a hot topic of research and a major objective in the research agenda
of space agencies. As already mentioned, this is of compelling importance in
view of long-term expeditions towards Mars (or the Moon), and it drives the
development of countermeasures or specific mitigations for the different mis-
sion scenarios.
Modelling approaches by means of Monte Carlo simulations, can give an es-
sential contribution in many aspects, as e.g.: (i) the characterization of the
radiation environment; (ii) the understanding of biological mechanisms, start-
ing from energy depositions at the sub-cellular level; (iii) risk estimation; (iv)
prediction of the effectiveness and development of countermeasures. Modelling
also comes to help for the interpretations of biological data from groud-based
or space measurements, in light of the many difficulties and specifities related
to the space radiation environment [24, 217].

4.1.3 Neutrons on Mars

The issue of radiobiological effectiveness of neutrons in space deserves a spe-
cial discussion: there are essentially no neutrons in the primary space radiation
environment. Instead, neutrons are produced by GCR (and SPE) interactions
with spacecraft walls, other habitat materials and body tissues. As a GCR
particle with Z > 1 interacts with a target nucleus, it can fragment releasing
neutrons with high energies. The interaction may also induce fragmentation
of the target nucleus, or a variety of nuclear reactions can occurr, as a result
of which neutrons can be emitted by the hit material, generally with lower
energies (below 20 - 30 MeV) [218]. The final neutron energy spectrum in
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the habitat will therefore depend both on the incident radiation, and on the
type and thickness of the target material. Although neutrons contribution to
the total dose received by astronaut during an interplanetary journey might
be not high, neutron biological effectiveness varies enormously with the en-
ergy, reaching values as high as 20 in the energy region around 1 MeV (see
the “Discussion” in Par.2.3.5 and Fig.2.12). The biological impact of the neu-
tron component of the radiation environment in a space habitat (a vehicle or
a planetary habitat) therefore deserves careful investigation. From an experi-
mental point of view, newly planned ground-based mixed-field simulators will
likely not be able to reproduce the neutron component of the space radiation
inside a habitat [216]. Also, neutron data from radiobiological measurements
are much varied among different experiments, and often available in the few
MeV region, while space radiation requires dedicated studies also at hundreds
of MeV. Modelling becomes therefore essential in this respect.
Recent data on neutron fluxes during a cruise to Mars and on the surface of the
planet are now available thanks to MSL-RAD [219, 220]. The detector sensi-
tivity window allows to characterize the neutron environment between energies
of 8 and 740 MeV. The neutron equivalent dose rate on Mars has been mea-
sured to be 61 ± 15 µSv/day (almost 9% of the total) [221]. The total neutron
spectrum at the surface is composed by backscattered neutrons, generated by
the interactions of GCRs with the planetary regolith, and by neutrons directly
produced by GCR interactions in the upper Martian atmosphere. By means
of MC simulations, it is possible to distinguish and estimate the entity and
characteristics of these two components.

4.1.4 Objective

In this part of the thesis we adopt the modelling approach, previously devel-
oped for the study of neutron biological effectiveness as a function of energy
(see Par.2.3), for the investigation of the biological effectiveness of the neutron
field as predicted at the surface of Mars. Neutron effectiveness is quantified
(with respect to a reference low-LET radiation) in terms of induction of clus-
ter damage to the cellular DNA. Results presented in the following offer the
chance of a direct comparison with results obtained for the effectiveness of
mono-energetic neutron beams (Chap.2) and for the Hiroshima neutron spec-
trum (Chap.3).

4.1.5 Material and methods

Simulation of clustered DNA damage due to neutrons on Mars

In Fig.4.2(a) we report neutron spectra predicted at the surface of Mars: neu-
trons are produced by GCR interactions with the Martian atmosphere (down-
ward component) and soil (upward component). Simulations are done with
GEANT4 PLANETOCOSMICS. The lower neutron energy scored for both
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components is 1 MeV. The atmospheric profile was adapted from the Mars
climate database (MCD) at the location of Gale Crater, under a surface pres-
sure of about 830 Pascal [222]. The input GCR spectrum (protons and helium
ions) was calculated using the Badwahr–O’Neill model (BON10) [223] with a
modulation potential Φ = 1500 MV, representing the solar maximum period.
For the purpose of this work, we used the same coupling between transport

(a)
(b)

Figure 4.2: (a) Neutron spectra (upward and downward) on the surface of
Mars obtained via the GEANT4 - PLANETOCOSMICS simulations of GCRs
transported through the Martian atmosphere [222]. (b) Schematics of the
target phantom in PHITS calculations, superimposed to the neutron fluence
spectra, calculated with the [T-Track] tally.

and track-structure calculations introduced in Par.2.3.4. We implemented in
PHITS a source of neutrons with energy distributions shown in Fig.4.2(a): two
sources have been considered, each in form of a disk of radius equal to 60 cm.
The disks are parallel with each other, positioned at the opposite sides of a
spherical (30-cm-diameter) ICRU44 phantom (same phantom geometry as in
Par.2.3.4), both tangential to the phantom surface. The top disk is emitting
neutrons isotropically downwards, and the bottom one isotropically upwards,
each with the corresponding neutron spectrum shown in the Figure. The whole
(phantom and disks) are put in void. We perform neutron transport and char-
acterize the secondary charged particle field induced by neutron interactions,
namely: p, d, α, 12C, 14N, 16O, e−. For each species we score the dose-mean
lineal energy and the relative contribution to the total neutron dose in differ-
ent scoring sites (1.5-cm-radius spheres) in the phantom: one in the middle of
the phantom, one at the top towards the atmosphere and one at the bottom
towards the soil. The simulation setup is shown in Fig.4.2(b). Calculations
are done for 10 millions of neutrons, averaged over 3 runs, errors on scored
quantities are given as standard deviations from the different runs.
After that, the analytical function reported in Eq.2.19 derived in Par.2.3.5 from
PARTRAC calculations is used to predict complex DNA lesions (DSB clusters)
given by secondary particle yD. Damages by all particles are weighted by their
contribution to the neutron dose and summed to obtain a neutron-induced
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damage yield (Gy−1 cell−1). Neutron RBE has been calculated as the ratio
of damage induced by neutrons to that induced by X-rays. The low-LET
reference radiation is the 220 kVp X-ray spectrum used before.

4.1.6 Results and discussion

Tab.4.1 reports, for all neutron-induced secondary species, the values of yD
and relative dose for the 3 different scoring regions obtained by PHITS. The
overall yD associated to the neutron field is also reported.
The sum of the relative doses for the considered secondary species is ∼ 91% for

Table 4.1: yD (keV/µm) and Drel for the three scoring regions inside the
spherical phantom. The yD of the total neutron field is also reported.

e− 1H d α

yD Drel yD Drel yD Drel yD Drel

central 2.01 5.14% 11.79 68.66% 11.51 6.97% 132.34 6.28%

atmosp. 1.95 2.22% 16.66 69.82% 12.67 6.27% 126.03 8.59%

soil 1.94 7.21% 19.19 73.59% 10.96 5.42% 138.78 7.94%

12C 14N 16O neutron

yD Drel yD Drel yD Drel yD Drel

central 654.12 1.77% 614.49 0.42% 449.46 1.30% 43.53 100.00%

atmosp. 633.06 2.35% 624.80 2.06% 459.50 1.99% 59.86 100.00%

soil 618.34 2.71% 775.01 0.77% 462.43 2.60% 65.79 100.00%

the central sphere, and of ∼ 93% and 100% for respectively the sphere towards
the atmosphere and the one towards the soil. The missing component might
be due to pions and electromagnetic cascades, that have not been considered
in the calculations, or heavier ions (Z>8). In Fig.4.3 we report the yields of
DNA DSB clusters per cell per Gy predicted for the three scoring regions,
also distinguishing the contribution of the different secondary species in the
neutron-induced mixed field. We obtain 1.47, 2.26 and 2.42 DSB clusters Gy−1

cell−1 respectively for cells in the central scoring region, in the external one
facing the atmosphere and in the one towards the Martian soil.

DSB cluster yields can be converted into RBE values, by dividing them for
the yield of DSB clusters expected after X-ray irradiations at the same 1 Gy
dose (0.38): this gives RBE values of 3.87, 5.95 and 6.37, again respectively
for the three regions (central; towards the atmosphere; towards the soil).
Some simple considerations can be done to interpret data presented in this
part of the thesis and are reported in what follows. As expected, results both
in terms of neutron yD and effectiveness vary as a function of the position in
the phantom. Neutrons in the two external scoring regions, the one facing the
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Figure 4.3: Yields of DSB clusters (Gy−1 cell−1) due to neutron-induced sec-
ondary particles, for the three scoring regions inside the spherical phantom (1
- central sphere, 2 - facing the atmosphere, 3 - facing the soil.

atmosphere and the one facing the soil, seem to be characterized by a higher
effectiveness. Neutrons coming from the atmosphere are, on average, more
energetic, hence a lower effectiveness is found for the scoring region at the top
with respect to the one at the bottom of the phantom. Some self-shielding is
offered by the tissue sphere itself, when we consider the central scoring region,
and the overall yD is lower. If we consider neutrons at 1 MeV, abundant in
both the upward source and the downward one and characterized by a maxi-
mal effectiveness, it is likely that this energy is decreased when such neutrons
reach the center of the sphere. Hence, the lower effectiveness found for the
central scoring region. This is coherent with what observed in Fig.2.11(b),
comparing the different scoring regions at a fixed neutron energy of 1 MeV.
All these considerations are somewhat simplified, as the presence of multiple
sources means that e.g. neutrons from above might very well reach the bottom
of the phantom and vice versa, and makes the situation more complex.
Moreover, a comparison can be made with the average value of the neutron
quality factor Q (based on RBE values, it is used to account for different ra-
diation qualities), as estimated from the ratio of the equivalent dose to the
absorbed dose due to neutrons on the surface of Mars, as measured by the
RAD detector. Being the neutron equivalent dose H = 61 ± 15 µSv/day,
while the absorbed dose D = 14 ± 4 µGy/day, the resulting <Q> is equal of
4.36, quite similar to what found with our approach.
Results presented in this section are to be considered a first application of this
modelling approach to the neutron component of space radiation. Different
input neutron spectra can be tested, as the one at the surface of Mars under
different conditions (e.g. input GCR spectrum, pressure profile for the atmo-
sphere, solar cycle conditions, etc.), as well as the one expected in a space
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vehicle due to GCR interactions with the shielding walls. The model allows,
in perspective, to obtain a full mapping of neutron RBE for all sites of interest
in all phantoms, including realistic voxel phantoms.
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4.2 Countermeasures to Solar Particle Events

4.2.1 Risk estimation and limitations

Astronauts are considered exposed workers by the U.S. NASA regulations,
therefore dose limits have been established to keep the risk associated to space
radiation below acceptable levels [224, 225]. To obtain a risk estimate, mod-
els are needed to first predict absorbed physical doses in Gy, then to convert
such doses in effective dose levels (Sv), taking into account the effectiveness
of different radiation qualities and the radiosensitivity of different tissues or
organs. MC simulation tools to predict exposure levels have to be bench-
marked with dosimetric measurements, whenever possible, and useful informa-
tion come from the use of anthropomorphic phantoms [226, 227]. In the course
of a mission, both exposures occurring during Intra- and Extra-Vehicular Ac-
tivity (IVA/EVA) have to be considered. Finally, this information has to
be translated into risk, currently conventionally expressed in terms of risk of
exposure-induced death (REID), i.e. the risk of occurrence of a cancer with
lethal consequences in the course of the astronaut’s life, that can be ascribed to
the space environment. Levels of exposure are acceptable only if REID stays
below a threshold of the 3%, with a 95% confidence level [228].
Short-term non-cancer effects, as those possibly related to acute exposures in
case of SPEs, are not currently included in this risk evaluation. To prevent this
kind of effects NASA has set thresholds on permissible doses to specific tissues
and organs at risk, over different time periods (from 30 days to 1 year, and
over the astronaut’s career) [229]. Such dose limits are given in Gy-Eq, that is
the product of the physical dose in Gy and a RBE factor that is particle, en-
ergy (and effect) dependent. Such dose thresholds are reported in Tab.4.2. At

Table 4.2: Dose Limits for Short-Term or Career Non-Cancer Effects (in mGy-
Eq., or mGy for CNS). (?) Lens limits are intended to prevent early (<5 yr)
severe cataracts, e.g., from a solar particle event. (??) Circulatory system
doses calculated as average over heart muscle and adjacent arteries. (***)
CNS limits should be calculated at the hippocampus. [229]

Tissue/Organ 30-day limits 1-year limits Career

Lens (*) 1000 2000 4000

Skin 1500 3000 6000

BFO 250 500 Not applicable

Circulatory system (**) 250 500 1000

Central nervous system (***) 500 1000 15000

present, dose limits for short-term non-cancer effects are given only for missions
near low Earth orbit (LEO). Thresholds are agreed upon for blood forming or-
gans (BFO), skin, circulatory system, lens and central nervous system (CNS).
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The limit for the CNS is given in mGy, as the RBE is largely unknown [229].
BFO are a particularly sensitive target: acute radiation exposure can heavily
damage the hematopoietic system, compromising the spontaneous regenera-
tion of the bone marrow. As it can be seen from the Table, dose thresholds for
the skin, CNS and lenses are indeed set to higher levels than those for BFO
(even if BFO benefit from higher shielding provided by body tissues).

4.2.2 Countermeasures to space radiation.

A first solution to limit the risk associated to space radiation exposure is quite
obviously to restrict the mission duration. However, recent estimates for future
deep-space missions at the study of space agencies, as that to Mars, seem to
indicate that current limits for the REID will be exceeded, also for the shortest
mission duration.
Since operational countermeasure cannot account for the problem alone [230],
many complementary strategies have to be put in place to reduce as much as
possible such risk. How to improve habitat shielding strategies [231], as far as
this is possible for high energy GCRs, e.g. with innovative materials, or how
to develop active shielding strategies, deserve separate discussions, outside the
scope of this thesis. In what follows we focus on the development of counter-
measures to prevent life-threatening health risks, as possibly caused by acute
exposures due to SPEs. Such risks add to the concern of the cumulative health
risk associated to chronic exposure to GCRs, but, given the lower energy of so-
lar particles, shielding strategies can be successful, and, as it will be discussed,
there is still large room for improvement and optimization.
Currently, the main mitigation to the risk of a SPE is the inclusion in the habi-
tat design of a radiation shelter, i.e. a region of the habitat with increased wall
thickness, where astronauts can take shelter when warned for a SPE and where
they can stay for the duration of the event. Given the obvious limitations in
terms of mass and cost associated to material launch in space, small shelter
solutions are usually adopted in the habitat design. Nevertheless, complex
operational scenarios in future missions might make crew direct interventions
outside a small shelter highly probable even during SPEs, and fast comple-
mentary shielding solutions need to be available, possibly relying on resources
already available on board. Personal radiation protection devices are a promis-
ing complementary countermeasure for astronauts during deep-space missions
[232, 233].
In the framework of the PERSEO (“PErsonal Radiation Shielding for intEr-
planetary missiOns”) project 1, an innovative concept for a wearable water-
fillable radiation-shielding garment was developed, specifically aiming at the

1PERSEO was funded by the Italian Space Agency (ASI), Contract n. 2016-3-U.0. and
coordinated by Dr. Giorgio Baiocco and Prof. Andrea Ottolenghi, University of Pavia
(UniPv).
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protection of astronauts’ most radiosensitive organs in case of emergency in-
terventions outside the shelter during a SPE (for Intra-Vehicular Activity).
Previous feasibility studies 2 had demonstrated the validity of the choice of
water as a shielding material against solar protons, based on a trade-off analy-
sis between shielding performances and availability of resources on board [234].
A prototype of the PERSEO garment demonstrator has been manufactured
and tested on board the ISS.

4.2.3 Objective

In this part of the thesis we present results from MC simulations of radiation
transport in a space radiation environment. Such calculations have supported
the validation of the shielding efficacy of the PERSEO garment. In particular,
we present an analysis based on results of Geant4-GRAS for doses to target
organs of an anthropomorphic phantom in a simplified space Al habitat (for
walls of different thickness), when exposed to solar protons with and without
the additional protection offered by water layers. The focus is on SPEs as they
deliver high doses in short time intervals, contributing to the onset of acute
non-cancer syntoms. From this analysis we derive dose reductions to BFO and
the heart, achievable when a system like the PERSEO garment is used. For
the solar proton radiation environment, we used as a reference the ESP model
[235], and finally compared results to two of the worst historical SPEs energy
spectra (1972 and 1989).

Publications for the topic.

� “Innovative solutions for personal radiation shielding in space”. G. Baiocco,
L. Bocchini, M. Giraudo, S. Barbieri, L. Narici, C. Lobascio, A. Ot-
tolenghi. Radiation Protection Dosimetry, online ahead of print,2018.

� “A water-filled garment to protect astronauts during interplanetary mis-
sions tested on board the ISS”, G. Baiocco, M. Giraudo, L. Bocchini,
S. Barbieri, I. Locantore, E. Brussolo, D. Giacosa, L. Meucci, S. Stef-
fenino, A. Ballario, B. Barresi, R. Barresi, L. Ravagnolo, M. Benassai, L.
Narici, A. Rizzo, E. Carrubba, F. Carubia, G. Neri, M. Crisconio, S. Pic-
cirillo, G. Valentini, S. Barbero, M. Giacci, C. Lobascio, A. Ottolenghi.
Life Sciences in Space Research, 2018.

� “Exploring innovative radiation shielding approaches in space: a mate-
rial and design study for a wearable radiation protection spacesuit”, M.
Vuolo, G. Baiocco, S. Barbieri, L. Bocchini, M. Giraudo, T. Gheysens,
C. Lobascio, A. Ottolenghi. Life Sciences in Space Research, 2017.

2This work was supported by the Contract n. 4000111396/14/NL/MV in the framework
of the tender: http://dx.doi.org/10.13039/501100008702 interaction with academia on ad-
vanced research topics – Ariadna call for ideas on INNOVATIVE RADIATION SHIELDING
APPROACHES
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4.2.4 Material and methods

SPE model

To describe an average test energy distribution for solar protons, the ESP
(Emission of Solar Protons) model was selected, with a 90% confidence level for
a 1 year mission [235]. This model is available on the ESA SPace ENVironment
Information System (SPENVIS) website (2015). ESP predicts an initial solar
proton fluence distribution given by a truncated power law, neglecting the role
of the Earth magnetic shielding. Data from IMP (Interplanetary Monitoring
System) and GOES (Geostationary Operational Environmental Satellite) from
the last 3 complete solar cycles (20–22) are used. For the normalization to
the fluence of a single SPE event, the OMERE (Outil de Modélisation de
l’Environnement Radiatif Externe) tool was used. OMERE provides the SPE
flux in particles/cm2/h, using the worst-case solar event flux model realized
by the space environment department at ONERA (Office national d’études et
de recherches aérospatiales, Toulouse-France). For each energy and time scale,
the ONERA model gives the highest flux measured by IMP8 and GOES during
the years from 1974 to 2002. The normalization yields the integrated (over the
whole energy range) flux of 1.3 · 1011 protons/cm2/h for the worst hour.
As a term of comparison, two historical SPEs (August 1972 and October 1989)
were considered, using as normalization factor the integral fluxes for evaluation
of short-term effects, as given by SPENVIS (CREME86 for August 1972 and
CREME96 for October 1989).
Input energy spectra used in this work are plotted in Fig.4.4.
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Figure 4.4: Energy spectra for solar protons used for dose calculations: the
average spectrum calculated with ESP for a 1-year mission, and spectra from
historical events (August 1972 and October 1989) [236].
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3D calculations of radiation transport with an anthropomorphic phan-
tom

All simulations were performed using the GRASv3.3 tool [237] based on Geant
v.4.9.6.p03 [238]. The physics list QBBC was used, dedicatedly created for
radiation biology, radiation protection and for space applications; it includes
combinations of selected interaction models to reach higher precision in a wide
energy range [239]. 3D simulation setups were built using GDML (Geometry
Description Markup Language) [240], and a simplified software replica of the
phantom and the garment model were implemented including elemental com-
position and density of materials.
The mathematical phantom available in Geant4 was used for the evaluation
of dose reduction to target organs (see Fig.4.5(a)). In this phantom, each or-
gan is represented using surfaces described by mathematical functions. The
total mass of the phantom body is ≈ 70 kg. For the garment, the thickness of
the water elements was set to 7 cm, plus a 2.5 mm layer of polyurethane for
their containment. Bags were positioned around the torso of the geometrical
phantom and lateral dimensions were scaled to cover it, as shown in the right
picture of (Fig.4.5(b)).

The phantom, with and without the protecting elements, was positioned at

(a) (b)

Figure 4.5: Geant4-GRAS simulation setups for preliminary validation of the
shielding effectiveness of the PERSEO garment. (a) Mathematical phantom
with internal organ distribution and skeletal system [234]. (b) Positioning of
water protection elements around the torso of the phantom [241].

the center of an Al module (2.25 m radius, 6 m length), to simulate exposure
conditions during IVA. Increasing thickness values were tested for the module
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walls: 1.5, 5 and 10 cm, equal to the thickness of the lateral cylindrical surface
(with thinner conical surfaces and thicker caps).
The module was immersed in an isotropic proton source, generated by a spher-
ical surface, with emission energies sampled according to the three chosen dif-
ferent input spectra. A representation of the habitat with the phantom is
shown if Fig.4.6(a), while in Fig.4.6(b) the module is shown in the isotropic
proton field.
Two different positions were also considered for the phantom inside the mod-

Figure 4.6: Geant4-GRAS simulation of habitat and exposure to protons. (a)
Phantom wearing protection elements in the Al module. (b) Example of proton
events generated isotropically from a spherical surface source around the Al
module [241].

ule, namely with the cranio-caudal axis parallel to the module axis, or rotated
of 90◦, to evaluate variations in the dose reduction due to the Al thickness.
The dose to BFO was obtained with a weighted sum of doses to the phantom
bone structures, taking into account their red bone marrow (RBM) content.
RBM weights were derived from ICRP, Publication 110 [242]. The expression
for the physical dose to BFO with RBM weights reads:

DoseBFO−rbm =

∑
i

rbmi ·Di∑
i=1

rbmi

(4.1)

where Di is the dose to the i-th bone (Gy), the sum takes place over bone
structures in the phantom (upper and lower spine; cage; pelvis; right and left
leg/arm bones, scapulae and clavicles) and rbmi weights are given in Tab.4.3,
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together with RBM to bone mass ratio.
Different bones listed in ICRP 110 were grouped in corresponding phantom

Table 4.3: Bone components in the GRAS anthropomorphic phantom and red
bone marrow content. For each bone structure the red bone marrow mass rbmi

in kg is reported, together with the corresponding ratio (%) to the total massi
of the bone [241].

Bone rbmi rbmi/massi [%]

Upper spine 0.05 25.8
Lower spine 0.36 32.2

Pelvis 0.17 19
Leg bone (right/left) 0.01 0.3
Arm bone (right/left) 0.03 2.6
Scapula (right/left) 0.01 4
Clavicle (right/left) 0 4.7

Cage 0.21 23.6

bone structures for the derivation of RBM weights: phantom lower spine in-
cludes thoracic and lumbar spine and sacrum in ICRP 110; phantom leg and
arm bones are taking into account femora/humeri upper halves only, with rel-
ative weight from ICRP 110; phantom cage includes ribs and sternum in ICRP
110.
The DoseBFO−rbm was calculated for the phantom in the module with and
without the garment, and the shielding performance was measured in terms of
dose reduction to the BFO:

DoseRed(%) = 100 · Dose phantom in module −Dose phantom with garment in module

Dose phantom in module

(4.2)
Among the other organs for which NASA established short-term dose limits,
only the circulatory system is partially protected by the suit. We also evaluated
dose reduction to the heart as an indicator of dose reduction to the circulatory
system, which is defined as an average over heart muscle and adjacent arteries.
Statistical uncertainties on dose reduction values were obtained from propaga-
tion of uncertainties in primary dose quantities, and dictated by the statistics
for incoming protons (up to several millions in 3D calculations).

4.2.5 Results and discussion

For the ESP model and the simplified garment geometry implemented in this
work, the achievable dose reduction to BFO is: 43 ± 3 % for the lowest-
shielded condition (1.5 cm Al module); 34 ± 3 % for 5 cm Al; 31 ± 3 % for
the highest shielding considered (10 cm Al). These values are obtained with
the phantom axis parallel to the module axis. If the phantom is rotated of 90◦,

132



4.2. Countermeasures to Solar Particle Events

dose reduction values differ at maximum by a few percent, and even less for
increasing thickness (within error bars for the thickest-shielding).
For the worst-hour condition, dose-rate values to BFO are of 0.099, 0.035 and
0.014 Gy-Eq/h for the naked phantom in Al modules of thickness 1.5, 5 and
10 cm.
If the 250 mGy-Eq limit to BFO is taken as a reference, and a constant dose
rate equal to the worst-hour condition in the low-shielded scenario is assumed
for the event, the dose limit would be reached in ≈ 2.5 h if the astronaut is not
wearing any protection garment. On the contrary, considering the 43% dose
reduction offered by the garment, the limit is reached in almost double of this
time.
Fig.4.7(a) shows results for dose reduction (in %) to BFO in no shielding
environment (phantom with and without the garment but free in space, as a
reference condition), in a 1.5-cm- and 5-cm-thick Al habitat, following exposure
to the different proton spectra under consideration. The comparison indicates
that, though absolute values of dose reduction obviously depend on the specific
spectrum, dose reduction values are always similar and the shielding strategy
is justified.
Results for Dred to the circulatory system (heart) are summarized in Fig.4.7(b)
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Figure 4.7: Dose reduction to (a) BFO and to (b) heart when the phantom is
wearing water protection elements in no shielding environment and inside the
Al module (1.5 and 5 cm thick walls), and the module is immersed in different
solar proton spectra [236].

for the different shielding conditions. Dose reduction values to the heart show
slightly higher variations for different solar particle events than in the BFO
case, which is justified if we think that BFO is more distributed and more
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shielded by body tissues. A dose reduction value of 33% dose reduction has
been found for the heart for the low-shielding condition, with respect to the
43% for the BFO. In case of thicker habitat shielding, average dose reduction
values are reduced (of up to 5%), but still remain significant.
It has to be noted that the difference in the shielding performance for the two
shielding conditions is due to the interplay of two effects: i) thicker walls stop
lower energy protons that would have been stopped by the water containers,
decreasing the efficacy; ii) they slow down protons from the external source to
an energy range in which they can be stopped in the water thickness offered
by protection elements.
Dose rate values to BFO and circulatory system for the phantom without the
suit in both shielding conditions are summarized in Tab.4.4 and in Tab.4.5.

Table 4.4: Dose rate values to BFO for the phantom without protection ele-
ments [236].

Dose rate (Gy-Eq/h) ESP August 1972 October 1989

1.5-cm module 0.1 0.06 0.09

5-cm module 0.04 0.01 0.03

Table 4.5: Dose rate values to the circulatory system for the phantom without
protection elements [236].

Dose rate (Gy-Eq/h) ESP August 1972 October 1989

1.5-cm module 0.06 0.03 0.05

5-cm module 0.03 0.01 0.02

Overall, Monte Carlo radiation transport results presented in this last Para-
graph supported the validation of the shielding efficacy against solar protons
of a personal radiation protection garment made of water elements. With such
a system, dose to organs subject to the occurrence of short-term effects (BFO
and the heart) can be significantly reduced during worst-hour fluxes of solar
protons even if the astronaut is in a low-shielded area of the habitat. Results
here presented are necessarily affected by the use of simplified phantom, gar-
ment and habitat geometries, and are not to be intended as of general validity
but as a proof-of-concept of the shielding strategy [241].
The achievable dose reduction can be translated into an increase of the time
the astronauts can be exposed, either accidentally or because obliged to work
outside a radiation shelter, before the dose thresholds for the onset of short-
term effects are reached. The decrease in absorbed dose also translates into an
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overall decrease of detrimental long-term effects, though this is not explicitly
modelled here.
This modelling activity was of support in the general development of the
PERSEO project, that led to the manufacturing and test on board the ISS
of a first garment prototype, with the joint efforts of many industrial and aca-
demic partners. A full description of the project development and final test
can be found in the work by Baiocco et al. [241].
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Chapter 5
Conclusions and future
perspectives

The work presented in this Ph.D. thesis has been carried out with the aim of a
comprehensive characterization of radiation-induced effects to the DNA, both
at the nanoscopic level, by using approaches that start from the ab-initio de-
scription of the physical event distribution of energy depositions to the genetic
make-up, and at the “visible” scale, getting to the study of detectable DNA
damage endpoint as γ-H2AX foci.
The nanoscopic detail of the events has been investigated by means of the
Monte Carlo code biophysical code PARTRAC, a powerful tool to simulate
particle tracks, to predict the resulting initial DNA damage and correlate it to
radiation effectiveness. The radiation field at the cellular scale is the product
of radiation interactions at a macroscopic scale, and for this the transport code
PHITS has been used. In this thesis work, a modelling approach is presented,
based on the coupling of transport and track-structure calculations, that al-
lows to unravel the dependence of neutron relative biological effectiveness on
how neutron-induced DNA lesions vary with neutron energy and location in
the target. Neutron effectiveness is predicted to have two peaks at around 1
MeV and 20 MeV neutron energy, in agreement with what concluded by the
US-NRC for the neutron radiation weighting factor. Also an RBE model based
on the saturation-corrected dose-mean lineal energy was proposed, showing the
same feature for a saturation parameter of 200 keV/µm. For both models, the
maximum RBE at around 1 MeV is ∼ 17. Neutrons can be much more ef-
fective in inducing biological damage than photons or other charged particles,
with a non-trivial dependence on the geometry of the target.
In the following Chapters, neutron biological effectiveness is further investi-
gated, also with an extension of the modelling approach from initial DNA dam-
age to detectable γ-H2AX foci, that represents a main advancement achieved
in this thesis work. In Chap.3, the RBE for the induction of DSB clusters
following exposure to the analogue of the Hiroshima neutron spectrum avail-
able at RARAF is found to be ≈ 11.68, which is coherent with what expected
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for neutrons of energy around 2.5 MeV (the average energy of the spectrum).
Software replica of the exposure with reference X-rays and neutrons at RARAF
have been integrated with dedicated experimental data from γ-H2AX foci de-
tection by means of ICC and different microscopy techniques. Physical and
read-out artefacts alter the quantification of the real damage content, and a
dedicated modelling approach was developed to take this into account. In par-
ticular, the physical extension of foci and the use of different detection tech-
niques (conventional fluorescence microscopy and confocal microscopy) have
been modelled using geometrical parameters, finally allowing to reproduce the
point of view of the observer in the analysis of pictures taken at the microscope.
This approach has been successful in the reproduction of experimental data
from different radiation qualities, and it has been shown to have the potential
to deliver results for an actual quantification of damage (e.g. DSB contents)
behind detected foci, which is essential for the comparison of radiation effec-
tiveness with this assay. In addition to reference irradiations with low-LET
X-rays, irradiations with carbon ions have also been performed and simulated,
to extend the application of the modelling approach to a different example
of high-LET radiation. The modelling of γ-H2AX foci has been extended in
3D, while a 3D reconstruction algorithm for experimental data from confocal
microscopy is under development at the time this thesis is written.
Future developments of this study could address the modelling of the bio-
chemical mechanisms leading to the formation of γ-H2AX foci, by considering
the key molecules playing a role in the pathway. Moreover, DNA repair kinetics
could also be followed, by modelling NHEJ and HR repair processes starting
from the initial damage distribution as predicted by a track-structure code as
PARTRAC.
The final neutron spectrum considered is the one expected at the surface of
Mars: we present neutron RBE values for the induction of clustered DNA
damage in different regions of the same geometrical phantom used in Chap.2,
extracting values around 6 for the regions at the boundary of the spherical
phantom (facing the Martian atmosphere or soil), and a lower value of ∼ 4 for
the most internal phantom region. In this case, the non-symmetric nature of
the neutron source (with an upward component due to GCR interacting with
the atmosphere, and a downward component due to GCR interactions with the
soil) and the interplay with the phantom geometry make the interpretation of
results not trivial. The average neutron energy is higher that what measured
for the analogue of the Hiroshima spectrum at RARAF, and the RBE is coher-
ently found to be much lower. The application of the MC approach to space
radiation represents an example of possible predictive results that can be used
for the estimation of the DNA damage in a scenario where experimental data
are still lacking. This information, coupled with the characterization of the
secondary particle fields generated by radiation in a space environment, could
be also exploited for the optimization of countermeasures (both passive, but
also biological), for future manned missions.
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Taken all together, the RBE model for neutron-induced DNA damage and
the modelling approach for neutron-induced foci allow the investigation of all
neutron spectra of interests, delivering theoretical prediction of effectiveness
as well as, when possible, predictions to be compared with experimental data
on γ-H2AX foci. The same approaches can very well be extended to the study
of any mixed field, as e.g. the one generated by nuclear reactions induced
by a particle therapy beam or by the full GCR spectrum in space, with the
same strategy of disentangling the effectiveness of the different components
in the produced mixed field. Results presented in this thesis, both for initial
DNA damage yields and γ-H2AX foci induced as a function of particle type,
energy, LET, irradiation conditions, etc. could concur to the creation of a
large database to be queried for practical applications such as bio-dosimetry
following e.g. accidental exposure, optimization of radiation therapy and space
radiation protection.
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