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Chapter 1
Introduction

The physics of magnetism plays a key role in many branches of science and
technology [1, 2]. Nowadays, a wide range of magnetic phenomena is exploited
in many applications, thanks to the fact that magnetism is relevant at different
length scales, from the macroscopic magnets [3] to the magnetic nanoparticles
[4], from the electronic molecular magnetism [5] to the nuclear magnetism at
the atomic level [6, 7]. In particular, the last two sectors are quite relevant
for practical applications. For example, nuclear spins are exploited in nuclear
magnetic resonance (NMR) as local probes to study the microscopic properties
of matter, yielding information useful in many fields, ranging from physics [6, 7]
to chemistry [8], pharmacology [9], biology [10], medicine [11], geophysics [12]
and food science [13]. On the other hand electronic magnetism has provided
for a long time an interesting way to store information through the magnetic
memory device, allowing the development of computers and other electronic
equipments [3]. The importance of magnetism in real life applications is how-
ever hindered by some crucial drawbacks: the nuclear magnetism is quite weak,
due to the low value of nuclear gyromagnetic ratio, and consequently this makes
NMR a low sensitivity technique; the size of the magnetic memories cannot
be reduced beyond a given limit owing to the increased dissipation, preventing
such devices to reach nanoscopic sizes. One possible solution to both problems
is to combine external light irradiation and magnetism, exploiting the magnetic
properties of out-of-equilibrium states. This thesis deals with the understand-
ing and the development of techniques aimed at controlling magnetism using
simple electromagnetic wave irradiation in order to extend and to improve real
life applications of magnetism.

The first important technique that will be discussed is the dynamic nuclear
polarization (DNP), an hyperpolarization technique that has been developed
to increase nuclear polarization in order to amplify the NMR signal [14, 15]. In-
deed, the NMR signal depends on the polarization nuclei acquire when placed
into a magnetic field H0, that is proportional to the population difference be-
tween the nuclear Zeeman levels. For spins I = 1

2
this difference is proportional

to tanh [(~γnH0) / (2KBT )], where γn is the gyromagnetic ratio and T is the
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1. Introduction

temperature. In typical NMR conditions, for example in a 3 T magnetic field
at room temperature (300 K), protons (1H) thermal polarization is only equal
to 2.5 × 10 −5. For other nuclei, with lower gyromagnetic ratio, this value is
even smaller. Consequently, the number of nuclei which actively contribute
to the NMR signal is very low in thermal equilibrium conditions, leading to
severe difficulties in the detection of low abundant or low gyromagnetic ra-
tio nuclei. This aspect is even more relevant in magnetic resonance imaging
(MRI), which provides high resolution and high contrast images of human and
animal tissues. Due to low NMR sensitivity, MRI can only detect the protons
contained in molecules like water and fat which are widely abundant, while
it cannot follow the signal of other molecules, like the metabolites. This pre-
vents ordinary MRI from obtaining real time information regarding dynamic
processes involved in the metabolism. To overcome this low sensitivity limita-
tion, many hyperpolarization techniques [16–20] have been devised to increase
nuclear polarization, thus enhancing NMR signal: the brute force method, the
spin exchange optical pumping (SEOP), the parahydrogen induced polariza-
tion (PHIP) and the dynamic nuclear polarization. The brute force method
implies the use of very strong magnetic field (beyond 10 T) as well as of very
low temperatures (around tens of mK) to achieve a sufficiently high nuclear
polarization (over 30 %), but it is quite inconvenient for practical applica-
tions due to technical challenges and expensive costs. The SEOP relies on
the transfer of polarization between vaporized alkali metals and noble gases
and can reach very high polarization levels (around 100 %), but cannot be
exploited to hyperpolarize solid compounds. The PHIP exploits parahydro-
genation of the sample to convert the spin order of parahydrogen into nuclear
polarization (even up to 60 % with several minutes lifetime at room temper-
ature) via adiabatic field cycling; however, obtaining parahydrogen is quite
challenging and it may be difficult to introduce 1H pairs in the sample. In
addition, optimization of the molecular design is required to maximize the
transfer of polarization and removal of the parahydrogen is needed in some
cases. On the other hand, the DNP process relies on a dynamic transfer of
polarization from highly polarized electronic spins (in typical NMR magnetic
fields electrons are fully polarized at liquid helium temperatures) to weakly
polarized nuclear stimulated by microwave irradiation at a frequency close to
the electron Larmor frequency, building an out-of-equilibrium hyperpolarized
state. Even though DNP requires the presence of unpaired electrons, which, if
not already present, are generally added by mixing the substrate with free rad-
icals [21–23], rarely with rare earth ions [24], or generated in situ by ultraviolet
irradiation [25]. Still there are several advantages: high efficiency, with nuclear
polarization approaching 100 % in the optimal cases, a signal enhancement of
many orders of magnitude, wide versatility. Due to possibility to hyperpolar-
ize a large number of solid and liquid compounds, and relatively simplicity
of experimental implementation with respect to the other hyperpolarization
techniques, since it basically requires only the addition of a MW source to the
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NMR setup [14, 19, 26], DNP has been successfully exploited to hyperpolarize
a wide range of nuclear species 1H, 2H [27], 6Li [28], 13C [27], 15N [29], 17O
[30], 19F [31], 23Na [32], 25Mg [33], 27Al [34], 29Si [35], 31P [36], 35Cl [37], 43Ca
[38], 59Co [39], 67Zn [40], 77Se [41], 89Y [42], 107,109Ag [43], 111,113Cd [41], 115In
[44], 119Sn [45], 121,123Sb [46], 129Xe [47], 133Cs [48]. Even if the first practical
application of DNP was the realization of highly polarized targets for nuclear
particle physics experiments [26, 49], in the recent years it has become one of
the main tools to achieve the so called molecular imaging (MI). The aim of MI
[50–53] is to follow the real time evolution of biochemical processes in living
cells, tissues and intact subjects. As explained above, by means of standard
MRI this is not feasible due to the intrinsic low sensitivity. However, thanks
to the birth of the so-called dissolution dynamic nuclear polarization (dDNP)
[29, 54–61], where compounds of interest are hyperpolarized at very low tem-
peratures, then solved and heated up to room temperatures and subsequently
injected in vivo, magnetic resonance based MI [16, 62–64] has been success-
fully performed to study physiological processes like metabolism in healthy and
tumoral tissues [65–82], perfusion studies [83],cardiovascular [84] and hepatic
[85, 86] functions. DNP has played a key role also in other applications, rang-
ing from solid state NMR of proteins [87–92] and hyperpolarization of gases
[47, 93, 94] to the development heterogeneous catalysts, hybrid materials and
polymers [36, 95–103], to additional medical studies [28, 35, 38, 104–108].

From a physical point of view, the DNP process can take place through dif-
ferent mechanisms: the Overhauser effect, the solid effect, the cross effect and
the thermal mixing [15], depending on several experimental parameters like the
electron paramagnetic resonance (EPR) linewidth and the nuclear Larmor fre-
quency and leading to different hyperpolarization performances. Thus, there is
a growing interest in investigating DNP both theoretically and experimentally,
to check for example how the EPR spectrum changes upon MW irradiation
and which of the abovementioned regimes takes place. On the other hand, al-
most all compounds hyperpolarized with DNP so far have, except for proteins,
small sizes [109–122], however nowadays nanomedicine [53, 123, 124] relies on
a wide range of functionalized macromolecules and nanoparticles.

In this thesis a theoretical study is presented in order to explain quanti-
tatively the role of the free electron mutual interactions in determining the
shape of the EPR spectrum in DNP experiments, and consequently the DNP
mechanism taking place. This is important since the existing DNP model-
lization is not complete and cannot still explain some features regarding the
EPR spectra observed in DNP experiments. Then an extensive description of
DNP in βCyclodextrins (βCD’s) macromolecules, a class of macromolecules
that has been scarcely studied within the hyperpolarization context, is ad-
dressed. βCD’s [125–127] are oligosaccharides formed by seven glucose units
with a cone structure characterized by an inner hydrophobic cavity and an
outer hydrophilic surface: this particular property allows βCD’s to form inclu-
sion complexes with several other molecules [128, 129]. Since they are also non
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1. Introduction

toxic and they have a good solubility in water, βCD’s have found applications
in nanomedicine as vectors for drug delivery [130–132] and as potential contrast
agents [133–135]. Protons and 13C (this latter in suitably 13C enriched sam-
ples) hyperpolarization within βCD’s is important for two main reasons: first,
it provides new insight regarding how DNP takes place in this kind of macro-
molecules and how the out-of-equilibrium hyperpolarized state is affected by
chemical changes of the local environment surrounding nuclear spins; second,
it explores the possibility to exploit βCD’s as possible candidates for MI and
high resolution NMR experiments.

The second goal of the thesis focuses on the control of the magnetic state of
molecular materials, the valence tautomers molecules, using external infrared
(IR) light irradiation in view of possible data storage applications. Nowadays,
the magnetic memory devices that are commercially available are made up of
small, single and decoupled magnetic domains, where the single bit, i.e. the
fundamental information unit, is stored in the orientation of the magnetiza-
tion of the single domain [3]. However, there are three main open questions
regarding the further development and improvement of these devices: size,
read/write operations and heat dissipation. Concerning size, the single domain
has a mean width which is less than 1 µm. The raggedness of the border of
the bit produces noise that can be limited by reducing the size of the bit [136].
However, size reduction leads to an important physical boundary: the super-
paramagnetic limit [136–138]. Since the fundamental information is stored in
magnetization direction in the single domain, the magnetization lifetime tells
how long that information will be stored. For commercially available material,
this lifetime, which depends on the domain size is around thousands of years,
thus sufficiently long for memory devices. However, by reducing by a factor
two the size of the domain, the lifetime reduces to tens of seconds, which is
clearly a very short value [136, 137], due to the superparamagnetic limit. The
second problem involves the limited read and write operations on magnetic
memories: on one side, reducing the bit size implies that the writing magnetic
field, necessary to switch the magnetization direction, has to increase in or-
der to avoid thermally driven switching failures [139]; on the other hand, the
read/write access time is limited to tens of nanoseconds [140]. Lastly, reduc-
ing bit size implies a higher concentration of electrical contacts which leads to
larger heat dissipation. One possible solution is a revolution of the magnetic
memory architectures, by using single molecules as bits [141–143], since they
have already shown to mimic electronic device architectures [144–147]. There
are two main families of compounds that can be exploited for this goal: the
spin-crossover systems [148–151] and the valence tautomers [152–159]. In this
thesis, the attention will be focused on the latter. The valence tautomer is a
molecule formed by a metal ion (in our case Cobalt) with a redox-active or-
ganic ligand (belonging to the dioxolene family). The interest in this particular
class of materials relies on their magnetic bistability, i.e. on the existence of
two stable molecular magnetic state, a low spin (LS) and an high spin (HS)
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one: these states can be associated with the fundamental binary values, 0 and
1, and thus these molecules could suitably be exploited for data storage appli-
cations. This magnetic bistability is due to an intramolecular electron transfer
between the ion and the ligands that leads to a change in the global spin state
of the molecule. Furthermore, it has been demonstrated that external stimuli,
like temperature variation, infrared light irradiation and pressure application
can induce the transition from LS to HS and viceversa [160–166], thus repre-
senting possible read and write protocols. In particular, after the light-induced
transition the system is brought into an out-of-equilibrium state, with different
features with respect to the thermal equilibrium one. Using these molecules for
data storage application would lead in principle to some advantages: a three
order of magnitude size reduction (from micrometer to nanometer scale), faster
read and write access times (from nanoseconds to femtoseconds) and removal
of the electric contacts (by using, for example, light to induce transitions, i.e.
to write information), thus reducing heat dissipation. However, to test the fea-
sibility of these compounds for data storage, it is necessary to properly study
the light induced transition process as well as the lifetime and the coherence
time of the light induced HS state in order to explore the stability of the
system and the possible conditions of use. In this thesis the Superconducting
Quantum Interference Device (SQUID) magnetometer and magnetic resonance
techniques are employed to study the spin dynamics of the light induced HS
state in a Cobalt-based valence tautomer.

The thesis is structured as follows. Chapter 2 introduces the basics con-
cepts and quantities relevant in magnetic resonance, in particular the magnetic
polarization and the spin-lattice relaxation time. In the chapter 3, after an
overview of the theoretical background of DNP, the theoretical simulations of
the EPR spectrum under DNP conditions are discussed and the description of
the samples and the experimental NMR-DNP results and related discussions
are presented. In chapter 4 the properties of Cobalt-based valence tautomers
are discussed and the SQUID, NMR, Muon Spin Rotation (µSR) results in
presence of external stimuli are given, with a particular focus on the appli-
cation requirements of this compound for data storage application. Chapter
4 summarizes the main experimental conclusions, highlighting the future per-
spectives in both fields. The appendix A contains a brief description about the
techniques and the sequences employed in the experiments.
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Chapter 2
Basics of Magnetic Resonance

2.1 Polarization

The magnetic polarization, also called polarization, is a key concept of the
magnetic resonance field. An ensemble of spins S = 1

2
, placed into a magnetic

field H0, experiences the Zeeman interaction, leading to the appearance of two
Zeeman energy levels:

Em = −~γSH0 ·mS, (2.1)

where mS is the spin component along the external magnetic field direction
and γS is the gyromagnetic ratio. For nuclear spins, γ is in most cases positive
and the lower nuclear Zeeman state has spins aligned parallel to H0, while the
upper one has spins aligned antiparallel to H0. On the other hand the electrons
have a negative γ, so the spin orientation on each level will be opposite with
respect to the nuclear system. However, in both case it is possible to define
the magnetic polarization as the difference between the number of spin in the
upper level and in the lower level:

P =
Nupper −Nlower

Nupper +Nlower

, (2.2)

with the normalization factor Nupper +Nlower. If the system is highly polarized
then P ' ±1, while if the system is weakly polarized then P ' 0. The energy
difference between the two levels is:

EZ = ~γSH0 = ~ωS, (2.3)

where ωS is the Larmor frequency. Transitions are induced whenever the sys-
tem absorbs or emits a quantum of energy equal to EZ : a spin will switch
to the upper or to the lower level, respectively. Electron spins have γ/2π
= -28.024 GHz/T, so their Larmor frequency will fall in the 100 - 102 GHz
range when placed into a magnetic field of the order of 0.1 to 10 T, which is
the order of magnitude of the fields used in magnetic resonance experiments,
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2. Basics of Magnetic Resonance

meaning the microwaves (MW) are needed to induce transitions. On the other
side, nuclear spins have γ in the range 100 - 101 MHz/T, which corresponds
to Larmor frequencies in the 100 - 102 MHz range, which are matched by ra-
diofrequency (RF) irradiation. The two level system can always be described
by the spin temperature TS, that is a thermodynamic quantity related to the
population distribution over the two levels, provided that the spin can interact
with each other much faster than with the external world (the so-called lattice)
[167]. Since the nuclear (or the electron) spins are localized, the Boltzmann
distribution describes the population in each level:

plower =
exp ( ~ωS

2KBTS
)

Z
,

pupper =
exp ( −~ωS

2KBTS
)

Z
,

(2.4)

where Z = plower + pupper is the partition function. Sometimes the inverse spin
temperature, defined as β = ~/KBTS, is used. Now, by inserting Eq. 2.4 in
Eq. 2.2 one obtains

P = tanh (
~ωS

2KBTS
), (2.5)

showing the spin temperature dependence of the magnetic polarization [167].
When TS is equal to 0, then P is 1 and the system is completely polarized (all
spins stay on the lower level), while if TS is +∞ then P is 0 and the system is
not polarized (equal population on both levels). Negative spin temperatures
correspond to population inversion, which eventually forces all the spin to
populate the upper level, yielding P = -1. However, the spin system is never
completely isolated, since it is always surrounded by the external environment,
which is called lattice: it is characterized by its own spin temperature TL, it
can exchange energy with the spins and it is assumed to have a heat capacity
much larger than the spins one. In thermal equilibrium conditions, a simple
thermodynamic consideration holds: TS = TL. However, the abovementioned
transitions induced by external electromagnetic wave irradiation may change
the population distribution of the two level system, thus changing the spin
temperature TS, which may become larger or smaller than TL. In this case
it is said that the spin system is out-of-equilibrium: the thermal contact with
the lattice will force the spin temperature TS to go back to the the thermal
equilibrium value TL through an exchange of energy between the spins and
the lattice. This process is called relaxation.

8



2.1. Polarization

Figure 2.1: Picture of the simplest pulsed magnetic resonance experiment. a) The static
field H0 generates the magnetization M. b) The oscillating field H1 tilts M by a 90◦ angle.
c) M relaxes back to initial condition.

In nuclear and electron pulsed magnetic resonance experiments, a static
field H0 is used to induce a nuclear or electronic magnetization M along H0,
which is then rotated by an external oscillating field H1 (at the Larmor fre-
quency). If one supposes that H0 is parallel to the ẑ axis then M will be
directed along that axis as well (Fig.2.1a). By applying the field H1 along the
ŷ axis for a given time, it is possible to tilt M along the x̂ axis through, for
example, a 90◦ rotation (Fig.2.1b). After switching off H1, two types of relax-
ation will take place: the spin-spin relaxation and the spin-lattice relaxation.
The former one is a dephasing of the x̂ components of the spins (i.e. a mutual
exchange of energy between spins) and will cause the disappearance of M along
the transverse x̂-ŷ plane within a timescale named T2. The latter one is the
exchange of energy between the spins and the lattice and causes the build-up
of M along the ẑ axis, i.e. along the thermal equilibrium condition, within
a timescale named T1 (Fig.2.1c). These two timescales can be measured in
magnetic resonance experiments and allow to unravel microscopic properties
of the compound studied.

Figure 2.2: Picture of the laboratory frame and of the rotating frame used to describe
magnetic resonance experiments.

When describing the motion of the magnetization in magnetic resonance
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2. Basics of Magnetic Resonance

experiments, it is useful to introduce a rotating frame along the fixed laboratory
frame (Fig. 2.2). It rotates with an angular frequency ω parallel to the ẑ axis
so that its ẑ′ is superimposed to the ẑ axis. When ω matches the Larmor
frequency then any dynamic effect due to the static field H0 in the rotating
frame is cancelled, thus simplifying the calculations. An example comes from
the previously described experiment (Fig.2.1). In presence of both the static
and the oscillating magnetic fields, in the rotating frame (with frequency ω)
the total field probed will be:

HT =

(
H0 −

ω

γ

)
ẑ′ +H1ŷ

′ (2.6)

When ω matches the Larmor frequency then the HT reduces to H1, thus ap-
parently cancelling the effect of the static field.

2.2 Bloch Equations and MR Signal

To quantitatively describe the motion of the magnetization M (resulting from
an ensemble of N spins S, with γ indicating the gyromagnetic ratio) in a
magnetic resonance experiment one can initially resort to the Bloch equa-
tions [6, 7]. Suppose that the external static magnetic field H0 is directed
along ẑ and so does M. Then an other magnetic field H1, rotating in the x̂y
plane at a frequency ω, is added so that the total field probed by M is H =
H0ẑ+H1(x̂cosωt+ŷsinωt). By adding the relaxation times introduced in the
previous section, T1 and T2, the Bloch equation describing the time evolution
of the components of M can be cast in the form:

dMz

dt
= γ(M ×H)z +

M0 −Mz

T1
(2.7)

dMx

dt
= γ(M ×H)x −

Mx

T2
(2.8)

dMy

dt
= γ(M ×H)y −

My

T2
(2.9)

An analytical solution can be found in the limit H1 � H0 and considering the
stationary state, dM/dt = 0:

Mz 'M0, (2.10)

Mx = χ′ ·H1, (2.11)

My = χ′′ ·H1, (2.12)

where χ’ and χ” are the real and the imaginary part of the magnetic sus-
ceptibility, the quantity describing the response of the sample to an external
oscillating magnetic field at a frequency ω. Explicit expressions are

χ′(ω) = χ0ωST2
(ω − ωS)

1 + (ω − ωS)2T 2
2

, (2.13)

10



2.3. Spin-Lattice Relaxation Rate

χ′′(ω) = χ0ωST2
1

1 + (ω − ωS)2T 2
2

, (2.14)

where ωS is the Larmor frequency. The factor χ0 is the static susceptibility,
describing the response to a static field and is given by the Curie theory:

χ0 =
Nγ2~2I(I + 1)

3KBT
(2.15)

From Eq. 2.14 it is clear that whenever the resonance condition ω = ωS
is met then the energy transfer from H1 to the spins is maximized and the
magnetization M will move away from the equilibrium position. When the
field H1 is switched off then M will tend to go back to the equilibrium position,
generating a variation in the magnetic field flux around the sample and, if the
sample is placed into a coil, inducing a current which is the MR signal. Thus
one can write:

G(t) ∝< Mx(t),Mx(0) > (2.16)

i.e., the MR signal is directly proportional to the time correlation function of
the transverse component of the magnetization. It is then clear that as Mx

increases the MR signal intensity will increase as well. Eq. 2.16 is valid in the
rotating frame when the resonance condition is matched. In the laboratory
frame instead the effect of the static field is to multiply Eq. 2.16 by a factor
cos (ωSt).

2.3 Spin-Lattice Relaxation Rate

The Bloch equations (Eq.s 2.7, 2.8, 2.9) take in account spin relaxation by
introducing the relaxation times T1 and T2 but they do not provide any further
detail about it. If one considers a 1

2
spin placed into a magnetic field H0

two Zeeman levels will appear (|1〉 and |2〉): when the spin is brought out-
of equilibrium by any external perturbation, the timescale characterizing its
return to the equilibrium state is the spin-lattice relaxation time, namely T1.
Thus T1 plays a fundamental role in the investigation of out-of-equilibrium
states. The spins can be very sensitive probes of the local magnetic fields,
which might be modulated by molecular or glassy dynamics in some cases, by
detecting them directly or indirectly. A strategy to evaluate T1 is to take into
account a general external perturbation characterized by a fluctuating local
magnetic field h(t) at the spin site. The related hamiltonian is:

Hfluct = −γ~Ih(t) (2.17)

that is a perturbation to the principal hamiltonian, containing the Zeeman
term. The probability that Hfluct induces a transition from |1〉 to |2〉 after a
certain time t is given by:

P1,2(t) =
1

~2
|
∫ t

0

〈1|Hfluct |2〉 exp (+iωIt
′)dt′|2 (2.18)

11



2. Basics of Magnetic Resonance

where ωI = γH0 is the spin Larmor frequency. If one considers an ensemble
of spins, then one has to average over all the transition elements 〈1|Hfluct |2〉
introducing the correlation function G(τ). The transition rate becomes:

W1,2 =
P1,2(t)

t
=

1

~2

∫ +∞

−∞
G(τ) exp (+iωIτ)dτ (2.19)

where the integral has been extended over an infinite range of fluctuation
times. Eq. 2.19 shows that the transition rate is the Fourier transform of the
fluctuating field correlation function at the spin Larmor frequency. If H0 is
directed along ẑ only the x̂ and ŷ component of h(t) must be retained in the
correlation function because only they are able to induce transitions between
Zeeman levels. Furthermore, since hx(t) and hy(t) can be expressed as function
of the corresponding scale operators h+(t) and h−(t) and since W1,2 = 1/ (2T1),
Eq. 2.19 becomes:

1

T1
=
γ2

2

∫ +∞

−∞
< h−(τ)h+(0) > exp (+iωIτ)dτ (2.20)

where Eq. 2.17 has been exploited to express the fluctuating field h(t). The
conclusion is that the spin-lattice relaxation rate is the Fourier transform of
the correlation function of the transverse components (to satisfy the transition
rules from quantum mechanics) of the external fluctuating field at the spin
Larmor frequency (to satisfy the conservation of total energy). Eq. 2.20 is the
general form of the spin-lattice relaxation rate in the presence of a fluctuating
magnetic field and it is the starting point in the analysis of the process which
brings an out-of-equilibrium system back to its equilibrium state through an
exchange of energy with the surrounding lattice. One can consider the typical
exponential decay for the correlation function:

< h−(τ), h+(0) >=< ∆h2⊥ > exp

(
− τ

τC

)
(2.21)

where τC is the correlation time characterizing the fluctuations. Thus the 1/T1
will be a lorentzian function of ωC = 1/τC :

1

T1
=
γ2

2
< ∆h2⊥ >

2τC
1 + ω2

Iτ
2
C

(2.22)

It is possible to approximate Eq. 2.22 in case of fast motions (ωIτC � 1) or
slow motions (ωIτC � 1), yielding, respectively:

1

T1
= γ2 < ∆h2⊥ > τC , (2.23)

1

T1
= γ2 < ∆h2⊥ >

1

ω2
IτC

. (2.24)
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2.3. Spin-Lattice Relaxation Rate

As shown in the next chapter, the local magnetic fields can be modulated by
different phenomena. In amorphous compounds low-frequency glassy modes,
involving changes in the local structures of molecules, can modulate the local
magnetic fields which become dynamic even at liquid helium temperatures.
On the other side, at higher temperatures, the activated molecular motion
makes the magnetic interaction fluctuate with a frequency clearly depending
on the speed of the motion. Thus the analysis of the 1/T1 is a powerful tool
to investigate the microscopic environment.
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Chapter 3
Dynamic Nuclear Polarization
(DNP)

As stated in the introduction, hyperpolarization techniques aims at enhancing
the nuclear thermal polarization, which at room temperature and for magnetic
fields around 1 to 3 T ranges from 10−5 to 10−6 depending on the nuclear
isotope, leading to the NMR signal amplification. In the last decades several
methods have been developed: the brute force method, the spin exchange
optical pumping (SEOP), the parahydrogen induced polarization (PHIP), the
use of nitrogen vacancy (NV) defects and the dynamic nuclear polarization
(DNP) [16–20]. The brute force method simply requires that the sample is
placed into the highest magnetic field (beyond 10 T) at the lower temperature
possible (down to tens of mK) in order to maximize the ratio appearing in
Eq. 2.5. By considering H0 = 20 T and T = 10 mK, then proton polarization
would be P = 0.31, which is a huge value: however, achieving such extreme
conditions is not practical and, furthermore, is quite expensive. The SEOP
method is used to hyperpolarize noble gases (like 3He, 83Kr and 129Xe) with
their polarization P ' 1 in many cases, demonstrating the efficiency of the
process. Within a SEOP setup an optical cell contains the target noble gas
and a vaporized alkali metal, like Rb or Cs: in the first step a circularly
polarized laser is used to optically pump the metal ions while in the second
step the electronic polarization is transferred to the nuclear spins of the noble
gas by spin exchange due to Fermi contact interaction. The accumulation rate
of nuclear polarization shall exceed the nuclear spin-lattice relaxation rate to
ensure an efficient process. The main limit of SEOP is that it only works with
gases. The PHIP method requires the addition of parahydrogen pairs (p-H2)
to the unsaturated chemical bonds in a sample of interest, with an addition
rate faster than the nuclear spin-lattice relaxation rate. The spin order is then
converted into nuclear hyperpolarization of other isotopes by RF pulses or
field-cycling scheme. While having a good efficiency, with P > 0.1, the need of
unsaturated chemical bonds in the target sample is the main limit for PHIP.
The use of the negatively charged nitrogen vacancy defects is quite a recent
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3. Dynamic Nuclear Polarization (DNP)

technique [168]. It relies on the optical pumping of the NV centers inside
diamond leading to a huge electronic polarization, that is then transferred to
the surrounding nuclear spins (by means of MW irradiation in case of solid
and liquid samples or by spin collision in case of gases) which are brought into
the out-of-equilibrium hyperpolarized state. The last and most widespread
method is DNP.

In Fig. 3.1 1H, 13C and electron spin polarization are reported as function
of temperature at H0 = 3.45 T, evaluated as P = tanh [(~γH0) / (2KBT )]. Due
to the large difference in the gyromagnetic ratio γ, it is clear that electrons
are much strongly polarized than nuclear spins, in particular at liquid helium
temperatures, where the electron polarization is close to unity (100 %), while
nuclear polarizations are far smaller (10−2 to 10−3 %).

Figure 3.1: Electron (black), 1H (blue), 13C spin polarizations temperature dependence at
3.45 T.

However, external MW irradiation, at a frequency close to the electron
Larmor frequency and at such low temperatures, might help to transfer the
polarization from free electron spins to nuclear spins, achieving an out-of-
equilibrium hyperpolarized nuclear state. At higher magnetic fields, above 9
T, the electrons are completely polarized already at 80 - 90 K: this is the
so-called high field DNP [22, 95, 169, 170]. In some cases, like metals or
paramagnetic substances, the free electrons are already present, in the form
of conduction electrons or paramagnetic centers, while in organic diamagnetic
compounds, they can be added in form of paramagnetic impurities, like free
radicals or metal ions [21–24], or temporarily generated by external UV ir-
radiation [25]. The transfer of polarization is made possible thanks to the
magnetic hyperfine interaction that allows simultaneous electron and nuclear
spin flips: in metals and liquid compounds, this interaction is dominated by
the Fermi scalar contact interaction and leads to the Overhauser effect (with
maximum 1H enhancement equal to 660) [171], while in diamagnetic com-
pounds the magnetic dipolar interaction plays the key role and in this case the
process is properly called DNP [14, 15]. DNP is a complex physical process
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that can take place through different mechanisms, namely the solid effect (SE)
[172], the thermal mixing (TM) [173] and the cross effect (CE) [174]. In the
former, the polarization transfer is realized by means of two body interactions,
flipping one electron and one nuclear spin each, stimulated by external MW
irradiation. On the other hand, the second mechanism is a collective process
that requires a thermodynamic description, where the electrons and the nuclei
are both characterized by their own spin temperature, with two steps: fist,
the MW irradiation cools down the electron spin temperature and second, the
nuclear spins are cooled in turn by the thermal contact with electrons, that
is realized through three body interaction involving two electrons and one nu-
cleus. The last mechanism, the cross effect, is something in between the SE
and the TM since predicts that nuclear hyperpolarization is achieved through
the three body interactions (as it happens in TM) which are directly stim-
ulated by MW irradiation (as in SE) without resorting to thermodynamics.
Since distinguishing between these regimes is not trivial, a theoretical back-
ground is provided in the first section of this chapter to present the equations
relevant for model interpretation and data analysis. In particular, the first two
subsections will focus on a quantum-mechanics based treatment of the rate
equations describing the nuclear polarization time evolution by combining the
effect of DNP hyperpolarization build-up and nuclear spin-lattice relaxation
to find the steady-state out-of-equilibrium condition. Furthermore, since the
EPR spectrum changes its shape upon MW irradiation and depending on the
DNP regime taking place, numerical simulations are presented in the third sub-
section to investigate the quantitative role of the electron mutual interactions
and of the MW power in typical DNP conditions.

The most striking application of DNP is the magnetic resonance based-MI,
where compounds of interest are hyperpolarized at low temperatures and at
high magnetic fields, then heated and dissolved in physiological solutions and
eventually injected in human or animal patients in order to perform a selective
imaging to follow their real time evolution: this is the so-called dissolution DNP
(dDNP) [29, 54, 58–60, 175] and it takes around 10 s (from heating to in vivo
transfer) [58–60] (Fig. 3.2). There are many concerns about studying DNP in
view of dDNP applications. First of all, though large proton polarization has
been obtained with DNP, 1H MI is hindered by the very short relaxation times
at room temperatures, that prevent from performing the imaging sequences
required, since hyperpolarization is rapidly lost. Indeed, most dDNP studies
and MI have been focused on other nuclear species, like 13C [62–66, 69–74, 76–
79, 81–83, 176, 177] which, due to lower gyromagnetic ratio, is in general
characterized by longer relaxation times. However, compounds of MI interest
must be enriched with 13C before DNP and it is vital to study how different
chemical environments surrounding 13C atoms change their hyperpolarization
performances.
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3. Dynamic Nuclear Polarization (DNP)

Figure 3.2: Schematic view of the setup for dDNP.

Significant NMR signal enhancement must be achieved, in order to make
the NMR signal detectable. Furthermore, the size [62] of the selected molecule
and the solid phase (crystalline or amorphous) of the sample [56, 117, 178]
are expected to affect the DNP process. Regarding the dissolution and the
injection steps, one must assure that the compound is completely soluble and
that any free radical have a negligible impact on the patient. Lastly, since
the transfer time in dDNP lasts 3 to 15 s, the nuclear spin-lattice relaxation
time at body temperature must be high enough to preserve at least part of
the hyperpolarization for the imaging sequence, which may take at least 1
minute [60]. Other applications of DNP involve the high resolution NMR
spectroscopy experiments, where it is fundamental to combine DNP with magic
angle spinning (MAS) [88, 89, 100, 179, 180]. Fewer requirements are needed
here: high hyperpolarization performances and short polarization (build-up)
times.

Both theoretical and experimental questions are addressed in the second
and third sections of this chapter, along with sample preparation description
and presentation and interpretation of the DNP-NMR results.

3.1 Typical DNP Regimes

3.1.1 The Solid Effect

The solid effect is a polarization process, that allows to transfer the polar-
ization from electrons to nuclei coupled via magnetic dipolar interaction by
simultaneous flip of both spins and that takes place when the EPR linewidth
is much smaller than the nuclear Larmor frequency:

∆ωS � ωI . (3.1)
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3.1. Typical DNP Regimes

A simplified and qualitative picture useful to explain how the SE works is shown
in Fig. 3.3. Suppose that, in a static magnetic field H0, the electron system (S

Figure 3.3: Schematic view of the DNP via the SE, with the flip-flop transition involving
one electron (blue circles) and one nucleus (yellow circles). Zeeman energy levels are not in
scale.

= 1
2
) is completely polarized (PS ' 100 %), while the nuclear one (I = 1

2
) is not

(PI ' 0 %). Thanks to the hyperfine interaction (S· ¯̄A·I), MW irradiation at a
frequency ωMW = ωS±ωI is able to induce the so-called forbidden transitions,
where both electron (with Larmor frequency ωS = H0 · γS) and nucleus (with
Larmor frequency ωI = H0 ·γI) spins flip, provided that ¯̄A is a tensor. Suppose
that MW irradiation stimulates only the flip-flop transition (this is possible
thanks to condition 3.1): since all the electrons are in the lowest electron
Zeeman level, the flip-flop transition will send one electron into the upper
level. At the same time, due to the frequency relation, a nucleus will go in
the upper nuclear Zeeman level too. In this way, one electron and one nucleus
will be out-of-equilibrium: since the electron spin-lattice relaxation is faster
than the nuclear one, the electron will go back to the starting condition almost
immediately, while the nucleus will not. By repeating this process several
times, the nuclear spins will hyperpopulate one of the two nuclear Zeeman level,
creating an hyperpolarized out-of-equilibrium state. If the flip-flip transition
is chosen, then the nuclear spins will hyperpopulate the other nuclear Zeeman
level and the DNP enhanced polarization will change its sign. Since we are
treating a diamagnetic solid doped with paramagnetic impurities, the electron
will interact only with surrounding nuclei: the nuclear hyperpolarization will
be spread throughout the sample due to the nuclear spin diffusion, a process
that is based on nuclear dipolar magnetic interaction, which will be explained
at Sect. 3.1.4. To build a quantitative description of the SE, one might refer to
quantum mechanics [15, 181]. The simplest possible model contains an electron
spin S interacting with a nuclear spin I, both placed into a static magnetic field
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3. Dynamic Nuclear Polarization (DNP)

H0 (pointing along the ẑ axis) and subject to a MW field H1 cos (ωMW t) (along
the x̂ axis). The hamiltonian is:

H = ~
[
ωSSz + 2ω1SSx cos (ωMW t)− ωIIz +

1

2
Sz

(
¯̄Az−I+ + ¯̄Az+I−

)]
, (3.2)

where the first and the third terms are the electron and nuclear Zeeman in-
teractions, the second term is the interaction between electrons and MW field
and the last term is the truncated hyperfine interaction. By means of a series
of reference frames changes and truncation of negligible terms (like those in-
ducing pure nuclear transitions, which are not useful for SE), it is possible to
write the following expression for the hamiltonian:

H = ~ (ωS − ωMW )Sz +
1

2
~ω1S (S+ + S−)− ~ωIIz

−1

8
~ (S+ + S−)

(
¯̄Az−I+ − ¯̄Az+I−

)
sin θ cos θ

−1

8
~ (S+ − S−)

(
¯̄Az−I+ + ¯̄Az+I−

)
sin θ,

(3.3)

where θ is the angle between the effective magnetic field acting on the electron
spin (H0+H1 cos (ωMW t), in the rotating reference frame) and the ẑ axis. The
eigenstates may be written in the form |mS,mI〉. These eigenstates are:

� a) |+1
2
,−1

2
〉

� b) |+1
2
,+1

2
〉

� c) |−1
2
,−1

2
〉

� d) |−1
2
,+1

2
〉

The non-diagonal terms of Eq. 3.3 yield the following transitions:

� the term 1
2
~ωS (S+ + S−) induces transitions |mS〉 = |+1

2
〉 ↔ |+1

2
〉, which

are pure electronic transitions, not leading to DNP;

� the term containing ¯̄Az−S+I+ + ¯̄Az+S−I− induces transitions where S
and I flip in the same direction, i.e. flip-flip transitions;

� the term containing ¯̄Az+S−I+ + ¯̄Az−S+I− induces transitions where S
and I flip in opposite directions, i.e. flip-flop transitions.

Flip-flip and flip-flop transitions play the key role in the dynamic transfer of
polarization from electrons to nuclei. Exploiting the density matrix approach
it is possible to write the rate equations for the eigenstates populations in the
cases the MW irradiation induces one transition or the other. For flip-flip
transitions:

Wflip−flip =
1

2
π

∣∣∣12 ¯̄Az+

∣∣∣2 ω2
1

ω2
I

he (ωS − ωMW − ωI) , (3.4)

20



3.1. Typical DNP Regimes

while for flip-flop transitions:

Wflip−flop =
1

2
π

∣∣∣12 ¯̄Az+

∣∣∣2 ω2
1

ω2
I

he (ωS − ωMW + ωI) , (3.5)

where he refers to the electron homogeneous lineshape. The next step is to
extend this simple model to a system containing NS electrons and NI nuclei,
by introducing summation over all available spins in the rate equations. Eq.
3.4 and 3.5 become:

Wflip−flip =
1

2
π
| ¯̄A|2ω2

1

ω2
I

NS

NI

g (ωMW + ωI) , (3.6)

Wflip−flop =
1

2
π
| ¯̄A|2ω2

1

ω2
I

NS

NI

g (ωMW − ωI) , (3.7)

where A is the hyperfine interaction strength averaged over electrons and nu-
clei, while g is the full EPR lineshape, i.e. the inhomogeneous convolution of
many homogeneous lineshapes h used above. The corresponding rate equation
for the nuclear polarization is:

∂PI
∂t

= −2Wflip−flip [PI − PS (ωMW + ωI)] +

−2Wflip−flop [PI + PS (ωMW − ωI)] ,
(3.8)

showing how it grows through SE after switching on the MW field. It is now
possible to distinguish two cases:

� 1) the EPR linewidth is smaller than ωI : it is possible to selectively irra-
diate either the flip-flip or the flip-flop transition, yielding a positive or
a negative DNP enhanced polarization. By calculating the DNP profile,
i.e. the DNP enhanced polarization as a function of ωMW , one observes
two well separated peaks, each with opposite sign, corresponding to the
two abovementioned transitions. This case is called well-resolved solid
effect (Fig. 3.4a).

� 2) the EPR lineshape is of the same order of ωI : it is no longer possible to
irradiate selectively one of the two forbidden transitions and, since they
aim to build polarizations with opposite signs, their effects will balance
each other and the global efficiency of the process will be reduced. The
DNP profile displays two overlapping opposite peaks. This case is called
differential solid effect (Fig. 3.4b).
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3. Dynamic Nuclear Polarization (DNP)

Figure 3.4: DNP profile, namely the nuclear polarization over ωMW , for a) well-resolved
solid effect and b) differential solid effect.

The well-resolved SE has been observed experimentally many times, mainly
using narrow EPR spectrum free radicals, like trityls [22, 24, 182, 183], ex-
ploiting single crystals to reduce the electron g-factor anisotropy as much as
possible, to limit the EPR spectrum broadening [184] or using low concentra-
tion of free radicals [23]. Also differential SE has been observed experimentally
[182, 185, 186]. So far, the quantum mechanics treatment has explained how SE
works, showing that the hyperfine interaction, stimulated by MW can transfer
polarization from electrons to nuclei. However, the same interaction, in the
absence of MW, is a channel for the nuclear spin-lattice relaxation: each time
an electron spin flips due to the interaction with a phonon mode, for example,
with a rate given by 1/T1e, the hyperfine interaction may cause a nuclear spin
to flip. It is possible to demonstrate [15] that the nuclear spin-lattice relaxation
rate for this process, that is called direct relaxation, is:

1

T1n
=

1

T1e

2NS| ¯̄A|2

NIω2
I

, (3.9)

regardless of the process that causes the electron relaxation (direct, Raman or
Orbach) in the slow motion limit (Eq. 3.9 is an explicit form of Eq. 2.24).
By introducing the lattice polarization PL, that is the electron polarization
at thermal equilibrium at the temperature T, the rate equation 3.8 must be
modified by adding the following term:

∂PI
∂t

= − 1

T1n
(1− PLPS)PI , (3.10)

which counteracts the polarization growth induced by SE and thus limits the
maximum enhancement achievable, i.e. it lowers the height of the peaks rep-
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3.1. Typical DNP Regimes

resented in Fig. 3.4. The rate equation can be solved in the case of a steady
state, by taking ∂PI/∂t = 0. The solution for well-resolved solid effect (in case
of stimulating the flip-flip transition, but an analogous formula is valid also for
flip-flop transition) is:

PI =
Wflip−flipT1e

Wflip−flipT1e + (1− P 2
L)
PL. (3.11)

For differential solid effect:

PI =
Wflip−flipT1e −Wflip−flopT1e

Wflip−flipT1e +Wflip−flopT1e + (1− P 2
L)
PL. (3.12)

This highlights the double role played by the electrons: on one side, they
help to build nuclear hyperpolarization, but, at the same time, they cause its
decrease through T1n processes. It is clear that a compromise must be found
in the number of free electron spin present in the sample: experiments have
shown that in the SE process the DNP efficiency depends on the polarizing
agent concentration [187].

3.1.2 Thermal Mixing

The thermal mixing (TM) process requires a completely different approach
with respect to the solid effect and it takes place when the nuclear Larmor
frequency is of the same order or even smaller than the EPR linewidth [167,
188]:

∆ωS & ωI . (3.13)

In this limit, the flip-flop and flip-flip transitions cannot be induced selectively
and thus their effect is cancelled: they are no longer responsible for the polar-
ization transfer from electrons to nuclei. The TM mechanism can be invoked
to explain DNP in this limit. In the first step, the system is described by
thermodynamical point of view as made up of four different energy reservoirs
[42], each corresponding to a term of the total hamiltonian and characterized
by an own inverse spin temperature, depicted in Fig. 3.5:

� a) the electron Zeeman reservoir, described by the interaction of electrons
with the static field H0, with inverse spin temperature α;

� b) the nuclear Zeeman reservoir, described by the interaction of nuclei
with the static field H0, with inverse spin temperature βn;

� c) the electron dipolar reservoir, described by the magnetic dipolar in-
teraction between electrons, with inverse spin temperature βe;

� d) the lattice reservoir, described by the environment surrounding elec-
trons and nuclei, with inverse spin temperature βL.
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Figure 3.5: Schematic view of the four energy reservoirs involved in the TM regime with
the relaxation times between them and, in round brackets, the inverse spin temperatures.

In terms of quantum mechanics, the inverse spin temperatures α and βn depend
on the population distribution in the electron Zeeman and nuclear Zeeman en-
ergy levels, respectively. On the other hand, the interaction between electrons
transforms the sharp electron Zeeman levels into wide bands of sub-levels: the
population distribution inside each band determines βe. Finally, βL corre-
sponds to the inverse of the working temperature, that is the temperature at
which the whole process takes place. In a thermal equilibrium condition, α
= βn = βe = βL (see Fig. 3.6). However, by applying MW irradiation at a

Figure 3.6: Schematic representation of the cooling process. At thermal equilibrium (left
panel), α = βe and the population distribution of the two Zeeman levels and inside the
bands can be described by one spin temperature. By MW irradiation (right panel) at a
frequency (ωMW ) slightly lower than the electron Larmor frequency (ωS), α is decreased,
while βe increases, achieving the dynamic cooling of the electron dipolar reservoir, through
enhancement of the population difference between the upper and the lower sublevels in each
band.

frequency slightly lower than ωS, transitions between from the upper energy
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3.1. Typical DNP Regimes

sub-levels of the lower band to the lower energy sub-levels of the upper band
are induced (see Fig. 3.6): this causes a decrease of α, but, at the same time,
an increase of βe, i.e. the electron dipolar reservoir is dynamically cooled. The
second step of TM requires a thermal contact between this latter reservoir and
the nuclear Zeeman reservoir, that is thus cooled as well. The increase of βn
causes the increase in the population difference between the nuclear Zeeman
energy levels and an increase of the nuclear polarization, even by orders of
magnitude. The mentioned thermal contact is realized by mean of three body
interactions [188], where two electron spins with slightly different ωS flip simul-
taneously in different directions and the remaining energy is given to a nuclear
flip, which can flip itself, as depicted in Fig. 3.7. This process is possible
since the order of magnitude of the electron mutual interaction is the same of
that of the nuclear Zeeman, i.e. tens to hundred of MHz. A striking feature
of TM is that all nuclear species involved reach the same spin temperature
[27, 42, 54, 110, 189].

Figure 3.7: Schematic view of the triple spin flip process involving two electron and one
nuclear spins.

To get a quantitative picture one has to resort to the quantum mechanics
treatment [15], as done for SE.

First of all, the Provotorov’s theory can be recalled to explain how the
electron system (NS electrons placed into a static magnetic field H0) evolves
in time under MW irradiation, provided that the EPR spectrum is inhomoge-
neously or homogeneously broadened and a fast spectral diffusion acts on it
(that is, the mutual electron interaction is very fast) [190]. If the EPR spec-
trum is characterized by a center of gravity ω0 and a width D, then the electron
polarization is

PS (ω) = tanh
1

2
(ω0α + (ω − ω0) βe), (3.14)

and the total energy of the system is

U = −~NS ·
[

1

4
ω2
0α +

1

4
D2βe

]
. (3.15)

The Provotorov theory assumes that the electron system is characterized by
two parameters, α and βe (Eq. 3.14), which can be identified as the two spin
temperatures of the two blocks that form the electron system: these are the
same electron reservoirs mentioned in the qualitative description. Now, if a
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MW field H1 is applied perpendicular to H0 with a frequency ωMW , the rate
equation for the electron polarization is:

∂PS (ω)

∂t
= −πω2

1g (ωMW )PS (ω) (3.16)

where ω1 = γeH1 and g is the inhomogeneous lineshape. By working on Eq.
3.16, it is possible to arrive at the two Provotorov equations:

∂PS (ω)

∂t
= −2W (ωMW ) ·

[
PS (ω) +

1

2
(ωMW − ω0)

(
1− PS (ω)2

)
βe

]
, (3.17)

1

2
D2 ∂

∂t

(
1− PS (ω)2

)
βe = −2W (ωMW ) · (ωMW − ω0) ·

·
[
PS (ω) +

1

2
(ωMW − ω0)

(
1− PS (ω)2

)
βe

]
,

(3.18)

where W(ω) = 1
2
πω2

1g (ω) is the MW-induced transition rate. These equations
express the time evolution of the two parameters, α (which is included implic-
itly by using Eq. 3.14) and βe, under MW irradiation. In the high temperature
approximation

(
1− PS (ω)2

)
' 1 and Eq. 3.17 and 3.18 become:

ω2
0

∂α

∂t
= −2W (ωMW )ω0 · [ω0α + (ωMW − ω0) βe] , (3.19)

D2∂βe
∂t

= −2W (ωMW ) · (ωMW − ω0) · [ω0α + (ωMW − ω0) βe] . (3.20)

The stationary solutions in the high temperature approximation are obtained
by applying the MW field for a very long time and by putting ∂α/∂t = 0 and
∂βe/∂t = 0 in Eq. 3.19 and 3.20. The initial condition is that at the beginning
of the DNP process the system is in thermal equilibrium and thus all the spin
temperatures are equalized to a common value β0. Then the solutions are:

αinf =
(ωMW − ω0)

2

D2 + (ωMW − ω0)
2β0, (3.21)

βe inf = −ω0 (ωMW − ω0)−D2

D2 + (ωMW − ω0)
2 β0. (3.22)

The profile of βe inf as function of ωMW displays two unresolved peaks with
opposite signs (see Fig. 3.8), showing how TM cools the electron dipolar
reservoir, as stated in the first step of the qualitative TM description. An
extension to the Provotorov theory is given by Borghini [191], who introduces
also the nuclear inverse spin temperature, obtaining an additional rate equation
describing the time dependence of the nuclear polarization.

To explain the second step, it is crucial to understand how the thermal
contact between electron dipolar and nuclear Zeeman reservoirs is realized.
One can start with a simple model containing one nuclear spin I and two
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Figure 3.8: Electron dipolar inverse spin temperature over MW irradiation frequency from
the steady state solution of the Provotorov equations.

electron spins Si and Sj, placed into a static magnetic field H0, directed along
the ẑ axis [15]:

H = ~ωiSSiz + ~ωjSS
j
z − ~ωIIz+

~
1

4
D+−

(
Si+S

j
− + Si−S

j
+

)
+

+~
1

2

(
¯̄Az−S

i
zI+ + ¯̄Az+S

i
zI−

)
,

(3.23)

where the first three terms are the Zeeman interaction between H0 of Si, Sj
and I, respectively. Then there are the mutual electron interaction and the
hyperfine interaction, fourth and fifth term respectively, where truncation has
removed the parts which do not induce transitions. By mean of a series of
reference frames changes and truncation of negligible terms, similar to those
applied on the SE hamiltonian, Eq. 3.23 becomes

H = ~
(
ωjS − ω

i
S

)
Siz − ~ωIIz + ~

1

2
D+−

(
Si+ + Si−

)
+

−~1

8

(
Si+ + Si−

) ( ¯̄Az−I+ + ¯̄Az+I−

)
sin θ cos θ+

−~1

8

(
Si+ − Si−

) ( ¯̄Az−I+ − ¯̄Az+I−

)
sin θ,

(3.24)

whose eigenstates may be represented using the notation |mi
S,m

j
S,mI〉, where

the quantum numbers refer to the electron and nuclear spin components along
the ẑ axis. The eight eigenstates are:

� a) |+1
2
,+1

2
,−1

2
〉

� b) |+1
2
,+1

2
,+1

2
〉

� c) |+1
2
,−1

2
,−1

2
〉

� d) |+1
2
,−1

2
,+1

2
〉
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� e) |−1
2
,+1

2
,−1

2
〉

� f) |−1
2
,+1

2
,+1

2
〉

� g) |−1
2
,−1

2
,−1

2
〉

� h) |−1
2
,−1

2
,+1

2
〉

The non-diagonal terms of the hamiltonian of Eq. 3.24 can induce the following
transitions:

� the term proportional to D+− induces transitions of the type |mi
S,m

j
S〉 =

|+1
2
,−1

2
〉↔|−1

2
,+1

2
〉, which are pure electronic flip-flop transition transi-

tions, not leading to thermal contact, since ωiS ' ωiS ;

� the term proportional to S+I+ and S−I− induces transitions triple spin
flip transitions (type A) |mi

S,m
j
S,mI〉 = |+1

2
,−1

2
,+1

2
〉↔|−1

2
,+1

2
,−1

2
〉,

since ωjS ' ωiS − ωI ;

� the term proportional to S+I− and S−I+ induces transitions triple spin
flip transitions (type B) |mi

S,m
j
S,mI〉 = |+1

2
,−1

2
,−1

2
〉↔|−1

2
,+1

2
,+1

2
〉,

since ωjS ' ωiS + ωI .

Hence, triple spin flips transitions are responsible for the thermal contact be-
tween the electron dipolar reservoir and the nuclear Zeeman reservoir. The
corresponding transition rates are:

WA =
1

2
π
|1
2

¯̄Az+|2
(
1
2
D+−

)2
ω2
I

g
(
ωiS − ω

j
S − ωI

)
, (3.25)

and

WB =
1

2
π
|1
2

¯̄Az+|2
(
1
2
D+−

)2
ω2
I

g
(
ωiS − ω

j
S + ωI

)
, (3.26)

To evaluate the nuclear polarization and thus the polarization transfer, one
uses the following rate equation:

∂PI
∂t

= −1

2
WA

(
1− P i

SP
j
S

)(
PI −

P i
S − P

j
S

1− P i
S − P

j
S

)
, (3.27)

and
∂PI
∂t

= −1

2
WB

(
1− P i

SP
j
S

)(
PI +

P i
S − P

j
S

1− P i
S − P

j
S

)
, (3.28)

In a real system, there are NS electrons and NI nuclei, thus one has to sum
over all spins available. Eq. 3.27 becomes:

∂PI
∂t

= −1

2
π
NS

NI

| ¯̄A|2M0
2

ω2
I

∫ +∞

−∞
g (ω) g (ω − ωI) dω·

· (1− PS (ω)PS (ω − ωI)) ·
(
PI −

PS (ω)− PS (ω − ωI)
1− PS (ω)PS (ω − ωI)

)
,

(3.29)
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and a similar formula holds for Eq. 3.28. By solving Eq. 3.29 in the absence of
other interaction one finds that in a steady-state, since electrons and 1

2
nuclei

can always be characterized by inverse spin temperatures, electron and nuclear
inverse spin temperatures are equalized by these triple spin flips, i.e. a good
thermal contact is attained.

So far, it has been shown how the MW irradiation cools the electron dipolar
reservoir (Provotorov theory) and how, consequently, nuclear spins are hyper-
polarized (triple spin flips). To complete the TM framework, one has to add
the nuclear relaxation since the hyperpolarized state is an out-of-equilibrium
one. Nuclei can relax following mainly two channels: the first one is the direct
relaxation, involving one electron and one nucleus, that has been introduced
in the previous subsection; the second one is the indirect relaxation, involving
two electrons and one nucleus. Just like in the SE, the same mechanism pro-
viding nuclear hyperpolarization is also a channel for nuclear relaxation in the
absence of MW irradiation. For this indirect process, one can write:

∂βn
∂t

= − 1

τSSI

NS

NI

D2

ω2
I

(
1− P 2

S

)
(βn − βe) , (3.30)

where τSSI is the triple spin flips timescale:

1

τSSI
=

1

2
π
| ¯̄A|2M2

0

D2

∫ +∞

−∞
g (ωS) g (ωS − ωI) dωS (3.31)

It should be stressed that this process allows nuclei to relax exchanging energy
with the electron dipolar reservoir (βe appears in Eq. 3.30 and not βL), which,
in its turn, will relax exchanging energy with the lattice [111]. This is the
reason for the ”indirect”nomenclature, while the direct process transfers energy
directly from the nuclei to the lattice. The direct and the indirect relaxation
processes are competing in the TM so the total nuclear relaxation will be:

∂βn
∂t

= − 1

τSSI

NS

NI

D2

ω2
I

(
1− P 2

S

)
(βn − βe)−

1

T1n
(1− PLPS) βn. (3.32)

Depending on the magnitude of the relaxation times for this two processes,
three different regimes can be distinguished:

� if T1n/τSSI < 2| ¯̄A|2/D2 then the direct process dominates the relaxation
and Eq. 3.32 becomes:

∂βn
∂t

= − 1

T1e

2NS

NI

| ¯̄A|2

ω2
I

(
1− P 2

L

)
βn. (3.33)

This condition is satisfied whenever the EPR spectrum is narrow enough
or the electron spin-lattice relaxation is fast enough.

29



3. Dynamic Nuclear Polarization (DNP)

� if T1n/τSSI < 1 then the indirect process dominates the nuclear relaxation
and the electron dipolar reservoir is strongly coupled to the lattice, so:

∂βn
∂t

= − 1

τSSI

NS

NI

D2

ω2
I

(
1− P 2

L

)
βn. (3.34)

This case is called slow thermal mixing.

� if T1n/τSSI > 1 then the indirect process dominates the nuclear relaxation
and the electron dipolar reservoir is only slowing relaxing towards the
lattice, thus constituting a bottleneck for the flow of energy from nuclear
spins to the lattice. Eq. 3.32 becomes:

∂βn
∂t

= − 1

T1e

NS

NI

D2

ω2
I

(
1− P 2

S

)
βn. (3.35)

This case is called fast thermal mixing.

To finish the TM description, one can write a set of equation combining the
MW dynamic cooling from Provotorov theory, the thermal contact by mean of
three spin flips and the indirect nuclear relaxation [15]:

∂PS (ω)

∂t
= −2W (ωMW ) ·

[
PS (ω) +

1

2
(ωMW − ω0)

(
1− PS (ω)2

)
βe

]
− 1

T1e
[PS − PL] ,

(3.36)

1

2
D2 ∂

∂t

(
1− PS (ω)2

)
βe = −2W (ωMW ) · (ωMW − ω0) ·

·
[
PS (ω) +

1

2
(ωMW − ω0)

(
1− PS (ω)2

)
βe

]
+

+
1

2
D2
(
1− PS (ω)2

)
·
[

1

τSSI
(βn − βe)−

1

T1e
βe

]
,

(3.37)

∂βn
∂t

= − 1

τSSI

NS

NI

D2

ω2
I

(
1− PS (ω)2

)
(βn − βe) . (3.38)

Eqs. 3.36, 3.37 and 3.38 have analytical solutions in the high temperature
approximation, where PS ' 1

2
ω0α, PL ' 1

2
ω0βL,

(
1− PS (ω)2

)
' 1 and(

1− PL (ω)2
)
' 1 and they become:

ω0
∂α

∂t
= −2W (ωMW ) · [ω0α + (ωMW − ω0) βe]− ω0

1

T1e
[α− βL] , (3.39)

D2∂βe
∂t

= −2W (ωMW ) · (ωMW − ω0) ·

· [ω0α + (ωMW − ω0) βe] +D2 ·
[

1

τSSI
(βn − βe)−

1

T1e
βe

]
,

(3.40)
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∂βn
∂t

= − 1

τSSI

NS

NI

D2

ω2
I

(βn − βe) . (3.41)

The steady-state solutions of Eqs. 3.39, 3.40 and 3.41 lead to the enhancement
of the nuclear polarization in the TM process:

βe∞
βL

= − −2W (ωMW )T1eω0 (ωMW − ω0)

−2W (ωMW )T1e
[
(ωMW − ω0)

2 +D2
]

+D2
, (3.42)

with the maximum value equal to

βe∞
βL

= − ω0 (ωMW − ω0)

(ωMW − ω0)
2 +D2

. (3.43)

The DNP profile in the TM regime displays two opposite signs unresolved
peaks (see Fig. 3.9) [27, 42, 111, 113, 115, 121, 182, 188, 192].

Figure 3.9: DNP profile in the TM regime.

The general solution of Eqs. 3.36, 3.37 and 3.38 requires numerical proce-
dure [193, 194]. In the case of slow thermal mixing, the triple spin flip rate
is slow, so the nuclear spins reach the polarization enhancement of Eq. 3.42,
slowly, with a polarization time:

TPOL ' τSSI
NI

NS

ω2
I

D2
, (3.44)

while, in the fast thermal mixing regime, the triple spin flip rate is very fast
and both βn and βe grow together to a stationary value with a timescale:

TPOL '
1

2
T1e

NI

NS

ω2
I

D2
. (3.45)

The treatment has considered so far a very fast electron spectral diffusion, so
that the whole EPR spectrum is involved in the DNP process. However, if the
electron spectral diffusion is not so fast, only a portion of the spectrum will be
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involved and an intermediate regime between SE and TM will take place: the
so-called cross effect (CE), where triple spin flips hyperpolarize nuclear spins
but it is difficult to define a common inverse spin temperature for the electron
dipolar reservoir [24, 174, 188, 189], yielding a DNP profile similar to the TM
one [30, 39, 88].

3.1.3 Numerical Simulations of the EPR Spectrum and
Evidence for the Validity of a Spin Temperature
Approach

Since the DNP process relies on a transfer of polarization from electrons to
nuclei, it is fundamental to study the structure of the EPR spectrum, as well
as how it changes by considering different polarizing agents and how it is
affected by the MW irradiation in DNP experiments. If we place an electron
system into a magnetic field H0, we can define the electron Larmor frequency
as ωS=γe·H0, that is the frequency at which all electrons ideally resonates.
However, in real systems, several factors, like electron g-factor anisotropy and
mutual electron interactions, determine a distribution of resonance frequencies
over a narrow or broad interval, g(ω), which represents the fraction of electrons
resonating at a given frequency and satisfying the normalization condition:

+∞∫
−∞

g (ω) dω = 1. (3.46)

As stated before, the EPR linewidth plays a key role into the DNP process
with the inhomogeneous broadening, caused by electron g-factor anisotropy,
the hyperfine interaction and the superhyperfine interaction and extending up
to hundreds of MHz, and the homogeneous broadening, caused by the mutual
interaction between electrons and the mutual interaction between nuclear spins
and ranging from tens of KHz to hundreds of MHz [167]. Thanks to Eq. 3.1 and
3.13, the choice of the paramagnetic center and of its concentration determines
which mechanism will transfer the polarization from electrons to nuclei.

There are three main groups of polarizing agents used in DNP experiments
[22, 23]:

� narrow EPR spectrum free radicals, like BDPA and trityls;

� the nitroxides;

� the paramagnetic metal ions.

The BDPA (1,3-bisdiphenylene-2-phenyl allyl) radical [195, 196] has a very
narrow (down to 20 MHz) EPR spectrum mainly due to hyperfine interaction
with the protons over a large range (up to 9 T) of static fields [197], is chem-
ically stable but has a low water solubility, thus preventing many biological
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3.1. Typical DNP Regimes

applications. The trityls (triphenylmethyl) are among the most studied free
radicals in DNP experiments [115, 198], in particular OX063, due to chemical
stability, high water solubility, narrow linewidth (50 MHz at 5 T, scaling lin-
early with H0) due to very small inhomogeneous broadening and very high DNP
performances [29, 88, 199–201]. These two families have been used to achieve
mainly SE DNP [199], always depending on the nucleus of interest and on the
static field applied. The nitroxides family covers free radicals where the free
electron is localized at the NO group (the one used in this thesis is TEMPO,
2,2,6,6-tetramethyl-1-piperidiny-1-oxyl) [87, 95, 202]: they have a broad NMR
spectrum, that is dominated by the electron g-factor anisotropy, granting a
sizeable linewidth and efficient CE or TM processes for DNP. They show also
good solubility in aqueous and organic compounds and can be tailored to pro-
duce many derivatives for a plenty of applications. In order to match the CE or
TM conditions, one can vary the nitroxides concentration or synthesize the so-
called biradical nitroxides (for example TOTAPOL) [30, 118, 178, 203, 204],
which are molecules with two free electronic spins that have demonstrated
promising DNP performances [22]. Since metal ions display one or more un-
paired electrons (for example Gd and Cr), they have been sometimes used
as polarizing agents for DNP applications [24, 39, 110, 205], even if difficul-
ties arise due to the very broad EPR spectrum (very high electron g-factor
anisotropy) and the DNP performances are much lower with respect to the
free radicals. Furthermore, many of them are toxic for human health and thus
not suitable for biomedical applications.

Since the choice of the polarizing agent and of its concentration determines
the mechanism underlying DNP, it is relevant to study the change in the EPR
spectrum under MW irradiation. In the case of SE, the DNP is realized by
mean of two-body interactions, which do not imply communication between
electron spins: this means that the effect of the MW irradiation on the EPR
spectrum is localized over a small interval centered around ωMW . In partic-
ular, MW will saturate a small portion of the EPR spectrum, a phenomenon
called hole burning. As the MW power grows, the hole gets larger and deeper.
Suppose the EPR spectrum is the sum of many homogeneous packets located
at different frequencies. From Sec. 3.1.1, MW irradiation at ωMW will induce
transitions at a rate:

WHB (ω) =
1

2
πω2

1 · he (ω − ωMW ) , (3.47)

where h is the lorentzian lineshape of the homogeneous packet containing ωMW .
The rate equation for the electronic polarization is:

∂PS (ω, t)

∂t
= −2WHBPS (ω, t) (3.48)

and the solution

PS (ω, t0) = P 0
S · exp (−2WHBt0), (3.49)
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3. Dynamic Nuclear Polarization (DNP)

Figure 3.10: Hole burning in EPR spectra for different MW powers, as pre-
dicted from solid effect theory. The hole burning gets larger as the MW power
increases.

An example of hole burnings, for different MW power, is given in Fig. 3.10.
On the other hand, it is well established that the TM is a collective process
and in this case the MW irradiation effects are not limited to a tiny portion of
the spectrum but extends, thanks to the electron spectral diffusion, almost to
all electrons. In the TM regime the EPR spectrum undergoes a sign inversion
at ωMW (see Fig 3.11). This is quantified by the Provotorov theory (From Sec.
3.1.2), which yields:

PS (ω) = P 0
S ·

1

2
(ωMW − ω)

ω0 (ωMW − ω0)

D2 + (ωMW − ω0)
2β0, (3.50)

It must be pointed out that, for all MW powers explored, the TM theory
always leads to sign inversion in the irradiated EPR spectrum [206].

However, the abovementioned calculation do not provide a complete theo-
retical description that is also able to describe some unexpected experimental
features. As previously discussed (Sec. 3.1.2) the Provotorov and Borghini
theories postulate the existence of the electron dipolar spin-temperatures but
do not justify it theoretically nor they take into account explicitly the magnetic
dipolar interactions between electrons during calculation. On the other hand,
Eq. 3.14 predicts a sign inversion in the electron polarization, corresponding
to a population inversion in the electron Zeeman levels, with electron spins
becoming aligned parallel to H0. The sign inversion has been observed exper-
imentally [207], but other experiments, carried out in typical TM conditions,
displayed no inversion in the EPR spectrum [208–210], while showing a huge
depolarization of the EPR spectrum, i.e. a very huge hole burning which is
not consistent with the localized one in Fig. 3.10 nor with Fig. 3.11. A system
of rate equations based on an electron spectral diffusion has been introduced
to explain this huge depolarization [210]: the spectral diffusion is responsible
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Figure 3.11: Inversion in EPR spectrum for different MW powers, as predicted from
Provotorov theory. Sign inversion is always observed for all MW powers.

for flip-flop transitions between electrons but yet does not have a clear mi-
croscopic origin. Furthermore, this argument is used to invalidate the spin
temperature concept in TM regimes [210]. It is thus necessary to numerically
simulate the shape of the EPR spectrum in typical DNP conditions, investi-
gating in particular the role of the electron dipolar interaction and of the MW
power quantitatively as well as verifying the validity of the spin-temperature
approach. An exact computation of the EPR spectrum will be presented in
a scenario where electrons can interact with each other by magnetic dipolar
interaction, whose strength will change depending on the electron concentra-
tion.

Starting Model

The starting model [211] contains N electron spins placed into a magnetic field
H0 directed along the ẑ axis, described by the hamiltonian:

HS =
N∑
i=1

~ (ωS + ∆i) Ŝ
i
z +Hdip, (3.51)

where the novelty is the addition of a term describing the dipolar electron
interaction in a system of electrons arranged on a cubic lattice. The ∆i’s
describe the inhomogeneous shift of the ωS. Since we are studying DNP, the
large magnetic field employed allows to treat the electron dipolar interaction
in its truncated form:

Hdip =
∑
i<j

Uij

[
4ŜizŜ

j
z − (Ŝi+Ŝ

j
− + Ŝi−Ŝ

j
+)
]

(3.52)

where Uij = µ0~2γ2e (1− 3 cos2 θij)/(16π|rij|3), µ0 is the vacuum magnetic per-
meability, γe is the electron gyromagnetic ratio and ~µ0γ

2
e/16π is 81.7 × 2π
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GHz 3. rij is the distance between the spin i and the spin j while θij is the
angle between rij and H0. Next, the hamiltonian describing MW interaction
with the electron spins is:

HMW(t) = 2~ω1

∑
i

Ŝix cos(ωMW t), (3.53)

which is much smaller than the previous term of the total hamiltionian HS
since ω1 is in the hundreds of KHz range. Then it is possible to relate different
reference frames, the laboratory one, with its own density matrix ρ, and the
rotating one, with density matrix ρrot, at a frequency ωMW . The relationship
between the two density matrix is:

ρrot ≡ eiŜzωMW tρe−iŜzωMW t. (3.54)

When considering the time evolution of ρrot, one can neglect the fast oscillating
terms and focus on the time independent one and one can write the Liouville
equation:

d

dt
ρrot = − i

~
[Hrot, ρrot] (3.55)

The hamiltonian in the rotating frame now reads:

Hrot = HS − ~ωMW

∑
i

Ŝiz + ~ω1

∑
i

Ŝix. (3.56)

Master Equations

Eq. 3.55 describes the time evolution of the system by evaluating the change
in the density matrix components, which are 4N , thus limiting the maximum
number of electron that can be used in the simulation. However, since the
electron spin-spin relaxation rate is much faster than the electron spin-lattice
relaxation rate (in typical DNP conditions), then the Hilbert approximation
can be used [211–214], allowing to evaluate the time evolution of the spin
system as the time evolution of the diagonal element of ρrot (which are called
pn and are equal to ≡ ρrot

nn) on the basis of eigenstates of HS (which are called
|n〉). Then we have a set of rate equations for pn, representing the occupation
probability of |n〉.

dpn
dt

=
∑
n′ 6=n

Wn′→npn′ −Wn→n′pn . (3.57)

By considering the transition between two eigenstates |n〉 and |n′〉 the total
transition rate (Wn→n′) is the sum of two terms:

W latt
n,n′ =

2hβ(∆εn,n′)

T1e

N∑
j=1

∑
α=x,y,z

| 〈n| Ŝjα |n′〉 |2, (3.58)

36



3.1. Typical DNP Regimes

WMW
n,n′ =

4ω2
1T2e| 〈n|

∑N
j=1 Ŝ

j
x |n′〉 |2

1 + T 2
2e(|εn − εn′ |/~− ωMW )2

, (3.59)

where the former refers to transitions induced by the spin-lattice relaxation
processes and the latter refers to the transitions induced by MW irradiation.
The function hβ(x) = eβx/(1 + eβx) assures the detailed balance of the tran-
sitions and the convergence to Gibbs equilibrium at the lattice temperature
β−1L , while εn’s are the eigenvalues corresponding to |n〉.

Numerical Implementation

The numerical simulation employs 12 electrons which are arranged to form a
cubic lattice, where, by varying the the lattice step, it is possible to change
the electron concentration. Two concentrations have been analyzed: the first
with lattice step equal to 114 Å and the second with 54 Å, corresponding to
1.5 and 15 mM, respectively, which are typical electron concentrations used in
real DNP experiments. As it will be presented below, the exact topology of
the spins is not important, provided that they are homogeneously distributed.
The ∆i’s are chosen for simplicity from a gaussian distribution centered at
ωS and with width ∆ωS. The other parameter which are fixed are reported
in Table 3.1 and refer to a sample of pyruvic acid doped with trytil radical
which is known to display thermal mixing at 1.2 K and in 3.35 T from previous
experiments [113, 120]. The written code performs the following steps:

T1e (s) T2e (s) ωS (GHz) ∆ωS (GHz) ωMW (GHz) βL (K−1)

1 10−6 93.9 0.108 93.8685 0.04

Table 3.1: Parameters of the simulation: T1e and T2e are the longitudinal and transverse
electron relaxation times, ωS is the electron Larmor frequency, ∆ωS the electron linewidth
in absence of dipolar interaction and β−1L is the lattice temperature.

� diagonalizes HS , computing eigenvalues εn and eigenvectors |n〉;

� evaluates the total electron magnetization sz,n = 〈n| Ŝz |n〉 with Ŝz =∑
i Ŝ

i
z;

� computes the transition rates from Eq. 3.58 and 3.59;

� evaluates the occupation probabilities pstatn from the stationary solution
of the equation system 3.57, introducing the constraint dpn dt=0;

� repeats the whole procedure 600 times allowing for numerical average
over the local magnetic fields ∆i.
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EPR Spectrum Evaluation

In the simplest EPR pulse experiment the electron magnetization is rotated
from the ẑ axis to the x̂y plane by applying a π

2
pulse. If one assumes that

the final magnetization is along the ŷ axis, then Ûπ/2Ŝ
i
zÛ−π/2 = Ŝiy where

Ûθ = eiθŜx is the rotation of an angle θ around the x̂ axis and Ŝx =
∑

i Ŝ
i
x.

After the rotation the density matrix of the system changes:

ρ −→ ρπ/2 ≡ Ûπ/2ρÛ−π/2, (3.60)

After the π
2

pulse the i-th spin will rotate in the x̂y plane with a frequency equal
to ωi = ωS + ∆i and it will probe a dephasing due to the dipolar interaction
with the other spins. The polarization component of the i-th spin in the plane
x̂y will decay over a timescale equal to T2e, so that:[

P i
x,π/2(τ)

P i
y,π/2(τ)

]
=

[
− sin(ωiτ)
cos(ωiτ)

]
P i
z(τ = 0)e−τ/T2e . (3.61)

where P i
z(τ = 0) is the initial polarization along the ẑ axis. In this picture,

where the dipolar interaction has been treated only implicitly, the EPR spec-
trum is then equal to:

fi(ω) = Re

[∫ ∞
0

dt

π
gi(τ)e−iωτ

]
=

T2eP
i
z/π

T 2
2e(ω − ωi)2 + 1

, (3.62)

where the following function is used:

gi(τ) ≡ P i
y,π/2(τ)− iP i

x,π/2(τ). (3.63)

However, since the aim of the numerical calculation is to treat explicitly the
electron dipolar interaction, T2e only accounts for the MW effect, as results
from Eq. 3.59, and Eq. 3.62 is modified. For time much shorter than T1e the
time evolution of the system can be efficiently described by Eq. 3.56 where
the effect of the electron spin-lattice relaxation is not accounted for. Then the
i-th spin polarization is

P i
α,π/2(τ) = 2Tr[Ŝiα(τ)ρπ/2] (3.64)

where the Heisenberg picture for the time-evolution is used, that is Ŝiα(τ) =

eiĤSτ Ŝiαe
−iĤSτ . Thus Eq. 3.63 becomes:

gi(τ) = −2iTr[Ŝi+(τ)ρπ/2] . (3.65)

Since eiπŜ
i
x/2 = 2−1/2(1 + 2iŜix) and [Ŝz, ĤS] = 0 (because only the terms

conserving the total magnetization are retained) Eq. 3.65 transforms to

gi(τ) = Tr[Ŝi+(τ)Ŝi−(0)ρ]−Tr[Ŝi−(0)Ŝi+(τ)ρ] . (3.66)
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which is the spin-spin time correlation function. Adding the hypothesis of fast
dephasing, we can express the density matrix as diagonalized on the basis of
the eigenstates HS [211, 212]

ρ =
∑
n

pn |n〉 〈n| . (3.67)

so that Eq. 3.66 becomes

gi(τ) =
∑
n,m

(pn − pm)eiτ(En−Em)| 〈n| Ŝi+ |m〉 |2 . (3.68)

Generalizing Eq. 3.62 one gets

f(ω) =
1

N

∑
i

Re

[∫ ∞
0

dt

π
gi(τ)e−iωτ−ητ

]
. (3.69)

where the parameter η is a small cutoff necessary to obtain a smooth spectrum
while the average is computed over all available spins. Now, by inserting Eq.
3.68 into 3.69

f(ω) =
η

Nπ

∑
n,m

(pn − pm)
∑

i | 〈n|Si+ |m〉 |2

(ω − (εn − εm))2 + η2
(3.70)

Here, if η → 0, for a finite value N the EPR spectrum is just the sum of discrete
peaks which are located at frequency ω = 1

~εn − εm: it is clear that by letting
N →∞ then the EPR spectrum becomes smooth, since the number of peaks
grows exponentially with N. In the numerical calculation, η → 0 but the spec-
trum is integrated over a small interval δω = ∆ωe/150: ˜f(ω) = 1

δω

∫ ω+δω
ω

f(ω).

This quantity f̃(ω) is then averaged over 600 random realizations of the fields
∆i (from the gaussian distribution) to obtain the final EPR spectrum. In the
absence of interaction Eq. 3.70 simplifies to

f(ω) =
1

N

∑
i

P i
zδ(ω − ωi) (3.71)

In both cases (explicitly accounting for interaction or not) the area subtended
by the EPR spectrum is the total magnetization.
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Figure 3.12: Numerical EPR spectrum (from exact computation) under MW irradiation
for the two free radical concentrations of 1.5 mM (a) and 15 mM (b) as obtained from Eq.
3.70 with pn = pstatn . MW intensities are : ω1 = 0 GHz (black line),ω1 = 0.625 × 10 −5 GHz
(yellow line), ω1 = 0.125 × 10 −4 GHz (orange line),ω1 = 0.25 × 10 −4 GHz (red line).

As shown in Fig. 3.12 in the absence of MW the EPR spectrum at C = 15 mM
(high concentration) is only slightly broader than the one at C = 1.5 mM (low
concentration), whereas their gaussian shape is a consequence of the choice of
∆i’s from the gaussian distribution. Upon irradiation with MW the two EPR
spectra change in a completely different way. In the low concentration case,
Fig. 3.12a, a hole burning appears at ωMW and it becomes broader
and deeper as the MW power is increased: one can associate this
case with the SE regime since it is in agreement with theory.
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Figure 3.13: Comparison between the numerical EPR spectrum (from exact computation,
with pn = pstatn in Eq. 3.70, continuous line) with the one obtained through the spin-
temperature approach (with pn = pansn in Eq. 3.70, dashed line) at concentration C= 15
mM. a) MW intensity: ω1 = 0.25 × 10 −4 GHz. b) ω1 = 0.125 × 10 −4 GHz.
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Figure 3.14: Comparison between the numerical EPR spectrum (from exact computation,
with pn = pstatn in Eq. 3.70, continuous line) with the one obtained through the spin-
temperature approach (with pn = pansn in Eq. 3.70, dashed line) at concentration C= 1.5
mM. MW intensity: 0.625 × 10 −5 GHz.

On the other hand, in the high concentration case, Fig. 3.12b, low
MW power is able to affect almost the whole EPR spectrum pro-
ducing a huge depolarization (similar to the one observed in Ref. [210]),
while for sufficiently high MW power the sign inversion, predicted
by Provotorov and Borghini, appears. This case corresponds to the
TM regime, where the strong mutual interaction between electrons spreads
the MW effect across the whole spectrum. However, another step is required
to check the validity of the spin temperature approach.

If one assumes the Provotorov theory to hold then two parameters, βe and
ω0, must exist such that one can write:

pstatn ∼ pansn ≡ e−βs(εn−ω0sz,n)

Z
, (3.72)

i.e. such that the occupation probabilities can be evaluated through the spin
temperature approach, where Z =

∑
n e
−βs(εn−ω0sz,n) is the partition function.

Now, to fix these two parameters, one can impose that the total energy and
the total magnetization are the same for the ”exact” case (with pn = pstatn ) and
for the ”spin temperature” case (with pn = pansn ):

〈HS〉 =
∑
n

pstatn εn =
∑
n

pansn εn , (3.73a)

〈Ŝz〉 =
∑
n

pstatn sz,n =
∑
n

pansn sz,n . (3.73b)

For sufficiently large N, βe and ω0 do not change between different realizations
while for N = 12 they fluctuate. Thus the code evaluates the couple of pa-
rameters for every realization solving Eqs. 3.73, then the EPR spectrum is
computed using Eq. 3.70 and putting pn = pansn . In particular this is done
clearly for high concentration case and for two different MW power, as it is de-
picted in Fig. 3.13. The spin temperature approach can well reproduce
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the exact EPR spectrum for C = 15 mM: moreover, it can reproduce
both the huge depolarization, appearing at low MW power, and the
sign inversion, for high MW power, confirming that this case can be
associated with the TM regime, with βe reaching mK−1 values. For C =
1.5 mM (see Fig. 3.14) the spin temperature approach is not able to reproduce
the hole burning, demonstrating, as expected, that in the SE regime no
electron spin temperature can be defined to describe the system.

To compare these theoretical simulations with experimental data, one can
go back to Ref. [210], where the EPR spectrum of pyruvic acid dope with
trityls or TEMPOL is measured under MW irradiation. In particular, at T
= 2.7 K, a huge depolarization appears in the irradiated spectrum and it is
explained by resorting to a macroscopic electron spectral diffusion, without
providing any detail about its microscopic origin. Since the model presented
here evaluates the EPR spectrum of a system of interacting electrons in typi-
cal DNP conditions and a huge depolarization is found both within the exact
computation and the spin temperature approach, it can be concluded that the
electron spectral diffusion in Ref. [210] is generated by the magnetic dipolar
interaction between electrons. Thus the magnitude of the dipolar interaction
plays a fundamental role in determining the EPR spectrum shape under MW
irradiation and, more in general, the DNP mechanism (SE or TM) that takes
place. The crossover between one regime and the other is the many body lo-
calization which has been recently identified with the quantum thermalization
[211]. The T1e and T2e have been kept constant at both concentration, even if
they are known to slightly change, in order to focus exclusively on the role of
the electron mutual interaction.

A final remark concerns the choice of arranging the 12 electrons on a cubic
lattice in the simulations. In real DNP samples, amorphous phase is needed to
allow for homogeneous free radical distribution and good DNP performances,
whereas the polycrystalline samples are known to badly hyperpolarize with
DNP [42, 117]. However, in these simulations an ordered (and thus crys-
talline) arrangement of free electrons still leads to low spin temper-
atures in the TM framework, leading to good DNP performances.
The conclusion is that to efficiently hyperpolarize substrates through DNP the
free radicals must be homogeneously distributed (no matter if regularly on a
cubic lattice or randomly). Only amorphous phase, however, can ensure
this homogeneous distribution since in polycrystalline samples, the
substrates form grains and the free radicals are forced to accumu-
late between one grain and the other, thus creating radical-rich and
radical-poor regions, as confirmed by theory [211, 215] and by DNP [113]
and EPR [117] experiments.

3.1.4 Nuclear Spin Diffusion

Both SE and TM rely on the hyperfine interaction (two o three body, re-
spectively) to transfer the polarization from electrons to nuclei under MW
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irradiation. However, this hyperfine interaction is dominated by the magnetic
dipolar interaction whose strength scales with 1/r3, where r is the distance
between the interacting spins. Thus the free electrons will interact only with
the neighbouring nuclear spins, while the nuclear hyperpolarization achieved
in DNP experiments is a macroscopic quantity, which involves all the nuclear
spins [15]. To explain how the hyperpolarization is spread throughout the
whole sample it is crucial to refer to the nuclear magnetic dipolar interaction,
whose hamiltionian in case of two nuclear spins k and l interacting involves
terms of the form:

Hnn =
1

4
C+−

(
Ik+I

l
− + Ik−I

l
+

)
. (3.74)

In Eq. 3.74, only the part of the hamiltonian able to induce flip-flop transi-
tions (where nuclear spin are flipped in opposite directions) has been consid-
ered. These transitions tends to equalize the polarization of the two interacting
spins, provided that their Larmor frequencies are close. However, since this is
again a dipolar interaction, it involves only neighbouring spins: a series of this
nuclear flip-flop transitions are needed to spread the polarization throughout
the sample. The sequence of these transitions is a three-dimensional random
walk that is called nuclear spin diffusion and which obeys a diffusion law, al-
lowing one to define the diffusion tensor D [15, 216]. Generally, D is isotropic
when considering a glassy sample. Now, it is possible to divide the nuclear
spins in two groups: the local spins, which are close to the free electrons, and
the bulk spins, which are far away instead. The local spin communicate di-
rectly with the free electrons but cannot partecipate in the diffusion process,
due to the strong paramagnetic shift in their Larmor frequencies. Local and
bulk spins are separated by the diffusion barrier (see Fig. 3.15), which is the
surface satisfying the conditions:

r '
(
1− 3 cos θ2

) 1
3 , (3.75)

where θ is the angle between the static magnetic field and r. Outside the
diffusion barrier defined by Eq. 3.75 the polarization transfer to the nuclear
spins may take place in two ways: directly, i.e. with direct interaction with
the free electron, or indirectly, by mean of the spin diffusion. This allows to
define a diffusion boundary (see Fig. 3.15):

r '
(

3 cos θ2 sin θ2

4D

) 1
4

. (3.76)

Inside the diffusion barrier, there is no spin diffusion, between the diffusion
barrier and the diffusion boundary the direct process spreads polarization faster
than the nuclear spin diffusion, outside the diffusion boundary the nuclear spin
diffusion is faster than the direct process.

43



3. Dynamic Nuclear Polarization (DNP)

Figure 3.15: Projection of diffusion barrier (orange) and boundary (blue).

3.1.5 Nuclear Spin-lattice Relaxation Temperature De-
pendence

This subsection deals with the temperature dependence of the nuclear spin-
lattice relaxation rate. Even if in the previous it has been stated that in the low-
temperature range the nuclei relax through direct and indirect processes due
to hyperfine interaction, nothing has been said about any specific temperature
dependence. Furthermore, for possible MI application, it is crucial to analyze
also the nuclear relaxation in the high-temperature range, in particular at room
temperature, to observe how long the system retains the hyperpolarization once
heated.

In general, in the presence of magnetic field fluctuations described by an
exponential decaying correlation function, the nuclear spin-lattice relaxation
rate is given by [217]:

1

T1n
=
γ2n
2

〈
∆h2⊥

〉 2τC
1 + ω2

Iτ
2
C

, (3.77)

where 〈∆h2⊥〉 is the mean square amplitude of the magnetic fluctuations and
τC the related correlation time.

In the low-temperature range, i.e. when 1.60 < T < 4.20 K, the molecular
dynamics is frozen, so one would expect that 1/T1n vanishing. However, as
discussed below, the samples treated here are not crystalline: they are synthe-
sized in an amorphous phase to allow the free radical distribution to be the
most homogeneous possible. This amorphous phase is characterized by low
frequency, glassy modes which can modulate the hyperfine interaction driving
the nuclear relaxation. Single atoms or group of atoms can fluctuate between
several quasi-equilibrium states corresponding to different local arrangements.
The single local energy level structure can be described as an asymmetric dou-
ble quantum well, with two close energy states separated by an energy barrier
EG [218–222]. If the system undergoes a transition from one state to the other,
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then the change in the local arrangement of the structure will cause hyperfine
field fluctuations. The single barrier is characterized by a correlation time τC
(due to thermal activation) given by the Arrhenius law:

τC = τ0 exp

(
EG
T

)
, (3.78)

where τ0 is the infinite temperature correlation time. However, due to the
disordered nature of the amorphous phase, each sample has a distribution of
EG resulting in a distribution of correlation times [223, 224], whose inverse
mean value is: 〈

1

τC

〉
=

∫
1

τC (T )
p (EG) dEG, (3.79)

where p(EG) is the energy barrier distribution. It has been recognized that
this distribution should be broad and continuous and that its shape affects the
1/T1n temperature dependence [225, 226]. In the slow motion regime and in
the presence of a distribution p(EG) Eq. 3.77 becomes:

1

T1n
=
γ2I
2

〈
∆h2⊥

〉 1

ω2
I

〈
1

τC

〉
. (3.80)

On the other hand, in the high-temperature range the molecular dynamics
is activated and one expects a peak in 1/T1n temperature dependence asso-
ciated with the slowing down of the magnetic fluctuations whose frequency
approaches the nuclear Larmor frequency [227]. Consequently, in principle,
one may use Eq. 3.77 with the correlation time given by Eq. 3.78, with an
energy barrier to the molecular motion which is EA and an infinite temperature
correlation time τ1. However, amorphous sample are often characterized by a
distribution of EA (P(EA)), which leads to a distribution of 1/T1n and that is
reflected into the stretched recovery of the longitudinal magnetization in the
T1n sequences. So Eq. 3.78 is replaced by [228–230]:〈

1

T1n

〉
=

∫
P (EA)

1

T1n (EA)
d (EA) . (3.81)

A reasonable assumption is to take a rectangular distribution of activation
energy barriers, with mean value EA and half width ∆, so that Eq. 3.81
becomes [230]:

1

T1n
=
γ2n
〈
∆h2⊥

〉
2ωI∆

[
arctan

[
ωIτ1 exp

(
EA + ∆

T

)]
− arctan

[
ωIτ1 exp

(
EA −∆

T

)]]
.

(3.82)

Furthermore, in case of molecular dynamics, defining τR = τ1 expEA/T , the
time evolution of the NMR signal is given by [6]:

G (t) = G (0) · exp−ω2
Iτ

2
R

[
exp− t

τR
− 1 +

t

τR

]
. (3.83)
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By taking the Fourier transform of this curve, one can derive the NMR spec-
trum and evaluate the theoretical prediction of the NMR linewidth in the
presence of molecular motion, to be compared with the experimental one as
well as with the characteristic correlation time derived from Eq. 3.82.
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3.2 DNP in βCyclodextrins

3.2.1 βCyclodextrins Properties and Preparation

Cyclodextrins are naturally occurring ring-shaped oligosaccharides formed by
different number of α-[1-4]-linked α-d-glucopyranose units[125, 127]. The most
common CDs have 6, 7 and 8 glucose units (α, β and γCD, respectively, see
Fig. 3.16) but CDs with higher number (up to thirteen) of units have been
reported [125], while steric factors prevents formation of CDs with less than 6
units.

They are produced through the intramolecular transglycosylation reaction
during degradation of starch and they are also named cycloamyloses, cyclo-
maltoses or Schardinger dextrins [126]. They have cone-shaped or toroidal
structure, where the narrower edge is called primary face and the wider edge
is called secondary face and both edges are covered by several hydroxyl groups
which give rise to an outer hydrophilic surface. The inner cavity is hydrophobic
instead due to the presence of apolar molecular groups and it is lipophilic. For
these reasons CDs are able to form inclusion complexes with a wide range of
liquid, solid and gaseous appropriate size molecules (called guests), giving rise
to a dynamic binding strongly depending on how well host and guest fit to-
gether and on the interaction between surface atoms [126, 129, 131, 231]. While
the main force driving the complex formation is the thermodynamic balance
which favors the inclusion due to an energy gain, the binding can take place
both in solid and liquid phase, through methods like co-precipitation, slurry
complexation and dry and liquid mixing. They act as a supramolecular cage
able to modify the physicochemical properties of the guest they bind with. Fur-
thermore, they are mainly non-toxic, when administered orally or parentally,
and slowly biodegradable and have a relatively good solubility in water. CDs
are known to crystallize forming either channel structures and cage structures.
CDs are widely used in the pharmaceutical and health care for the delivery
of active principles [130, 131], since they are able to increase drug’s aqueous
solubility, dissolution rate, stability against effects of light (visible or UV) and
oxidation and heat, controlled released (which can be immediate, prolonged
or delayed) and, more in general, to modify the guest chemical reactivity and
stability in all phases [126, 127, 130, 232]. Their hydrophilic surface prevents
them from crossing biological membranes and this is vital for enhancing drug
bioavailability in the place of interest. Furthermore many drugs imply a com-
bination of solvents and extreme pH conditions, which often cause irritation or
other adverse reactions, while CDs are known not to irritate tissues. Volatile
drugs can be handled thanks to the inclusion complex with CDs, which can
also reduces the effect of drugs bad smelling or tasting. Examples of applica-
tions in this sectors are oligonucleotide agents [233], peptides [234] or heparin
delivery [235]. They also find application in food science, cosmetics, envi-
ronment protection, bioconversion, packing and textile industry, agricultural
chemical industry [126]. The presence of several hydroxyl groups with different
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reactivity allows to functionalize the CD cone, by esterification or etherifica-
tion, in a selective way and to modify the physico-chemical properties of the
final derivative for applications [125]. Considering also the possibility, due to
covalent or noncovalent links to other CDs, to build up complex supramolecu-
lar architectures like catenanes, rotaxanes, polyrotaxanes and tubes [236–241],
CDs applications nowadays range from the design of molecular machines, to
the development of nanovectors for the cancer treatment and the gene delivery
[132, 232, 236–239, 242, 243]. With specific reference to the medical diagnos-
tics, CDs are, for the same reasons, also promising candidates for the synthesis
of advanced contrast agents for MRI by specific binding with Manganese-based
molecules [244], Gadolinium [133, 135, 245] and mono or polynitroxides [134],
with proton relaxivities close to the traditional and currently used Gd-based
contrast agents [135, 244, 246].

(a) (b) (c)

Figure 3.16: Molecular structures of: a) αCD, b) βCD, c) γCD. Red balls, green balls and
gray sticks are oxygen, carbon and hydrogen atoms, respectively.

Successful hyperpolarization of βCD’s may be exploited to follow their evo-
lution in several medical applications through molecular imaging experiments.
For example, βCD’s complexes are used to remove lipofuscin from the retinal
pigment epithelium [247], to efficiently deliver dosages of insulin in type 2 di-
abetes patients [248], to treat autosomal recessive neurologic diseases caused
by defective intracellular cholesterol and lipid trafficking [249] and to attack
multidrug resistant bacteria [250].

In this thesis, attention has been focused on βCD, since they are most
accessible, lowest priced and the most studied for human health [126]. βCD-
TEMPO has been synthesized following a known procedure [134], leading to
amorphous samples. Samples with different concentration of free radicals were
prepared by dissolving weighted amounts of βCD and βCD-TEMPO in 2 mL
of (DMSO) at room temperature (Fig. 3.17).
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Name Rad(%) 13CH3
13CD3 Batch

CD025 0.25 0 0 1st

CD050 0.50 0 0 1st

CD100 1.00 0 0 1st

CD200 2.00 0 0 1st

CD400 4.00 0 0 1st

CD600 6.00 0 0 1st

CD9 0 9 0 2nd

CD21 0 21 0 2nd

CD9R 1.00 9 0 2nd

CD21R 1.00 21 0 2nd

CD21d 0 0 21 3rd

CD21Rd 1.00 0 21 3rd

Table 3.2: Table summarizing DNP samples. The second, third, fourth and columns refers
to the free radical concentration, to the number of methyl groups and of deuterated methyl
groups per molecule, respectively.

Figure 3.17: Preparation procedure for the βCD/βCD-TEMPO solid sample.

The w/w percentage of TEMPO radical (with respect to the total mass)
is:

%TEMPO = 100×

(
mβCD−TEMPO

1370.50
× 156.25

)
mβCD +mβCD−TEMPO

, (3.84)

where 1370.5 is the βCD-TEMPO molar mass while 156.25 is the molar mass
of TEMPO radical. The solution has been poured in acetone, stirred and the
solid was recovered by filtration and the washing procedure has been repeated
five times [251]. Finally, the solid has been dried in air and under vacuum.
The recovery of the solid material has been quantitative for all samples. It is
important to remark that the alternative use of TEMPO non-covalently teth-
ered to the βCD macrocycle has the disadvantage that the radical is practically
irrecoverable at the end of the procedure due to its high solubility in acetone.

13C-enriched βCD’s have been doped with TEMPO free radical covalently
tethered to a permethylated βCD (Me-CD-TEMPO, see Fig. 3.18). βCD has
been purchased from Alfa Aesar while Iodomethane-13C has purchased from
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Sigma-Aldrich, and both have been dried before use. Methylation of the βCD
(CD9 and CD21, i.e. Me-CD) have been obtained by solving weighted amounts
of pure βCD and Iodomethane-13C in DMF solutions, while doped samples
(CD9R and CD21R) have been synthetized by mixing weighted amounts of
Me-CD-TEMPO and Me-CD in DMF solution, according to the literature
[134, 240, 252]. All the solution have been followed by recovery of the solid
[252].

This list summarizes all the samples studied:

� First Batch. βCD’s samples doped with the following amounts of TEMPO
free radical, 0.10, 0.13, 0.25, 0.50, 1.00, 2.00, 4.00, 6.00, % (TEMPO
weight over total weight) are named CD010, CD013, CD025, CD050,
CD100, CD200, CD400, CD600, respectively. CD100 liquid solutions (25,
50, 75 and 100 mM) in d-DMSO were obtained by dissolving weighted
amounts of CD100 in 0.5 mL of d-DMSO (see also Fig. 3.17). The aim
of the first batch is to find the optimal TEMPO concentration yielding
the highest 1H DNP enhancement and to study the dependence of nu-
clear relaxation and polarization rates over the TEMPO concentration
in order to check the role of the free electrons.

� Second Batch. 13C-enriched samples CD9 (partially methylated with an
average of 9.5 methyl groups per molecule) and CD21 (totally methylated
with 21 methyl groups per molecule) and the corresponding TEMPO-
doped (with 1 % w/w) samples (CD9R and CD21R respectively) (see
also Fig. 3.19). The aim of the second batch is to explore 13C DNP
performances and high-temperature spin relaxation and to compare them
to 1H ones.

� Third Batch. The third batch contains a βCD’s sample doped with 1 %
TEMPO and totally methylated (21 methyl groups per molecules) with
13CD3, called CD21Rd. The corresponding methylated and deuterated,
but undoped sample is CD21d. The aim of the third batch is to im-
prove 13C DNP performances and to increase the 13C room temperature
relaxation rate.
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Figure 3.18: Preparation of CD9R and CD21R.

Figure 3.19: Synthesis of MeCD-(2,2,6,6-tetramethylpiperidin-1-yl)oxyl (TEMPO).

3.2.2 Results and Discussion

All the DNP experiments in the low-temperature range (T < 4.20 K) have
been performed at 3.45 T where 1H and 13C Larmor frequencies are 147 MHz
and 37 MHz, respectively. The EPR experiments have been carried out in the
X-band, with electron Larmor frequency equal to 9.6 GHz.

First Evidences for a Thermal Mixing

The theory describing the fast thermal mixing regime predicts a linear rela-
tionship between 1H 1/T1n and 1H 1/TPOL (1− P 2

S) by combining Eq. 3.35
and 3.45. The TEMPO free radical belongs to the nitroxides family, which is
characterized by broad EPR spectrum, with ∆ωS often larger than ωI ; thus it
is reasonable to guess that the TM regime is the relevant one.
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Figure 3.20: Plot of 1H 1/T1n over 1H 1/TPOL

(
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S

)
for CD600 (green half right

circles), CD200 (blue half down circles) and CD100(red half up circles) at 3.45 T, with
temperature as implicit parameter. The thick black line is the theoretical relation predicted
by Eq. 3.35 in the case of the fast thermal mixing regime. The orange thin line is the linear
fit (y = A · x).

In Fig 3.20 a linear relationship between the nuclear spin-lattice relaxation
rate and the nuclear polarization rate, weighted by a factor containing the
thermal electron polarization, is reported for different samples from the first
batch, which are doped with variable amounts of TEMPO free radical. This
is a first clue suggesting that in βCD’s doped TEMPO the DNP
process takes place through the TM regime.
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Figure 3.21: a) 1H 1/T1n radical concentration dependence at 4.20 (black half up circles),
2.19 (orange half left circles) and 1.60 K (red half down circles) at 3.45 T. Fit according
to y (C) = a · Cf . b) 1H 1/TPOL radical concentration dependence at 4.20 (black half up
circles), 2.19 (orange half left circles) and 1.60 K (red half down circles) at 3.45 T. Fit
according to y (C) = a · Cf .

Remarkably, all the experimental points in Fig. 3.20 lie above the theo-

52



3.2. DNP in βCyclodextrins

Spin T (K) a (s−1) f
1/T1n

1H 4.20 0.28 ± 0.06 1.35 ± 0.15
1/T1n

1H 2.19 0.05 ± 0.01 1.28 ± 0.06
1/T1n

1H 1.60 0.02 ± 0.01 1.93 ± 0.05
1/TPOL

1H 4.20 0.26 ± 0.04 1.41 ± 0.09
1/TPOL

1H 2.19 0.06 ± 0.01 1.42 ± 0.04
1/TPOL

1H 1.60 0.03 ± 0.01 1.78± 0.08
1/T1e F e− 5.00 (2.9 ± 0.2)× 10−5 0.72 ± 0.07
1/T1e S e− 5.00 (2.9 ± 0.1)× 10−6 0.46 ± 0.02
1/T2e e− 5.00 (6.0 ± 0.5)× 10−3 0.74 ± 0.02

Table 3.3: Parameters for y (C) = a · Cf of different quantities.

retical prediction, underlining that either the nuclear relaxation is faster from
that predicted by TM theory or the nuclear polarization rate is slower: this
discrepancy might be due to a reduced efficiency of the nuclear diffusion pro-
cess or to the MW power, which might not be high enough to strongly saturate
the EPR spectrum.

The role of the free electrons

The first set of DNP experiments has been carried out to clarify the role
of the free electrons and of their concentration in the proton relaxation and
polarization processes. Fig. 3.21 shows how 1H 1/T1n and 1/TPOL change upon
increasing the radical concentration C in the βCD’s (technical details are given
in Sec. A.1.2 and A.1.2). 1/T1e and 1/T2e radical concentration dependence is
reported in Fig. 3.22 (technical details are given in Sec. A.3.2 and A.3.2).
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Figure 3.22: a) Electron spin-lattice relaxation rate components as function of radical
concentration at 5 K. Fit according to y (C) = a · Cf . b) Electron spin-spin relaxation rate
as function of radical concentration at 5 K. Fit according to y (C) = a · Cf .

From Fig. 3.21a it is clear that if C increases by one order of magnitude
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3. Dynamic Nuclear Polarization (DNP)

then 1H T1n decreases by one order of magnitude, underlining the relevance
of the hyperfine interaction as the main channel for the nuclear spin-
lattice relaxation. Since the data in Fig. 3.21a have been fit using a simple
power-law, without addition of a constant term, the nuclear spin-spin inter-
action plays an almost negligible role in the nuclear relaxation (and magnetic
interaction with other nuclear species can be neglected since 13C and 17O have
very low abundance). The fit yields an exponent f ' 1.3 at 4.20 and 2.19 K,
while providing a larger value (' 1.9) at 1.60 K. This feature is in common
with 1/TPOL, which displays a strong radical concentration dependence (as
expected) following similar power-law functions (3.21b), with fit yielding ex-
ponents ' 1.4 at 4.20 and 2.19 K and ' 1.8 at 1.60 K, far from values found
in previous DNP studies on different compounds [122]. From the fast thermal
mixing regime theory, Eq. 3.35 and 3.45 are known to depend on 1/T1e (∼
Cx) and NS/NI(= C), so that the product scales as Cx+1. Thus, NMR data
predict x ' 0.3 - 0.4 at 4.20 and 2.19 K and x ' 0.8 - 0.9 at 1.60 K. EPR data
(Fig. 3.22a) show that a fast component in the electron spin-lattice relaxation,
whose power-law dependence is similar to that of 1/T2e (Fig. 3.22b) and that
can thus be ascribed to the electron spectral diffusion, and a slow one, which
is the classical phonon-driven spin-lattice relaxation. Since the former scales
as ∼ C0.4 and the latter as ∼ C0.7, it is reasonable to suggest that only for T
approaching 4.20 K the electron spin-lattice contribution becomes relevant for
the nuclear relaxation.
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Figure 3.23: DNP enhanced polarization radical concentration dependence at 4.20 (black
half up circles), 2.19 (orange half left circles) and 1.60 K (red half down circles) at 3.45 T.

Interestingly, the power-law exponents shown in Table 3.3 for 1H are much
different from the values obtained in other molecules characterized by good
DNP through TM regime, which were around 3 in Ref. [122] and around 1 in
Ref. [111, 114]. It is possible that the huge different size between the molecules
studied here and those analyzed in other works could influence this behavior.

Finally, the 1H DNP enhanced polarization (shown as function of the
free radical concentration in Fig. 3.23) has its maximum value for the
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3.2. DNP in βCyclodextrins

CD100 sample at 1.60 K, where proton polarization is around 10 %,
a value of the same order of magnitude, even if lower in some cases, to other
found elsewhere [27, 110, 117, 118], where P could reach even 97 %.

The corresponding signal enhancement is 47. The optimal free radical
weight (1 % over total weight) is then used in the second and third batches
samples, which are labelled with 13C. An interesting feature of Fig. 3.23 is
that for too low or too high radical concentrations the DNP process efficiency
strongly diminishes [34, 39, 96, 110, 114, 121, 122, 174, 187, 253]. For low
concentrations the number of free electrons available for the DNP is reduced,
thus slowing the polarization transfer process and affecting the final perfor-
mance. For high concentrations the hyperfine interaction strongly enhances
the nuclear spin-lattice relaxation (see Fig. 3.21) and the hyperpolarized state
is rapidly destroyed [215, 254].

1H and 13C Thermal Mixing
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Figure 3.24: 1H nuclear spin-lattice relaxation rate temperature dependence in CD200
(red half up circles), CD100 (blue half down circles), CD050 (green half right circles) at 3.45
T. Fit according to y (T ) = a · T b.

To get a deeper look at the DNP process it is fundamental to study the temper-
ature dependence of the 1H relaxation and polarization rates in the samples
belonging to the first batch (technical details are given in Sec. A.1.2 and
A.1.2). First of all, to understand which dynamics is modulating the hyperfine
interaction, that is driving nuclear relaxation, one has to refer to Fig. 3.24,
where 1H 1/T1n displays a power-law dependence over the temperature, that
is nearly quadratic for CD100, CD200 and CD400, while it is cubic for lower
(CD025, CD050) and higher (CD600) radical concentrations. At these low
temperatures the molecular dynamics is frozen and it is not involved, but, as
explained in Section 3.2.1, the sample is in an amorphous phase, where
low-frequency glassy modes can induce fluctuations in the spatial
arrangement of the local structure, thus modulating the hyperfine
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3. Dynamic Nuclear Polarization (DNP)

field probed by nuclei. By taking Eq. 3.80, with a distribution p(EG) ∝
EG, one obtains 1/T1n ∝ T2, that is a quadratic trend which nicely explains the
behavior of CD100, CD200, CD400 and which is common to other amorphous
compounds [120, 122]. The departure of b from 2 at low radical concentra-
tions might be explained by considering that in this limit the nuclear dipolar
interaction may interfere. On the other hand, for higher free radical concen-
tration, the strong electron coupling causes 1/T1e to change its temperature
dependence and, through Eq. 3.35, also 1/T1n temperature dependence: this
is a sign of a good thermal contact [122].
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Figure 3.25: a) 1H 1/T1n temperature dependence for CD100 (green half up circles),
CD9R (blue half right circles), CD21R (red half left circles) and CD21Rd (orange half down
circles) at 3.45 T. Fit according to y (T ) = a ·T b. b) 1H 1/TPOL temperature dependence for
CD100 (green half up circles), CD9R (blue half right circles), CD21R (red half left circles)
and CD21Rd (orange half down circles) at 3.45 T. Fit according to y (T ) = a · T b.
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Figure 3.26: a) 13C 1/T1n temperature dependence for CD9R (blue half right squares),
CD21R (red half left squares) and CD21Rd (orange half down squares) at 3.45 T. Fit ac-
cording to y (T ) = a ·T b. b) 13C 1/TPOL temperature dependence for CD9R (blue half right
squares), CD21R (red half left squares) and CD21Rd (orange half down squares) at 3.45 T.
Fit according to y (T ) = a · T b.
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Sample Nucleus a (s−1K−b) b
CD100 1H (7.6 ± 0.5) × 10−3 1.97±0.05
CD9R 1H (1.5 ± 0.8) × 10−1 0.81±0.04
CD21R 1H (1.6 ± 0.1) × 10−1 1.71±0.37
CD21Rd 1H (6.7 ± 2.4) × 10−2 1.24±0.28
CD9R 13C (3.3 ± 0.1) × 10−2 1.11 ±0.20
CD21R 13C (2.8 ± 0.1) × 10−2 1.20±0.14
CD21Rd 13C (2.6 ± 0.4) × 10−2 0.98± 0.15

Table 3.5: Parameters for y (T ) = a · T b of 1/TPOL temperature dependence.

Then, once the optimal concentration is fixed, the temperature dependence
of 1H and 13C relaxation and polarization rates may be studied to investigate
the chemical changes in samples from the second and third batches.

Fig. 3.25 shows the 1H 1/T1n and 1H 1/TPOL temperature dependence,
in samples CD100, CD9R, CD21R and CD21Rd, namely with 0, 9, 21 and
21-deuterated methyl groups per molecule, while Fig. 3.26 shows the 13C
1/T1n and 13C 1/TPOL temperature dependence, in samples CD9R, CD21R
and CD21Rd.

Sample Nucleus a (s−1K−b) b
CD025 1H (7.5 ± 5.4) × 10−4 2.83 ± 0.51
CD050 1H (2.4 ± 0.2) × 10−3 3.36±0.06
CD100 1H (1.4 ± 0.3) × 10−2 2.06±0.13
CD200 1H (5.5 ± 0.1) × 10−2 1.99±0.01
CD400 1H 0.10 ± 0.02 1.56±0.13
CD600 1H 0.05 ± 0.01 3.32±0.01
CD9R 1H (1.6 ± 0.3) × 10−2 2.62±0.19
CD21R 1H (0.2 ± 0.1) × 10−2 2.66±0.31
CD21Rd 1H (2.5 ± 0.8) × 10−2 2.06±0.23
CD9R 13C (1.8 ± 0.8) × 10−2 1.14±0.22
CD21R 13C (0.7 ± 0.3) × 10−2 0.77±0.15
CD21Rd 13C (2.3 ± 0.3) × 10−2 1.11±0.37

Table 3.4: Parameters for y (T ) = a · T b of 1/T1n temperature dependence.

As it can be observed by Fig. 3.25a and 3.26a 1/T1n is found to critically
depend on NS/NI , as suggested by Eq. 3.35. When one increases the methyla-
tion degree of the molecules, NI increases, while NS stays constant, leading to
a overall decrease of their ratio and to a drop in the nuclear spin-lattice
relaxation rate: this effect is known as the bottleneck effect. In this
case the nuclear relaxation is mainly due to the indirect relaxation described
in Section 3.1.2. This means that energy flows first from nuclei to electrons
and then from electrons to the lattice. If the number of nuclei increases while
the number of electrons is kept constant, then each electron is forced to relax
a more nuclear spins thus generating a bottleneck for energy flow. Further-
more, the large increase in NI may also have a influence on the 1/TPOL: when
the nuclear concentration increases, distances between nuclei gets shorter and
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3. Dynamic Nuclear Polarization (DNP)

nuclear dipolar magnetic interaction is faster, since it depends on the inverse
cubic root of the distance between the interacting spins.
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Figure 3.27: a) Plot of 1H 1/T1n over 1H 1/TPOL

(
1− P 2

S

)
for CD100 (green half up

circles), CD9R (blue half right circles), CD21R (red half left circles) and CD21Rd (orange
half down circles) at 3.45 T, with temperature as implicit parameter. The thick black line is
the theoretical relation predicted by Eq. 3.35 in the case of the fast thermal mixing regime.
Fit according to y = A · x. b) Plot of 13C 1/T1n over 13C 1/TPOL

(
1− P 2

S

)
for CD9R (blue

half right squares), CD21R (red half left squares) and CD21Rd (orange half down squares)
at 3.45 T, with temperature as implicit parameter. The thick black line is the theoretical
relation predicted by Eq. 3.35 in the case of the fast thermal mixing regime. Fit according
to y = A · x.

However, the overall macroscopic process that spreads polarization in the
sample becomes slower and this compensate the speeding up of the micro-
scopic spin diffusion: in Fig. 3.25b and 3.26b great and slight polarization
rates reductions are found when going from CD9R to CD21R for 1H and 13C,
respectively. Interestingly, sample CD21Rd, seems not to suffer the bottleneck
effect and its experimental points lie close to the theoretical line both for 1H
and 13C, as shown in Fig. 3.27a and 3.27b. In case of the former, the protons
hyperpolarized belong to the OH- groups, similarly to the hyperpolarized pro-
tons in CD100. Regarding 13C, the nuclei still sit in the methyl groups, but
they are now surrounded by deuterium instead of protons. Since the NS/NI

for carbon atoms does not change upon deuteration (i.e. from CD21R to
CD21Rd), it looks like another channel of relaxation allows nuclei to overcome
the bottleneck due to the electron spins. The power-law exponents for the fit
in Fig. 3.25b for 1H are slightly lower than those found in Ref. [122].

Finally, to check the validity of the fast thermal mixing regime, Fig. 3.27
summarizes the relation between 1/T1n and 1/TPOL (1− P 2

S) for 1H and 13C,
respectively, in samples CD100 (only 1H), CD9R, CD21R and CD21Rd.

As it can be noticed, in CD9R, for both nuclear species the points lie
very close to the theoretical prediction, suggesting that a TM regime is
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3.2. DNP in βCyclodextrins

Sample Nucleus A
Batch 1 1H 2.97 ± 0.30
CD100 1H 2.97 ± 0.30
CD9R 1H 1.39 ± 0.06
CD21R 1H 0.44 ± 0.03
CD21Rd 1H 1.62 ± 0.04
CD9R 13C 0.87 ± 0.08
CD21R 13C 0.41 ± 0.02
CD21Rd 13C 0.49± 0.05

Table 3.6: Parameters for y = A · x fit of 1/T1n over 1H 1/TPOL

(
1− P 2

S

)
.

attained for both 1H and 13C. It must be pointed out that in CD100 the
protons hyperpolarized belong to the several OH- groups, while in CD9R they
almost all belong to the methyl groups. This shows that a different spatial
arrangement, in this case somewhat less homogeneous, does not change the
DNP regime and does not prevent nuclear hyperpolarization. On the other
hand, in CD21R, a linear relationship is found, though the experimental points
lie well below the theoretical prediction for both 1H and 13C, underlining a
deviation from the model. This drop is due to the reduction of 1/T1n in CD21R
with respect to CD9R.

Polarization Results
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Figure 3.28: a) 1H DNP enhanced polarization temperature dependence for CD100 (green
half up circles), CD9R (blue half right circles), CD21R (red half left circles) and CD21Rd
(orange half down circles) at 3.45 T. b) 13C DNP enhanced polarization temperature de-
pendence for CD9R (blue half right squares), CD21R (red half left squares) and CD21Rd
(orange half down squares) at 3.45 T.

The 1H and 13C DNP enhanced polarization are shown in Fig. 3.28 as a
function of temperature.
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Regarding 1H the best results have been achieved in CD100, with
a polarization equal to 10 % at 1.60 K, that is a pretty satisfactory
achievement, if compared to other DNP works [27, 110, 112, 115], considering
also the novelty of this work. It is also noticed that the MW power, which is
fixed to 15 mW in our MW source, can affect the DNP performances: it has
been found that if one reduces the MW power below 100 mW then the DNP
signal enhancement decreases [110], due to incomplete saturation. In methy-
lated samples, with an equal free radical concentration, the proton polarization
is slightly lower, around 6 to 7.5 %, probably due to the different arrangement
and concentration of nuclear spins that probably affect the nuclear spin diffu-
sion and the overall DNP performances [110]. Concerning 13C, one observes
striking differences between CD9R and CD21R, where maximum polariza-
tions achieved at 1.60 K are 3.5 and 7.8 %, respectively. In sample
CD9R, 1H and 13C corresponds to almost equal spin temperatures,
confirming the hypothesis that in this sample the TM regime is attained for
both species. On the other side, in sample CD21R the 13C is markedly lower,
with better DNP performances. As stated in the previous paragraph, in this
sample 13C nuclear spins exit the fast TM regime, yielding a different behavior
with respect to the one expected.

Deuteration of the methyl groups has the clear effect of enhancing
DNP performances on 13C by increasing the maximum DNP polar-
ization around 10 %. This latter effect has been also observed elsewhere
[89, 110, 192, 255] for TEMPO-doped deuterated substrates and it has been
ascribed to the reduced heat capacity for the nuclear Zeeman reservoir caused
by deuteration, which leads to a more efficient thermal contact with the elec-
tron dipolar one. It must be remarked that in a TM framework that different
nuclear spin reservoirs reach the same spin temperatures and there may an
exchange of energy between them. The result obtained here is a good starting
point [75], even if better DNP performances have been achieved in 13C hyper-
polarization [27, 29, 110, 111, 113–115, 182, 255], with P ranging from 14 to
46 %. There might be two reasons: the large size of βCD, which could badly
affect the hyperpolarization by making nuclear spin diffusion slower with re-
spect to small size molecules, or the use of this specific free radical, the TEMPO
nitroxide, whereas other radicals could transfer polarization more efficiently.

Another striking feature about the results presented here is that
the nuclear hyperpolarization is achieved rather quickly, with TPOL

around tens of seconds (see Fig. 3.29), as opposed to previous DNP works
where the process took from several minutes to even hours [27, 29, 42, 109–
111, 113–115, 174, 182, 192]. This feature has been observed also in other
macromolecules, like proteins [118], biological macromolecules [88] and poly-
mers [98], with comparable DNP performances. This feature represents an
advantage since it allows fast repetition of DNP experiments, in particular in
the case of high resolution NMR experiments.
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Figure 3.29: 13C nuclear hyperpolarization build-up in the presence of the MW irradiation
in CD21R at 2.5 K at 3.45 T.

1H High Temperature Relaxation

The 1H 1/T1n and nuclear linewidth for CD100 are reported in Fig. 3.30, in the
high temperature range (technical details are given in Sec. A.1.2 and A.1.2).
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Figure 3.30: a) 1H 1/T1n temperature dependence for CD100 at 1.50 T. Fit according to
Eq. 3.82 plus a power-law term y (T ) = a · T b.

From Fig. 3.30a, the 1H 1/T1n follows a power-law trend up to 170 K
and it is then characterized by broad peak for higher temperatures,
that is related to the intramolecular motion of CH, OH (largely
abundant in βCD’s) and CH2 (one for each of the seven units of glu-
copyranose): using Eq. 3.82 to fit the peak, one obtains an average energy
barrier EA to molecular rotation around 2570 K. Fig. 3.30b confirms the hy-
pothesis of molecular dynamics, showing how nuclear linewidth is reduced since
the NMR spectrum is affected by motional narrowing. However, the narrowing
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is not as sharp as predicted by theory [6], since the free radicals generate an
additional local field which causes a broadening in the NMR spectrum.
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Figure 3.31: a) 1H nuclear linewidth temperature dependence for CD100 at 1.50 T cor-
rected for the Curie contribution (black half up circles) and theoretical values estimated by
the Fourier transform of Eq. 3.83 (red half down circles). b) 1H 1/T1n is reported for some
concentrations of CD100 in liquid d-DMSO at 300 K at 1.50 T. The line is the best linear
fit.

To perform a clear analysis of the nuclear linewidth, one has first to remove
the paramagnetic contribution. Thus, by fitting the high-temperature points
of Fig. 3.30b with LWCurie (T ) = CC/T + constant, it is possible to obtain
the Curie contribution, which can then be subtracted to all the experimental
points of Fig. 3.30b obtaining the black data in Fig. 3.31a. Then, by resorting
to the free induction decay formula in the presence of molecular motion (Eq.
3.83, where τR, the correlation time, is τ1 expEA/T , with τ1 and EA from the
fit shown in Fig. 3.30a) one can apply the Fourier transform to evaluate the
theoretical NMR spectrum and, consequently, the theoretical nuclear linewidth
(red data in Fig. 3.31a). The good agreement between theoretical and cor-
rected experimental data provide a further proof to the fact that the peak and
the narrowing are due to molecular motion.

Since the 1H nuclear spin-lattice relaxation time at room temper-
ature in the solid phase is around 40 ms, some liquid solution of CD100
in d-DMSO have been prepared to evaluate the liquid phase relaxation
time. The use of a deuterated solvent allows to detect signal only from pro-
tons belonging to βCD’s). As shown in Fig. 3.31b, the 1H nuclear spin-lattice
relaxation rate depends linearly on the CD100 concentration and, in the best
case, is reduced by one order of magnitude, yielding relaxation times of the
order of 0.5 s, too short for any molecular imaging application.
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13C High Temperature Relaxation
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Figure 3.32: a) 13C 1/T1n temperature dependence for CD9 (black half up squares) and
CD9R (blue half down squares) at 6.95 T. Fit to CD9R data according to Eq. 3.82. b)
13C 1/T1n temperature dependence for CD21 (black half up squares) and CD21R (blue half
down squares) at 6.95 T. Fit to CD21R data according to Eq. 3.82.

The high temperature 13C 1/T1n is reported for doped and undoped 13C-labeled
samples in Fig. 3.32 and 3.33 (technical details are given in Sec. A.1.2).
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Figure 3.33: a) 13C 1/T1n temperature dependence for CD21d (black half up squares) and
CD21Rd (blue half down squares) at 3.45 T. Fit to CD21Rd data according to Eq. 3.82. b)
Recovery of 13C longitudinal magnetization in sample CD21d at 280 K at 3.45 T.

Since, proton relaxation is too fast at room temperatures, it is necessary
to study 13C spin dynamics in the high-temperature range. As shown by
Fig. 3.32, CD9, CD9R, CD21 and CD21R display peaks in 13C relaxation
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Sample n < ∆h2⊥ > (T2) τ1 (s) E (K) ∆ (K)
CD100 1H (6.9 ± 0.6) × 10−7 (1.5± 0.8) × 10−13 2570± 155 280± 25
CD9 13C (1.4 ± 0.1) × 10−6 (2.9± 0.1) × 10−12 758± 45 268± 24

CD9R 13C (1.5 ± 0.1) × 10−6 (3.1± 0.7) × 10−12 729± 28 247± 15
CD21 13C (1.8 ± 0.1) × 10−6 (2.3± 0.8) × 10−12 740± 42 258± 22

CD21R 13C (1.6 ± 0.1) × 10−6 (3.9± 0.1) × 10−12 693± 32 222± 18
CD21d 13C (1.5 ± 0.4) × 10−7 (9.0 ± 0.1) × 10−12 523 ± 144 243± 88

CD21Rd 13C (2.1 ± 0.2) × 10−7 (5.7± 3.3) × 10−12 588± 60 227± 34

Table 3.7: Fit results according to Eq. (3.82) for all samples.

temperature dependence that can be fit using Eq. 3.82 with an average energy
barrier around 700 K common to the four samples. This peak, like in case
of CD100, is ascribed to molecular motion, specifically to CH3 rotation: its
position, height and width do not depend on the presence of the free radical,
confirming the hypothesis of molecular dynamics. The effect of the free electron
spins are clearly visible in the two tails of the peak, both at lower and higher
temperatures. where 13C nuclei in CD9 (6.3 s at 300 K) and CD21 (5.4 s at 300
K) relax slower than in the corresponding doped samples (CD9R 4.9 s at 300
K, CD21R 3.3 s at 300 K). 13C relaxation in deuterated samples CD21d
and CD21Rd still displays the molecular motion related peak, but
yields longer relaxation times, in particular at room temperature in
CD21d where 13C T1n reaches 30 s (see Fig. 3.33). This is expected in
case of DNP on samples where the compound of interest or the solvent have
been deuterated: nuclear spin-lattice relaxation times can grow over 100 s
[75, 89, 110, 255].

Summarizing Results

This chapter has been devoted to the study of the out-of-equilibrium hyper-
polarized nuclear state that is achieved in DNP experiments. The numerical
simulations of the EPR spectrum have demonstrated that the strength of the
electron dipolar interaction (and thus the electron concentration) plays a key
role in determining the regime that is attained. For low concentration the
EPR spectrum displays a localized hole burning (in agreement with solid ef-
fect theory) while for high concentration a complete reorganization is noticed.
For high enough MW power, the EPR spectrum shows a clear sign inversion
(predicted by thermal mixing theory and seen in DNP experiments), while for
low MW power it displays a huge depolarization, which is not predicted by any
theory but it has been observed in experiments. Furthermore, the validity of
the spin-temperature approach to describe DNP in the thermal mixing (both
for high and low MW power) is demonstrated. On the other side, an experi-
mental study on the DNP in βCD’s samples doped with TEMPO free radical
has been presented. A first batch, containing βCD’s samples doped with vari-
able amounts of TEMPO, has been used to demonstrate the possibility to
efficiently hyperpolarize 1H, whose polarization has been raised to 10 % in the
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optimal case (1 % radical weight over total weight) within quite short polar-
ization times (tens of seconds). The role of the free electrons has been found
to be dominant in the low-temperature range (1.60 - 4.20 K), where nuclear
spins relax through the hyperfine interaction, whose strength is modulated by
low-frequency glassy modes, as suggested by the analysis of the temperature
dependence of 1H T1n. By comparing T1n and TPOL the 1H hyperpolariza-
tion looks consistent with the thermal mixing regime. The second batch of
samples has been prepared with random and total 13CH3 methylation (9 or
21 methyl groups per molecules, respectively) at the fixed optimal concentra-
tion previously found. 13C polarization has been raised to 7.5 % and better
DNP performances have been obtained in samples with a larger number of 13C
atoms per molecules. The hyperfine interaction, driving both 1H and 13C nu-
clear spin-lattice relaxation, is strongly slowed in the samples with 21 methyl
groups per molecule: this highlights the bottleneck effect affecting the nuclear
relaxation mediated by electrons. In these second batch 1H and 13C hyper-
polarization still looks consistent with the thermal mixing framework, even if
some deviations appears. The third batch contains samples where deuterated
methyl groups have been used to label the βCD’s in order to study the effect
of deuterium on the DNP process. 13C polarization appears to be enhanced
by deuteration, with values up to 10 % which is a remarkable result in view of
molecular imaging or high resolution NMR spectroscopy, while the bottleneck
effect affecting both 1H and 13C seems to be cancelled. In all the batches the
high-temperature (5 - 340 K) nuclear relaxation rates have been found to be
strongly influenced by the molecular motion and rotations inside the molecules,
with broad peaks appearing in 1/T1n. 1H relaxation times are shorter than 1
s at room temperatures, while deuteration of the compounds allow to increase
13C ones from 3 - 6 s to 20 - 30 s at 300 K.
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Chapter 4
Switching Electron Spin
Polarization in Valence
Tautomers

4.1 Introduction to Valence Tautomers

Valence tautomers (VT) are molecular compounds characterized by a tran-
sition involving an intramolecular electron transfer between a metal center
(Vanadium, Manganese, Iron, Cobalt, Nickel, Copper, Ruthenium, Ytterbium)
and a redox-active organic ligand (dioxolenes, diimines, amino-phenolates, phe-
noxyl, porphyrins, which should have a radical form accessible), leading to
two stable magnetic states: a Low Spin (LS) and a High Spin (HS) one [151–
159, 256, 257]. A transition between the two states might be induced by a series
of external stimuli: temperature variation [156, 164, 256–260], pressure appli-
cation [256, 261, 262], infrared/visible light [156, 164, 256, 257, 259, 260] and
soft X-rays irradiation [263]. As shown in Fig. 4.1, the LS state is energetically
favored and at low temperatures the molecules stay in this state. However, by
increasing the temperature, there may be an entropy gain in promoting the
system to the HS state (due to its higher density of vibrational states and to
its larger degeneracy), which thus becomes the favored energy state thanks to
the global thermodynamic balance [151, 159, 163, 164, 256, 261].
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Figure 4.1: Schematic view of the fundamental energy levels HS and LS in valence tau-
tomers.

The transition can be sharp or broad, depending on the phase of the sample
(liquid or solid), on the cooperativity (i.e. on the intermolecular interaction)
and on the choice of the solvent (and thus on the chemical pressure) used
within the crystallization process [151, 159, 163]. The transition temperature,
defined as the temperature at which half of the molecules are in the LS state
and the other half in the HS state, may vary in the range 10 to 390 K, de-
pending on the compound [163, 264, 265]. The pressure application has been
demonstrated to induce the transition, mainly from HS to LS since the LS
state has a lower volume (and a lower distance between the metal ion and
the redox-active ligand [156, 159, 256, 262]) due to reduced population in the
antibonding molecular orbitals. However, a striking role in inducing VT tran-
sitions is played by infrared/visible light irradiation that achieves the so-called
photoinduced effect: light of appropriate wavelength may promote molecule
from the LS state to an excited metastable state, with a subsequent fast relax-
ation to the HS state. At low temperatures, the molecules may be trapped in
the HS state after light irradiation due to the light induced excited spin state
trapping (LIESST): this trapping may last even for very long times (i.e. hours
or days) [148, 149, 151, 159, 163, 164, 260]. Thermal relaxation back to the
ground state may take place through tunneling processes, with decay times
showing little or no temperature dependence, for T < 20-25 K, or through
phonon modes following the Arrhenius law for activated processes, with bar-
rier around 100 to 400 K, for T > 20-25 K [159, 164, 257, 259, 260]. However,
it is also possible to induce the relaxation back to the LS state with external
stimuli, either warming up the compound or irradiating again with a different
wavelength this time. In the former case it is possible to define a temperature,
called TLIESST , at which the light-induced HS spin state has a very short life-
time. In the latter case, light promotes the molecules from the HS state to a
metastable state, followed by a relaxation down to the LS state: this process
in called reversed LIESST [164]. Furthermore, it has been shown that soft X-
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rays can be used to stimulate the VT transition: even if the mechanism is still
unclear it is likely that this process is due to the secondary electrons inelastic
scattering [263].

Figure 4.2: Schematic view of the charge distribution in the LS and HS state.

The magnetic bistability and the response to many external stimuli char-
acterizing VT compounds make them suitable for a range of technological ap-
plications [151, 159, 256, 266]. Since the superparamagnetic limit prevents the
miniaturization of magnetic data storage media, single VT molecules might
be used to build ”molecular” bits, where the fundamental information (0 or
1) is stored in the magnetic state of the molecule (LS or HS), while light
irradiation might play the role of reading/writing. To implement this appli-
cation it is necessary to address some questions, such as the lifetime of the
HS state induced by LIESST and to analyze the spin dynamics characterizing
molecules, in particular coherence times and magnetic fluctuations of the light-
induced HS state. Another perspective is the realization of photo-switchable
spintronics devices, where molecular material, like VTs, can mimic electronics
behavior of circuits, since the miniaturization of electronic components gets
more difficult and more expensive as nanoscopic sizes are approached. In this
respect, molecules must be chemically stable, must mantain separate identity
and, through photonics devices, should show good rate of logical operations.
Other possible applications regard the use of VT as pressure sensor, exploiting
the VT transition sensibility to the externally applied pressure, or as display
devices fundamental units, since the VT transition is accompanied by a change
of the optical properties, like color.

This thesis focuses on a particular VT compound, where the metal ion is
Cobalt while the redox-active ligand belongs to the dioxolene group. The two
ion spin states are a low spin LS-Co(III), that is coupled to the binegative
diamagnetic (catecholate) state of the ligand (with two electrons in the π
molecular orbital of the ligand), and an high spin HS-Co(II), that is coupled
to the oxidized mononegative radical (semiquinonate) state of the ligand (with
only one electrons in the π molecular orbital) [156, 159, 164, 166]. It is possible
to switch between the two configurations by means of temperature variation (in
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the range 100 to 200 K), light irradiation (at 910 nm) or pressure application
[160–166, 259], thus providing different approaches to control the molecular
spin state. The transition temperature is known to be ' 160 K [156, 164] with
a broad crossover due to two overlapping transitions which can be ascribed to
two crystallographically inequivalent molecular sites in the lattice.

Figure 4.3: Molecular structure of the Cobalt:dioxolene complex. Color code: Cobalt (big
blue ball), oxygen (red balls), nitrogen (violet balls), carbon (grey sticks). Hydrogen atoms
are omitted for clarity

Since the technological applications mentioned above require the further
addressing of VT magnetic properties, this chapter deals with a extensive phys-
ical study performed by using a macroscopic technique, SQUID magnetometry,
and two local-probes techniques, NMR and µSR. First, SQUID experiments
allow to analyze the magnetization of the compound in the LS and HS phase,
as well as to study the effect of IR irradiation on the macroscopic magnetic
properties, in particular to observe the magnetization growth under IR irradi-
ation and the following relaxation: the former yields the conversion efficiency
and the build-up time of the out-of-equilibrium light-induced state, the lat-
ter provides its lifetime. Then the NMR and the µSR experiments allow to
get a deeper look at the microscopic environment, exploiting 1H nuclei and
muons as probes distributed quite homogeneously throughout the sample, and
59Co, with their central positions in the molecules, to unravel the spin dy-
namics of the light-induced state and namely to probe the spin decoherence.
These results are discussed in the framework of future data storage applica-
tions. Lastly, a brief discussion on SQUID and NMR measurement carried out
in the presence of a variable external pressure is provided, related to pressure
sensor applications.

The preparation method has been carried out following a previous article
[164]. Even if the compound studied in this thesis is a powder, VT may be
nanostructured on a solid substrate via wet chemistry strategies, while keeping
the thermally- and optically-induced switchability at the nanoscale [166, 267].
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4.2 Results

4.2.1 Effect of Light Irradiation on the Macroscopic Mag-
netization

To characterize the macroscopic magnetic properties in the LS and HS phases,
SQUID experiments can be performed as a function of the temperature, yield-
ing the magnetic susceptibility χM (technical details are given in Sec. A.2.2).
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Figure 4.4: χM · T temperature dependence for 0.1 T.

Fig. 4.4 shows the temperature dependence of χM ·T that allows a quanti-
tative analysis of the the LS and the HS phases of the compound. As expected,
a broad transition is observed, with χM · T increasing when going from 100
K up to 200 K, in agreement with previous experimental results on the same
compound [156, 164], with the two overlapping contributions. At high temper-
atures, i.e. above 200 K, a plateau at 2.67 emu·K/mol is found, corresponding
to the phase where all molecules are in the HS configuration. The HS phase
might be treated as a system of non-interacting paramagnets, whose magnetic
susceptibility follows the Curie formula:

χM · T =
g2µ2

BS (S + 1)NA

3KB

, (4.1)

where NA is the Avogadro number and g ' 2 the Landé factor. The Co(III)
ion (S=3

2
) and the radical species (S=1

2
) can arrange into three possible con-

figurations in the HS phase:

� a ferromagnetic coupling, yielding total spin S = 2 and χM · T = 3.3
emu·K/mol;

� an uncoupled configuration, yielding χM ·T ranging from 2.7 to 3 emu·K/mol,
that is the sum of the radical contribution (0.375 emu·K/mol) and of the
metal ion (2.4 - 2.6 emu·K/mol, sum of the spin contribution equal to
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1.875 emu·K/mol and of the orbital contribution, which depends on tem-
perature [268]);

� an antiferromagnetic coupling, yielding total spin S = 1 and χM · T = 1
emu·K/mol.

Since the ferromagnetic and the antiferromagnetic contribution yields values
much larger and much smaller, respectively, than the experimental one, it can
be concluded that the uncoupled configuration is the most likely for
the HS state molecules.

From Fig. 4.4 it is also evident that another plateau is found below 100
K, at 0.24 emu·K/mol, showing that in this phase most of the molecule are
diamagnetic, since they are in the LS configuration (S = 0), but some still
remain paramagnetic. The molecules in the LS phase, despite being diamag-
netic, still yield a small contribution to χM · T , which is called χLS · T and it
is equal to 0.15 emu·K/mol. On the other hand it has been discovered that
the contribution to χM · T of the HS molecules (which is named χPURE · T ) is
not constant with temperature [268]. The HS molecules fraction which do not
convert at low temperatures is then given by:

HSLT =
χM − χLS

χPURE − χLS
. (4.2)

It turns out that around 3 % of the molecules are in the HS phase
at 5 K, in agreement with previous works [159, 164, 263, 269]. The presence
of this remaining HS molecules will be probed by NMR and µSR, as discussed
in the following paragraphs.

Examples of χM · T growth under IR irradiation and decay after IR irradi-
ation are given in Fig. 4.5 at 47 and 55 K, respectively.
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Figure 4.5: a) Growth of χM ·T as function of time passed after turning on IR irradiation
at 47 K and for 0.1 T. Fit according to Eq. A.8. b) Decay of χM · T as function of time
passed after turning off IR irradiation at 55 K and for 0.1 T. Fit according to Eq. A.9.
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The temperature dependences of the build-up rate and of the IR irradiation
efficiency are shown in Fig. 4.6.
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Figure 4.6: a) Build-up rate temperature dependence for 0.1 T. The line is a guide to the
eye. b) Irradiation efficiency temperature dependence for 0.1 T. The line is a guide to the
eye.

Fig. 4.6a reports the relationship between IR irradiation efficiency and the
related build-up time, while Fig. 4.6b shows the temperature dependence of
the decay time.
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Figure 4.7: a) Irradiation efficiency over build-up time for 0.1 T. Fit according to y (Tirr) =
aT b

irr. Fit parameters: a = 0.11 ± 0.03 s−1 and b = 0.48 ± 0.02. b) Decay time temperature
dependence for 0.1 T.

Fig. 4.5 shows that IR irradiation can efficiently promote molecules
from the LS to the HS state [164, 260, 270–272], resulting into the magnetic
susceptibility growth (up to a value χ0 · T ) which can be fit by Eq. A.8. The
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build-up times can reach several hours at low temperatures (see Fig. 4.6a),
which is not uncommon [260], while the low stretching coefficient value, around
0.5 - 0.6, accounts for a wide distribution of build-up times. The conversion
efficiency is:

ε =
χ0 − χM

χPURE − χM
(4.3)

and it is found to increase (approaching 100 %) as the temperature is decreased
as shown in Fig. 4.6b. The incomplete conversion may be due either to opacity
of the sample, to the non-perfect irradiation geometry or to the thermal relax-
ation. From Fig. 4.7 it is possible to state the high conversion efficiency
are associated with very long build-up times in the bulk phase of the
sample, following a power-law.

Thermal relaxation plays a fundamental role in the decay of the magnetic
susceptibility back to the thermal equilibrium value, after IR irradiation is
switched off. As reported elsewhere [164], this decay (Fig. 4.5b) is fit using
a stretched exponential law, with a stretching exponent varying from 0.3 at
55- 40 K to 0.8 at 20 K. As previously mentioned, there are two main sources
of relaxation: the tunneling processes and the phonon-driven processes. The
latter is characterized by an activated law [259, 262] for T > 20 - 25 K:

Tdec (T ) = T0 exp
∆E

KBT
, (4.4)

with ∆E the energy barrier, which in our case is equal to 350 K (Fig. 4.7b), in
agreement with previous experimental results [164]: this is the energy barrier
separating the LS and the HS state. For T< 20 K, on the other hand, tunneling
processes are much slower: the lifetime of the light-induced HS state is
quite long and the molecules will stay out-of-equilibrium up to 7
hours. Our results are in good agreement with previous studies based on the
Density Functional Theory aimed at computing the energy barrier between the
LS and the HS state in many Co-based VT’s [273–276].

Figure 4.8: Schematic view of the IR-induced transition at low temperatures. Left: almost
all molecules are diamagnetic (grey circles) in a thermal equilibrium condition at 5 K, while
only few are paramagnetic (orange circles). Right: IR irradiation promotes the molecules to
the HS paramagnetic state (red circles), generating an out-of-equilibrium state.
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4.2.2 Probing the Local Spin Fluctuations

To get a deeper look on the spin dynamics characterizing the sample it is
necessary to use local probes techniques. 1H nuclear spin-lattice relaxation
rate temperature dependence is shown in Fig. 4.9 at different magnetic fields
and in the presence or in the absence of IR irradiation (technical details are
given in Sec. A.1.2). The NMR results (Fig. 4.9a) show that in the range
100 to 200 K 1H 1/T1n doubles its magnitude (from 25 to 50 s−1) at all the
static fields used. This is clear evidence that protons, which can be found
in the organic ligands surrounding the Cobalt ion, are quite sensitive to the
hyperfine field generated by the HS state, whose mean square fluctuations
amplitude are changed upon the VT transition. Above 200 K 1/T1n is almost
constant, as expected for weakly coupled spins [7]. Furthermore, the weak
static field dependence observed in the high-temperature range is probably due
to molecular motion or to low-frequency diffusive spin fluctuations, similar to
those observed in low-dimensional paramagnets [277, 278].

1 0 1 0 0
0

5 0

1 0 0

1 5 0

 

 

 1 H  -  0 . 6 7  T
 1 H  -  1 . 1 1  T
 1 H  -  1 . 5 0  T

1/T
1n

 (s
-1 )

T e m p e r a t u r e  ( K )
(a)

1 0 1 5 2 0 2 5 3 0 3 5 4 0
4 0

6 0

8 0

1 0 0

1 2 0

 

 

 1 H  -  0 . 6 7  T  O F F
 1 H  -  1 . 5 0  T  O N
 1 H  -  1 . 5 0  T  O F F

1/T
1n

 (s
-1 )

T e m p e r a t u r e  ( K )
(b)

Figure 4.9: a) 1H 1/T1n temperature dependence at 1.50 T (black half up circles), 1.11 T
(blue half left circles) and 0.67 T (green half right circles). Fit according to Eq. 3.82. Fit
parameters are:

〈
∆h2⊥

〉
= (2.8±0.4)·10−6 T2, τ1 = (3.5±0.8)·10−11s, EA = 90±12 K, ∆ =

60±10 K. Cooling rate = 1 K/min. b) 1H 1
T1n

temperature dependence at 1.50 T with light
off (black half up circles), at 1.50 T with light on (red half down circles) and at 0.67 T with
light off (green half right circles). Cooling rate = 6 K/min.

Below 100 K, 1/T1n displays a very high peak centered around 20 - 25 K,
due to the slowing down of the magnetic fluctuation of the molecules which
are in the HS state despite the low temperatures (orange circles in Fig. 4.8),
whose frequency approaches the proton Larmor frequency. The peak intensity
increases by decreasing the static field, as observed in Fig. 4.9b. Thus the
HS molecules are still characterized by magnetic fluctuation with
frequencies in the MHz range in the low temperature range, due
to the fact that the HS energy level is not sharp, but it is rather a band of
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sublevels where the magnetic fluctuation of the HS state corresponds to tran-
sitions between these sublevels. If one uses the Boltzmann factors to describe
the population distribution on these sublevels then the peak of Fig. 4.9a can
be fit with Eq. 3.82, where EA is the energy barrier involved in the HS mag-
netic fluctuation. The fit yields an energy barrier equal to 90 K with a width
equal to 60 K. Fig. 4.9b also reports the effect of the IR irradiation on
the sample: 1/T1n is found to slightly increase, due to the enhanced
local fields probed by protons. However, irradiation in NMR experiments
is not trivial, since one has to irradiate a bulk sample with a non negligible
opacity. Furthermore, 1H 1/T1n only doubles when all the molecules go from
the LS to the HS state, thus the effect on 1/T1n is expected to be small.

0 5 0 1 0 0 1 5 0 2 0 0 2 5 0
0 . 0 0
0 . 0 5
0 . 1 0
0 . 1 5
0 . 2 0
0 . 2 5
0 . 3 0
0 . 3 5
0 . 4 0
0 . 4 5
0 . 5 0

 
 

λ Z
F (

µs
-1 )

T e m p e r a t u r e  ( K )
(a)

5 0 1 0 0 1 5 0 2 0 0 2 5 0

1 0 - 2

1 0 - 1

1 0 0

 

 

λ L
F (

µs
-1 )

T e m p e r a t u r e  ( K )
(b)

Figure 4.10: a) Muon λZF temperature dependence in Zero Field experiments. b) Muon
λLF temperature dependence in 200 Gauss longitudinal field experiments. Fit according to
Eq. 3.82. Fit parameters are:

〈
∆h2⊥

〉
= (3.2±0.1)·10−10 T2, τ1 = (1.5±0.9)·10−10s, EA =

77±5 K, ∆ = 54±4 K.
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Figure 4.11: βLF temperature dependence in 200 Gauss longitudinal field experiments in
the presence (red circles) and in the absence (black circles) of IR irradiation.
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Muon spin-lattice relaxation rate temperature dependence is given in Fig.
4.10 for ZF and LF experiments, while the effect of IR irradiation is shown in
Fig. 4.11 for LF experiments (technical details are given in Sec. A.4.2).

A comparison with 1H NMR results can be made by looking at the µSR
experiments, since muons are implanted homogeneously in the sample, thus
having a spatial distribution similar to those characterizing protons. The ZF
experiments (Fig. 4.10a) is not sensitive to the VT transition in the range
100 to 200 K, because the spin dynamics is too fast with respect to the muon
lifetime, while in the range 10 - 50 K a peak is observed. Both features are
amplified in the LF experiments performed at 200 Gauss: the VT transition is
characterized by and increase of the muon λLF , as opposed to 1H 1/T1n, while
the peak in the range 10 - 50 K is much more evident. By fitting this latter
with Eq. 3.82, one obtains an energy barrier equal to 77 K and a width equal to
54 K, in good agreement with the 1H NMR results, demonstrating the muons
are sensitive to the magnetic fluctuations of the HS molecules.
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Figure 4.12: a) 59Co 1/T1n temperature dependence at 6.95 T. b) 59Co NMR signal
intensity, multiplied by temperature, over temperature at 6.95 T.

The presence of this kind of peak is common to other systems like spin-
crossover [279], samples characterized by spin freezing [280, 281] and molec-
ular magnets [282–286]. The effect of IR irradiation in µSR experiments is
only evident by looking at the temperature dependence of βLF : the stretching
coefficient is found to decrease upon IR irradiation.

A closer sight on the spin dynamics of the HS state may be obtained by
looking at the 59Co NMR results, since the Cobalt ion has a central posi-
tion in the molecule and it is more sensitive to the hyperfine coupling
(technical details are given in Sec. A.1.2). 59Co nuclear spin-lattice relaxation
rate temperature dependence is shown in Fig. 4.12a at 6.95 T and in the
presence or in the absence of IR irradiation, while 59Co signal intensity tem-
perature dependence is given in Fig. 4.12b. The effect of IR irradiation is
reported in Fig. 4.13a, while Fig. 4.13b depicts the difference between 59Co
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4. Switching Electron Spin Polarization in Valence Tautomers

δh2⊥(T 2) τ0(s) EA(K) ∆(K)
1H OFF 2.8± 0.4 · 10−6 3.5± 0.8 · 10−11 90± 12 60± 10
LF µSR 3.2± 0.1 · 10−10 1.5± 0.9 · 10−10 77± 5 54± 4

59Co OFF 4.1± 0.9 · 10−7 1.7± 0.1 · 10−10 53± 16 43± 17
59Co ON 1.8± 0.3 · 10−6 1.1± 0.5 · 10−10 74± 17 60± 17
59Co DIF. 1.4± 0.3 · 10−6 5.6± 3.8 · 10−11 88± 20 72± 18

Table 4.1: Fit results according to Eq. 3.82 for 1H, muon and 59Co relaxation data.
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Figure 4.13: a) 59Co 1/T1n temperature dependence at 6.95 T in the presence (red half
down squares) and in the absence (black half up squares) of IR irradiation. Fit according to
Eq. 3.82. Fit parameters are: IR ON,

〈
∆h2⊥

〉
= (1.8±0.3)·10−6 T2, τ1 = (1.1±0.5)·10−10s,

EA = 74±17 K, ∆ = 60±17 K ; IR OFF,
〈
∆h2⊥

〉
= (4.1±0.9)·10−7 T2, τ1 = (1.7±0.1)·10−10s,

EA = 53±16 K, ∆ = 43±17 K. b) Difference between 59Co 1/T1n in the presence and in the
absence of IR irradiation at 6.95 T. Fit according to Eq. 3.82. Fit parameters are:

〈
∆h2⊥

〉
= (1.4±0.3)·10−6 T2, τ1 = (5.6±3.8)·10−11s, EA = 88±20 K, ∆ = 72±20 K.

By looking at Fig. 4.12a it is found that 1/T1n decreases by two orders of
magnitude when warming the sample from 50 to 180 K, i.e. when inducing
the transition from the LS to the HS state. Above 180 K the 59Co disappears
(Fig. 4.12b), due to the fact that with NMR only the Cobalt nuclei be-
longing to the LS molecules can be detected because those in the
HS molecules relax too fast. Furthermore, 59Co relaxation is unexpect-
edly faster than 1H since the large difference in the gyromagnetic ratio would
suggest the opposite. However, 59Co relaxation in the LS molecules might
be enhanced by 59Co relaxation of the HS molecules through spin diffusion,
leading to the high 1/T1n values shown in Fig. 4.12a. On the other hand, in
the low-temperature range a small peak in 1/T1n temperature dependence is
observed, which can be fit again using Eq. 3.82: the fit yields an energy barrier
equal to 53 K and a width equal to 43 K, in agreement with the fit results on
1H and muons. IR irradiation at low temperatures (Fig. 4.13a) enhances 59Co
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relaxation by a factor 4 to 5, while reducing at the same time 59Co NMR signal
intensity. The increase in the number of HS molecules makes Cobalt
nuclei in LS molecules relax faster through spin diffusion, while there
are less LS molecules and thus the overall signal intensity is reduced.
However, the light-enhanced 1/T1n is still smaller than the 1/T1n at 180 K, un-
derlining that the conversion efficiency is not high, due to the same problems
affecting the irradiation setup in the 1H NMR experiments. Even in the pres-
ence of IR irradiation, a small peak can be observed (Fig. 4.13a) and fit again
using Eq. 3.82: the energy barrier turns out to be 74 K and the width 60 K,
values similar to those obtained before. Now, to evaluate the spin dynamics
of the HS states promoted by IR (red circles in Fig. 4.8), one can take the
difference between the 59Co 1/T1n in the presence (orange plus red circles in
Fig. 4.8) and in the absence (orange circles in Fig. 4.8) of IR: as reported in
Fig. 4.13b this difference is still characterized by a small peak around 20 to
25 K, whose fit yields an energy barrier around 90 K and a width around 70
K. Thus there is a persistent spin dynamics of the light-induced HS
state in the MHz range at very low temperatures, demonstrating the
existence of magnetic fluctuations which will have to be removed in view of
possible applications in magnetic data storage applications.

4.2.3 Pressure Effect

The effect of pressure application on χM · T temperature dependence and on
1H nuclear spin-lattice relaxation rate are reported in Fig. 4.14a and 4.14b,
respectively.
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Figure 4.14: a) χM · T temperature dependence for different values of external applied
pressure: 0.00 kbar, i.e. ambient pressure, black half up squares; 0.54 kbar, red half down
squares; 2.59 kbar, green half right squares. The three measurement shown have been carried
out inside the pressure cell and they are affected by its diamagnetic contribution. b) 1H 1 T1n
pressure dependence at 300 K and for a 4.69 T.
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4. Switching Electron Spin Polarization in Valence Tautomers

It is worth mentioning the effect of pressure on VT compounds as they are
good candidates for sensors. From Fig. 4.14a it is noticed that a moderate
application of pressure (few kbar) can shift the transition tempera-
tures towards larger values (up to room temperature), mainly because
the LS, being characterized by a smaller distance between the metal ion and
the organic ligand, has a smaller volume and it is thus favored when external
(but also chemical) pressure increases [156, 159, 256, 262]. Furthermore, the
effect of pressure is much more marked in this compound with respect to the
dinuclear cobalt-based VTs [262], which have two Cobalt ion per molecule.
Fig. 4.14b shows the effect of pressure application to the 1H 1/T1n at 300 K:
it is noticed that when external pressure increases to few kbar the proton re-
laxation gets slower, suggesting that an HS to LS transition has been induced,
in agreement with the SQUID experiments.

4.2.4 Summarizing Results

This chapter has been devoted to the analysis of the macroscopic and micro-
scopic magnetic properties of a Cobalt-based valence tautomer compound, in
particular to focus on an out-of-equilibrium state induced by external stimuli.
The SQUID magnetometry experiments have demonstrated that the param-
agnetic HS phase of the molecules (above 200 K) is due to an uncoupled con-
figuration between the spin of the metal ion and the one of the radical species.
On the other hand, the diamagnetic LS phase (below 100 K) is characterized
an incomplete conversion and a small fraction (3 to 5 %) of the molecules
still remain paramagnetic. This feature has been confirmed by the µSR and
NMR experiments where the muons, 1H and 59Co relaxation rates display a
peak around 20 - 25 K due to the slowing down of the magnetic fluctuations
(in the MHz range) of the abovementioned remaining HS molecules. These
fluctuations have an energy barrier around 60 - 90 K and a width around 40
- 60 K. The SQUID experiments carried out in the presence of IR irradiation
in the low-temperature range (4 - 60 K) have shown that IR light stimulates
the LS to HS state transition and the magnetization grows asymptotically to a
plateau value that represents the light-induced out-of-equilibrium state. High
conversion efficiencies, close to 100 % at 4 K, are obtained but at the same time
they need very long build up times (up to 20 hours). The lifetime of this out-
of-equilibrium state can reach several hours. IR irradiation effects have been
studied also within NMR experiments, where both 1H and 59Co relaxation
rates are found to increase upon irradiation between 4 and 60 K. In particular,
59Co have demonstrated that the light-induced HS states are still character-
ized by magnetic fluctuations in the MHz range. Finally the effect of pressure
has been studied by means of SQUID and 1H NMR experiments, showing that
application of moderate pressure (2 - 14 kbar) at room temperature promotes
the system from the LS to the HS state.
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Chapter 5
Conclusions

In this thesis the magnetic properties of nuclear and electron spin systems
brought out-of-equilibrium by external electromagnetic wave irradiation have
been studied. The first part of the thesis has been devoted to the nuclear
hyperpolarization of βCyclodextrins molecules doped with a nitroxide free
radical under microwave irradiation, while the second part has treated the
light-induced pressure-induced magnetic transition in a Cobalt-based valence
tautomer.

The exact EPR spectrum simulations have underlined the key role played
by the electron concentration in determining the DNP regime and how they
behave when brought to an out-of-equilibrium state. For low concentrations,
1.5 mM, the EPR spectrum displays a localized hole burning that becomes
broader as MW power is increased, in agreement with the solid effect. On
the other hand, at high concentrations, around 15 mM, the EPR spectrum
shows a complete reorganization: for low MW power it displays a huge depo-
larization while for high MW power the sign inversion predicted by thermal
mixing theory appears. It has been thus demonstrated that in case of high free
radical concentrations sign inversion can be obtained only through an efficient
MW saturation. In addition, EPR spectrum can be well reproduced in the
spin temperature approach only in the high concentration limit, where both
the sign inversion and the huge depolarization are found. This study has thus
clarified some unclear features from DNP experiments (the huge depolariza-
tion was used as an argument to invalidate the spin-temperature approach) and
some incomplete aspects of DNP theory (the phenomenological electron spec-
tral diffusion can be implemented exactly with the microscopic electron dipolar
interaction). Furthermore, the EPR spectrum simulations has shown that low
spin temperatures (i.e. high levels of hyperpolarization) can be achieved ar-
ranging the electrons in a ordered cubic lattice. This apparently contradicts
the evidence that in some experiments only amorphous samples are efficiently
polarized in DNP, while crystalline samples not (though there are examples of
crystalline compounds efficiently polarized [287]). The conclusion is that DNP
success is granted if the distribution of free radical is sufficiently homogeneous,
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no matter if the free electrons are arranged randomly or on an ordered lattice.
However, in crystalline samples, the radical are forced to accumulate between
the different crystal grains and thus cannot arrange on a perfect ordered lattice:
the sample is thus divided in radical rich (grains boundaries) and radical poor
(grains) zones and the free radical distribution is far from being homogeneous.

The NMR - DNP experiments have demonstrated the possibility to effi-
ciently hyperpolarize 1H and 13C in βCyclodextrins macromolecules, paveing
the way for future research in order to optimize the DNP performances and to
use these compounds for in vivo MRI. In particular 13C polarization has been
raised up to 10 % in the best case, which is quite an impressive value con-
sidering the novelty of this work and comparing it to previous DNP works on
other substrates. An interesting technique which could be used to increase 13C
DNP polarization is the cross polarization, which is a transfer of polarization
from hyperpolarized 1H to 13C spins by means of a train of RF pulses, since
its power has already been proven [116, 119, 255]. The room temperature 13C
spin-lattice relaxation time, which has reached up to 30 s, represents a good
starting point for in vivo studies, even if longer relaxation times would be
desirable. In this regard a possible perspective could be the study of DNP hy-
perpolarization in βCD’s labelled with carbonyl groups containing 13C atoms:
in this chemical configuration 13C usually has longer relaxation times (over 60
s) at 300 K [75] thus allowing to exploit the hyperpolarized out-of-equilibrium
state for a broader range of physiological processes within dissolution DNP
experiments [59]. However, due to the huge number of βCD’s application in
chemistry and pharmacology, the experimental results presented here could
represents a first step towards combined DNP/high resolution NMR experi-
ments to study chemical reactions involving βCD’s. In this sector a key role
could be played by 1H which is suitably hyperpolarized as well ( P ' 10 %)
but whose short room temperature relaxation times prevent from exploiting
it for MI applications. This feature could be useful in the investigation of the
diffusion and the release of drugs which are stored in hydrogels of CD based
polymers, using high resolution magic angle spinning NMR spectroscopy [288–
290]. In particular, NMR sensitivity in these low concentration systems could
be enhanced by adding small amounts of βCD’s linked with a TEMPO unit
and by irradiating with MW at a proper frequency. A striking feature, regard-
less of the specific applications, is represented by the short polarization times
(around tens of seconds) which are needed to hyperpolarize 1H and 13C.

From a fundamental point of view, 1H and 13C hyperpolarizations look
consistent with the thermal mixing framework since the linear relation between
1/T1n and 1H 1/TPOL (1− P 2

S) is found in all samples. This was expected since
TEMPO is a broad EPR spectrum free radical, belonging to the nitroxides
family, and its linewidth is larger than the nuclear Larmor frequencies involved.
However, clear deviations which shift the experimental points far below the
TM prediction are observed and explained resorting to the bottleneck effect
affecting the nuclear spin-lattice relaxation: nuclear relaxation is caused by the
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hyperfine interaction and thus the nuclei can exchange energy with the lattice
only via the electron spins. When one increases the degree of methylation
at fixed free radical concentration (from CD9R to CD21R) the number of
nuclei increases while the number of electrons keep constant and the ratio
NI/NS strongly decreases. Since the nuclear spin-lattice relaxation rate is
proportional to this ratio, it is clear that the increase in the number of nuclei
causes a bottleneck effect slowing down the relaxation process. This aspect
underlines the complexity of the DNP process and how it depends on several
parameters. Finally, the effect of deuteration of the methyl groups increased
the 13C DNP polarization and allowed to reach longer relaxation times at room
temperature, as expected [75, 89, 110, 255]. Remarkably, a striking feature is
the disappearance of the bottleneck effect in sample CD21Rd, suggesting that
deuterium nuclei are involved in some kind of interaction which make both 1H
and 13C relax faster than in sample CD21R. A possible perspective could be the
study of deuterium spin dynamics as well as its possible DNP hyperpolarization
to get further information about the microscopic environment. Another point
that has to be remarked is that the thesis has clearly demonstrated changes
in the chemical environment of βCD’s molecules can positively or negatively
affect the DNP process and performance. In this respect it could be stimulating
to study hyperpolarization also in α and γ CD’s to check any effect of the
molecular size on 1/T1n and 1/TPOL, as well as to observe the maximum 1H
and 13C DNP polarization levels.

In the second part of the thesis the light-induced or pressure-induced out-
of-equilibrium state in a Cobalt based valence tautomer compound has been
studied using macroscopic (SQUID magnetometry) and microscopic (µSR and
NMR) techniques to investigate its magnetic properties for technological ap-
plications, namely data storage and pressure sensors. A first set of SQUID
experiments has demonstrated the all VT molecules are in the paramagnetic
HS phase above 200 K, with Cobalt ion spin decoupled from the radical spin.
Cooling below 200 K one observes a broad transition, centered around 160 K,
with most molecules turning into a diamagnetic LS phase and the magnetic
susceptibility clearly dropping to a lower value. The transition is also confirmed
by the µSR and NMR results, in particular by 59Co relaxation rate, that drops
by two orders of magnitudes between 180 and 100 K, highlighting the high sen-
sitivity of this nuclear species in detecting the local magnetic fields. Below 100
K, the magnetic susceptibility is still positive, demonstrating that a tiny frac-
tion of the molecules remains in the HS state, probably due to the presence of
local defects. The slowing down of the frequency of the magnetic fluctuations
results in a high peak observed in the muons as well as in the 1H 59Co relaxation
rates. The characterization of the thermal equilibrium magnetic properties of
this compound underlines that quite fast spin dynamics is persistent despite
the low temperatures. SQUID experiments have been carried out in the pres-
ence of the IR light irradiation to study the spin dynamics of the molecules
once they are converted to HS out-of-equilibrium state. This conversion in-

83



5. Conclusions

volves a high efficiency, close to 100 %, and the corresponding build-up time
is large, reaching even several hours. The lifetime of this out-of-equilibrium
state has been measured by following the decay of the light-induced magne-
tization after switching off the IR irradiation and it is long as well, around 7
to 8 hours. To get a closer look at the spin dynamics in the presence of IR
irradiation, µSR and NMR have been carried out while irradiating the sample
with IR irradiation. Even if muons are not very sensitive to the light-induced
transitions, 1H 59Co relaxation rates are found to increase, due to the fact that
the nuclei probe larger amplitudes local magnetic fields since the number of HS
molecules is now increased. 59Co data have also showed that the light-induced
HS state at 20 K is still characterized by magnetic fluctuations in the MHz
range with coherence times shorter than 1 s. These results demonstrate that
the application of these molecules as logic units in magnetic memories already
presents some advantages (high conversion efficiency and long lifetimes of the
out-of-equilibrium state) but still has to deal with important problems related
to the short spin coherence which badly affects the storage of the information.
A first solution could be working on the molecular design and changing the
energy levels structure of the HS state in order to increase the energy barrier
characterizing the HS state, possibly with the support of numerical simula-
tions of the energy diagram of the system. Furthermore, it must be remarked
that this study has been performed on a bulk sample, while any logic units
application needs molecules arranged on particular 3D architectures. In this
regards a similar study could be performed on a thin film of VT molecules to
evaluate their mutual interactions and the interaction with the substrate as
well as the spin dynamics under IR irradiation. Finally, the effect of pressure
has been studied both by SQUID magnetometry and 1H NMR: application of
moderate pressures shifts the transition curves to higher temperatures, since
the LS state has a smaller volume and it is thus energetically favored in this
condition. Accordingly, the 1H is found to decrease. These results show that
VT molecules are promising candidates for everyday life pressure sensors.
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Appendix A
Experimental Techniques

In this appendix the experimental techniques and sequences employed in the
thesis will be described.

A.1 Nuclear Magnetic Resonance

A.1.1 Instrumentation

All the NMR experiments have been performed in the NMR laboratory of
the Department of Physics at the University of Pavia (Pavia, Italy), except
for the high pressure NMR measurements, that have been carried out at the
Jožef Stefan Institute (Ljubljana, Slovenia). The following equipment has been
employed:

� a superconducting magnet and an electromagnet, which can produce
magnetic fields up to 9 and 2 T, respectively;

� an Apollo (Tecmag) spectrometer 5 - 450 MHz;

� homemade NMR probes with solenoidal coils (for the ordinary NMR
experiments);

� a MW source (Gunn diode, irradiation range 95-98 GHz) (for the DNP
measurements);

� two IR LED’s (Thorlabs LED910E-AlGaAs: wavelength = 910 ± 10 nm,
power = 12 mW, AC current = 16 mA) (for the IR light irradiation NMR
measurements);

� flux cryostat, cooled with liquid nitrogen or helium, for the 5 - 340 K
temperature range, while a bath cryostat and an adiabatic helium pump
for the range 1.60 - 4.20 K.
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NMR-DNP MW irradiation experiments

The NMR-DNP experiments have been carried out using a special homemade
probe, with a MW sourced integrated and a saddle coil, to allow the complete
MW irradiation of the sample. The cooling procedure was a flash freezing into
liquid nitrogen (77 K), followed by a quick cooling down to 4.20 K with liquid
helium. A slower cooling procedure (from 300 to 4.20 K) has been found to
badly affect the DNP performances. The magnetic field used has been 3.41
to 3.45 T, with 1H and 13C Larmor frequencies equal to 147 and 37 MHz,
respectively.

NMR Light irradiation experiments

The NMR irradiation has been performed as ordinary NMR experiments, with
the addition of two LED’s irradiating the sample. Concerning 59Co, a rect-
angular single spire coil has been used, with the sample inside a rectangular
and thin sample holder to allow maximum irradiation. Two LED’s have been
mounted perpendicular to the coil and powered with 15 mA each. In the case
of 1H, a similar setup has not been employed due to very high background sig-
nal: thus, a simple solenoidal coil has been used, together with a transparent
glass cuvette and two LED’s pointing towards one end of the coil. To ensure
the maximum IR confinement, the end of the NMR probe has been wrapped
with an aluminum tape. The magnetic fields in 1H NMR measures have been
0.67, 1.11, 1.50 T corresponding to 28, 47, 64 MHz Larmor frequencies, while
in 59Co NMR measures 6.95 T corresponding to 70 MHz. The cooling proce-
dure has been performed with different cooling rates (1 K/min and 6 K/min)
and 1H T1n has been found to depend on it.

High pressure NMR experiments

The high pressure 1H NMR experiments have been performed using an NMR
pressure cell, with pressure range from 0 to 14 kbar, with 2 kbar steps. The
sample has been placed into a teflon sampleholder and mixed with a fluorinated
oil, to ensure homogeneous distribution of the external pressure and to suppress
1H background signal as much as possible. A simple solenoidal coil, wrapped
around the sample holder, has been used to detect the NMR signal. The
magnetic field used has been 4.69 T corresponding to 200 MHz 1H Larmor
frequency.

A.1.2 Sequences and fits

The NMR experiments have allowed to measure the following physical quan-
tities: the nuclear spin-lattice relaxation time T1n, the NMR spectrum, the
nuclear spin-spin relaxation time T2n, the nuclear polarization time TPOL and
the DNP signal enhancement ε and DNP enhanced polarization PDNP .
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A.1. Nuclear Magnetic Resonance

T1n measurements

To measure T1n three different sequences have been employed to follow the
recovery of the nuclear longitudinal magnetization Mn. All sequences have an
initial train of RF saturation pulses which destroy Mn, a variable waiting time,
to allow a partial recovery of Mn, and a reading sequence (free induction decay
(FID), simple echo, solid echo). In the cases of 1H and 13C, which are both
S = 1

2
the recovery has been fit with a stretched exponential curve:

Mn(t) = M0 · (1− exp−(
t

T1n
)βn), (A.1)
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Figure A.1: a) Recovery of 1H (black half up circles) and 13C (black half up squares)
magnetization in CD100 at 180 K in a 1.5 T and in CD9 at 80 K at 6.95 T, respectively.
Lines are fit according to Eq. A.1. b) Recovery of 1H (black half up circles) and 59Co (black
half down squares) magnetization at 100 K in 1.5 T and at 20 K in 6.95 T, respectively.
Lines are fit according to Eq. A.1 and A.2, respectively.

where M0 is the thermal nuclear magnetization and βn a stretching coeffi-
cient accounting for a distribution of relaxation times. In the βCyclodextrins
samples βn ranges from 0.6 to 0.95, due to the amorphous structure of the
compounds which make different nuclei probe slightly different microscopic
environments. In the valence tautomer sample βn ranges from 0.6 to 0.95,
since 1H occupies different sites in the organic ligands. In case of 59Co the
recovery has been fit with the recovery law for S = 7

2
for magnetic relaxation:

Mn(t) = M0 ·
[
1−

(
75
364

exp(− 15t
T1n

)+

1225

1716
exp(−28t

T1n
) +

3

44
exp(− 6t

T1n
) +

1

84
exp(− t

T1n
)

)]
, (A.2)

where RF irradiation has been performed on the central line of 59Co, associated
with the mI = +1/2↔ −1/2 transition.
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T2n measurements

To measure T2n a Hahn echo sequence (π/2 - τ - π) have been employed, with
a variable echo time to follow the decay of the echo amplitude. This decay ha
been fit either with a single exponential decay:

S(t) = S0 · exp− t

T2n
, (A.3)

where S0 is the initial amplitude, or with a gaussian decay:

S(t) = S0 · exp− t

T 2
2n

. (A.4)

The gaussian decay has been observed at low temperatures while the lorentzian
decay at high temperatures.
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Figure A.2: 13C NMR echo intensity decay over time in CD21d at 70 K in 3.45 T. Fit
according to Eq. A.3.

NMR spectrum

In the cases of 1H and 13C, the NMR spectrum has been derived from by the
Fourier transform of half of the echo or of the FID of the T1n. Subsequently, the
spectra have been fit with an appropriate function, a gaussian or a lorentzian,
to evaluate the NMR linewidth, i.e. the full width at half maximum (FWHM).
The gaussian shape is more appropriate at low temperatures where the mo-
tion is frozen and the spectrum is broadened by the nuclear magnetic dipolar
interaction. The lorentzian shape is more likely to fit at higher temperatures,
where the motional narrowing occurs. Regarding 59Co, the huge quadrupo-
lar moment of the nucleus makes the spectrum very broad. Thus, only small
slices of the spectrum could be excited at one time and the 59Co spectrum has
been measured by scanning the simple echo amplitude over a range of nuclear
Larmor frequencies. The central line reported Fig. A.4 is associated with the
mI = +1/2 ↔ −1/2 transition, while the broad left and right shoulders are
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Figure A.3: 1H NMR spectrum at 100 K (black half up circles) and 300 K (red half down
circles) in CD100 in 1.50 T. Lines are fit according to a gaussian and a lorentzian curve,
respectively.

associated with overlapping satellites transitions between the other Zeeman
energy levels.
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Figure A.4: 59Co NMR spectrum at 5 K for a 6.95 T. The line is the fit of the sum of two
gaussian curves.

DNP experiments

The DNP experiments have been performed in 3.41-3.45 T in the 1.60 - 4.20 K
temperature range. The process of magnetization recovery has been observed,
using the same T1n sequence, in the absence and in the presence of MW irradi-
ation. In the former case the recovery yields the ordinary T1n and the thermal
magnetization M0FF , while in the latter the recovery has been fit with the
following law:

Mn(t) = M0N · (1− exp−(
t

TPOL
)βn), (A.5)
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yielding the nuclear polarization time TPOL, i.e. the time needed to build
the hyperpolarizated out-of-equilibrium state, and M0N ,+ the DNP enhanced
magnetization. The DNP enhancement factor ε has been calculated using:

ε =
M0N ·GOFF

M0FF ·GON

, (A.6)

where GOFF and GON are the receiver gains in the absence and in the presence
of MW irradiation, respectively.
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Figure A.5: a) Recovery of 1H magnetization in the presence (red half up circles) and in
the absence (black half down circles) of MW irradiation in CD100 at 2.19 K in 3.45 T. Lines
are fit according to Eq. A.1. b) 13C NMR spectrum in the presence (red line) and in the
absence (black line) of MW irradiation in CD21R at 1.60 K in 3.45 T.

The MW frequency has been swept in the range 96 - 98 GHz to find the
optimal value prior to any DNP session. The final DNP enhanced polarization
is then:

PDNP = ε · tanh
~ωI
2KB

T , (A.7)

where the second factor in the right side is the thermal polarization and ωI is
the nuclear Larmor frequency.

A.2 SQUID Magnetometry

A.2.1 Instrumentation

The SQUID experiments have been performed in the SQUID laboratory of the
Department of Physics at the University of Pavia (Pavia, Italy). An MPM-
SXL7 SQUID magnetometer has been employed. All the measurement have
been performed in a 0.1 T magnetic field. The irradiation of the sample has
been achieved by placing an optical fiber, along the SQUID stick, externally
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coupled with an IR laser diode (Thorlabs M940F1 Fiber-coupled LED: wave-
length = 940 ± 15 nm, power = 6.5 mW). On the other side, the high pressure
SQUID experiments have been performed using a CuBe pressure cell (Easy-
Lab, Mcell 10), which allows to reach up to 20 kbar and which contains a Sn
manometer to precisely measure the pressure achieved.

A.2.2 Sequences and fits

The magnetization temperature dependence has been measured upon cooling
the sample from 300 K to 4 K, with a fixed cooling rate equal to 4 K/min, both
at ambient and at high pressure. The light irradiation experiments have been
performed in the range 4 - 55 K and the build-up of the magnetic susceptibility
upon time has been fit with a stretched recovery law plus a constant term (χ1)
corresponding to the magnetic susceptibility value prior to irradiation:

χM · T (t) = χ0 · T · (1− exp−(
t

Tirr
)αM ) + χ1 · T, (A.8)

where χ0 is the value of the light-enhanced magnetic susceptibility, Tirr is the
build-up time and αM is the stretching exponent.

The magnetic susceptibility decay has been measured in the range 20 - 55
K after turning off light irradiation and it has been fit with a stretched decay
law:

χM · T (t) = χ0 · T · exp−(
t

Tdec
)αd , (A.9)

where Tdec is the decay time and αd is the stretching exponent.

A.3 Electron Paramagnetic Resonance

A.3.1 Instrumentation

The EPR experiments have been carried out at the Jožef Stefan Institute
(Ljubljana, Slovenia). The following equipment has been used:

� an electromagnet, able to generate magnetic fields up to 2 T;

� an EPR spectrometer;

� a MW source and a cavity, which allow to generate and amplify MW in
the X-band (9.7 GHz);

� an homemade software for sequence control and data analysis;

� a flux cryostat, for the temperature range 2 - 300 K, and an adiabatic
helium pump in the range 2 - 4.2 K.
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A.3.2 Sequences and fits

In the EPR experiments the following quantities have been measured: the
electron spin-lattice relaxation time T1e, the electron spin-spin relaxation time
T2e and the EPR spectrum, in pulse experiments, or its first derivative, in
continuous wave (CW) experiments.

T1e measurements

T1e has been measured in pulsed experiments by means of an inversion simple
echo recovery sequence and the recovery has been fit by the sum of a fast and
a slow component:

Me(t) = M0e · (1− Af exp−(
t

T1ef
)− As exp−(

t

T1es
)), (A.10)

where T1ef and T1es are the fast and slow electron spin-lattice relaxation times
components, Af and As are the related amplitudes and M0e is the electron
thermal magnetization.

T2e measurements

T2e has been measured in pulsed experiments by mean of an simple echo se-
quence and the decay has been fit by a stretched exponential law:

Me(t) = M0e · (exp−(
t

T2e
)βe ), (A.11)

where βe is the stretching exponent.
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Figure A.6: a) Recovery of electron magnetization in CD100 at 5 K in X-band. Fit
according to Eq. A.10. b) Decay of electron spin echo intensity in CD100 at 5 K in X-band.
Fit according to Eq. A.11.

92



A.4. Muon Spin Rotation

The EPR spectrum

The EPR spectrum has been measured in two different ways, either as the FT
of the longest time echo point of the T1e sequence or using the CW techniques,
this latter when the electronic relaxation times were too short to allow any
pulse experiment.

A.4 Muon Spin Rotation

A.4.1 Instrumentation

The µSR experiments have been carried out at the ISIS facility (Oxford, UK)
on the HIFI beam line. A flux cryostat has been used to explore the 5 -300 K
temperature range. The powder has been pressed on a silver sample holder and
covered with mylar foils to slow down muons and to allow them to stop inside
the sample. The muon energy has been set to 29 MeV/c. The first round of
experiments has been carried out in zero field (ZF) to check if muonium was
present and the second round has been performed in longitudinal field (LF)
to remove the nuclear dipolar contribution to muon relaxation. Irradiation of
the sample was achieved by using four IR LED’s (Thorlabs LED910E-AlGaAs:
wavelength = 910 ± 10 nm, power = 12 mW, AC current = 16 mA) mounted
on the four sides of the sample holder and with an irradiation angle close to
30◦.

A.4.2 Sequences and fits

The measurements have been performed both in zero field and in a 200 Gauss
longitudinal magnetic field. In the former case the muon’s asymmetry has been
fit, after background correction, with a simple exponential decay:

A(t) = A0 · exp−(λZF t), (A.12)

where λZF is the ZF decay rate. In the latter case muon’s asymmetry has been
fit with a stretched exponential decay:

A(t) = A0 · exp−(λLF t)
βLF , (A.13)

where λLF is the LF relaxation rate and βLF the stretching coefficient.
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Figure A.7: Muon’s asymmetry time dependence in 200 Gauss LF experiments: 200 K
(blue half up circles), 20 K (green half down circles) and 5 K (red half left circles).

The initial amplitude in ZF condition was roughly equal to half of the am-
plitude in LF condition, probably due to a non negligible fraction of muonium
in the sample. In both cases, an high background was observed, due to muons
stopping in the silver sample holder.
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Y. Róman-Leshkov. Dynamic Nuclear Polarization NMR Enables the
Analysis of Sn-Beta Zeolite Prepared with Natural Abundance 119Sn Pre-
cursors. J. Am. Chem. Soc., 136:6219–6222, 2014.

[46] G. Denninger and H. Pascher. Dynamic nuclear spin polarization by
coherent spin flip Raman scattering in InSb. Solid State Comm., 70:399–
402, 1989.

98



BIBLIOGRAPHY

[47] A. Comment, S. Jannin, J.N. Hyacinthe, P. Miéville, R. Sarkar, P. Ahuja,
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[143] J. Andreásson and U. Pischel. Molecules with a Sense of Logic: a
Progress Report. Chem. Soc. Rev., 44:1053–1059, 2015.

[144] N. Weibel, S. Grunder, and M. Mayor. Functional Molecules in Electronic
Circuits. Org. Biomol. Chem., 5:2343–2353, 2007.

[145] L. Bogani and W. Wernsdorfer. Molecular Spintronics using Single-
molecule Magnets. Nat. Mat,, 7:179–186, 2008.

[146] M. Mannini, F. Pineider, P. Sainctavit, C. Danieli, E. Otero, C. Scian-
calepore, A.M. Talarico, A.M. Arrio, A. Cornia, D. Gatteschi, and R. Ses-
soli. Magnetic Memory of a Single-molecule Quantum Magnet wired to
a Gold Surface. Nat. Mat., 8:194–197, 2009.

[147] H. Song, M.A. Reed, and T. Lee. Single Molecule Electronic Device.
Adv. Mat., 23:1583–1608, 2011.

[148] S. Decurtins, P. Gütlich, C.P. Köhler, H. Spiering, and A. Hauser. Light-
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L.H. Hansson, M.H. Lerche, S. Mansson, and R. et Al. Servin. Generat-
ing Highly Polarized Nuclear Spins in Solution Using Dynamic Nuclear
Polarization. Nucl. Instrum. Methods Phys. Res., Sect. A, 526:173–181,
2004.

[183] D. Shimon, Y. Hovav, I. Kaminker, A. Feintuch, D. Goldfarb, and
S. Vega. Simultaneous DNP Enhancements of 1H and 13C Nuclei: Theory
and Experiments. Phys. Chem. Chem. Phys., 17:11868–11883, 2015.

[184] T.J. Schmugge and C.D. Jeffries. High Dynamic Polarization of Protons.
Phys. Rev., 138:A1785–A1801, 1965.

110



BIBLIOGRAPHY

[185] K. Ley, E. Müller, and K. Scheffler. Zur Unterscheidung möglicher me-
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