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## Chapter 1

## Introduction

### 1.1 Motivation

Partial differential equations (PDEs) represent the main tools to model many physical processes, for example fluid flow, heat transfer and solid problems. Typically, the expression of the exact solution can not be found in an analytic way. In these situations numerical methods are the fundamental ingredients to recover an approximated solution.

The most popular technique used to make numerical simulations is the finite element method (FEM). However, one of the main issue of FEM is that the computational domain, usually described by a computer aided design (CAD) file, needs to be approximated, e.g. by triangulation. As a consequence, there is always a systematic geometrical error source and the operation of mesh-refinement results very expensive. The discrepancy between CAD and FEM relies on their mathematical foundation: the former employs splines while the latter uses linear or quadratic interpolation polynomials.

To overcome the gap between FEM and CAD and to improve the interoperability between CAD and PDE solvers, Hughes et al. introduced in the seminal paper [66] an extension of FEM: Isogeometric Analysis (IgA). IgA is based on the adoption of the same functions that describe the CAD geometry (usually B-splines and Non-Uniform Rational B-splines (NURBS)) to construct and represent the approximated solution of the PDE. In this way, thanks to an exact representation of the computational domain the error due to the approximation of the geometry is eliminated. IgA is not limited to B-splines and NURBs as it allows to use a wide variety of spline technologies, e.g. T-splines [5, 98, 7], hierarchical splines [26, 112], Truncated Hierarchical B-splines (THB-splines) [56, 55], Locally Refineable splines (LR-splines) [68, 19].

The refinement of the spline space can be achieved not only by the classical $p$-refinement (order elevation) and $h$-refinement (knot insertion) procedures, already present in FEM, but also by the new $k$-refinement, that is order elevation followed by knot insertion, see [66]. We remark that all kinds of refinement do not alter the geometry and do not need the communication with CAD systems. Despite it does not construct nested spline spaces, the $k$-refinement leads to possibilities previously unavailable in FEM, as the direct discretization of high order PDEs, the use of continuous stresses and the development of collocation methods. In addition, it paves the way to the so called $k$-method, that is an isogeometric method where the basis functions have high regularity: unlike the standard FEM functions, that are typically only $C^{0}$ continuous, in the $k$-method, in general, isogeometric basis functions have regularity $C^{p-1}$, where $p$ represents the polynomial degree. The $k$-method brings several advantages: higher accuracy per degree-of-freedom [44], robust approximation of non-smooth functions [29], better approximation of the spectrum [38]. However, the high continuity of the $k$-method introduces challenging problems at the computational level. The two main computational costs (in terms of time and memory) in a solver for PDEs are:

- the formation of the system matrix $\mathbf{A}$;
- the solution of the linear system associated to the PDE

$$
\begin{equation*}
\mathbf{A} \mathbf{u}=\mathbf{b} \tag{1.1.1}
\end{equation*}
$$

Even if the focus of our thesis deals with the second problem, we give a brief overview of the techniques that the isogeometric community has introduced to address the first problem. In the early applications of $\operatorname{Ig} A$, the implementation of the $k$-method was done by extending the existing FEM codes and exploiting their architecture. The system matrix was built performing standard Gaussian quadrature rules within each element and then assembling these local matrices into the global one, as in standard FEM codes. However, there is an important difference with respect to FEM: the higher continuity and, consequently, the larger support of IgA basis functions. Indeed, univariate B-splines of degree $p$ and regularity $C^{p-1}$ can have a support that, usually, consists of $p+1$ elements. Thus, interactions between functions become more costly, as the overlapping support between two functions is bigger and the memory required is higher (see [34]). In addition, Gaussian quadrature rules within each element are far from being optimal and they are the most time-consuming part of the FEM-like assembling codes. The extension to IgA of standard FEM codes was not enough to have a competitive isogeometric assembling method. The development of new and ad-hoc algorithms became an essential goal to pursue. Recently, different alternatives to the standard Gaussian quadrature element-wise assembling have been proposed. Among them, some of the most relevant are sum-factorization techniques [2, 21], low-rank assembling [78, 79] and the weighted quadrature approach [30, 94].

The focus of this thesis regards the study of efficient solution of the isogeometric linear systems, that represents the second main computational cost in the construction of a solver for PDEs. An important issue is that the high continuity of the functions in the $k$-method affects the sparsity-pattern of the system matrix and increases the computational cost required by the linear solver to find an approximated solution. The studies of [34] highlight that direct solvers do not provide good performances when combined with the $k$-method. For example, suppose to solve a $d$-dimensional Poisson problem with a multi-frontal solver, that is a standard direct solver (see [34, Section 2.3]). Let $N_{d o f}$ be the number of degrees-of-freedom. Assuming $N_{d o f} \gg p^{d}$, the number of floating point operations (FLOPs) required to solve the system discretized with splines of degree $p$ and regularity $C^{p-1}$ is $O\left(N_{d o f}^{2} p^{d}\right)$. On the other hand, when we use a standard $C^{0}$ FEM discretization with polynomials of degree $p$, we need $O\left(N_{d o f}^{2}\right)$ FLOPs. The degradation of the performances of direct solvers applied within $C^{p-1} \operatorname{IgA}$ has switched the attention of the isogeometric community on iterative solvers. The most used iterative methods are the so-called Krylov subspace methods, see e.g. [91]. The rate of convergence of Krylov subspace methods can be bounded by using the distribution of the eigenvalues of the system matrix [91]. For example, when $\mathbf{A}$ is symmetric positive-definite, we can use the conjugate gradient (CG) method [60] to solve the linear system and it is known that the behavior of the solver depends, on the worst case, on the spectral condition number $\kappa(\mathbf{A}):=\frac{\lambda_{\max }(\mathbf{A})}{\lambda_{\min }(\mathbf{A})}$ as

$$
\begin{equation*}
\left\|\mathbf{u}-\mathbf{u}_{k}\right\|_{\mathbf{A}} \leq 2\left(\frac{\sqrt{\kappa(\mathbf{A})}-1}{\sqrt{\kappa(\mathbf{A})}+1}\right)^{k}\left\|\mathbf{u}-\mathbf{u}_{0}\right\|_{\mathbf{A}} \tag{1.1.2}
\end{equation*}
$$

where $\mathbf{u}_{k}$ is the $k$-th iterate and where $\|\cdot\|_{\mathbf{A}}$ is the norm induced by the vector norm $\|\mathbf{v}\|_{\mathbf{A}}:=$ $\left(\mathbf{v}^{T} \mathbf{A v}\right)^{\frac{1}{2}}$. The dependence of the rate of convergence on the eigenvalues still holds when the
matrix $\mathbf{A}$ is just symmetric and the system is solved by MINRES [87]. If we consider nonsymmetric matrices the situation is more complicated and we can not describe the convergence of Krylov subspace methods, like GMRES [92], through the distribution of the eigenvalues. Nevertheless, in many applications it is observed that a clustered spectrum (away from 0 and infinity) makes the convergence faster [57]. Thus, in general, the more clustered are the eigenvalues, the faster is the convergence.

The introduction of a preconditioning operation implies that instead of solving (1.1.1), we solve

$$
\mathbf{P}^{-1} \mathbf{A} \mathbf{u}=\mathbf{P}^{-1} \mathbf{b}
$$

where $\mathbf{P}$ is a square, invertible matrix called preconditioner. This means that at each iteration of a preconditioned Krylov-subspace method we have to solve a linear system with matrix $\mathbf{P}$ as

$$
\mathbf{P}_{\mathbf{v}}=\mathbf{r}
$$

where $\mathbf{r}$ represents the current residual. The rates of convergence of the iterative methods can gain benefits, provided that the preconditioned system has better spectral properties than the unpreconditioned one. For example, in the CG case, when we introduce a symmetric positive definite preconditioner $\mathbf{P}$, the convergence estimate (1.1.2) becomes

$$
\left\|\mathbf{u}-\mathbf{u}_{k}\right\|_{\mathbf{A}} \leq 2\left(\frac{\sqrt{\kappa\left(\mathbf{P}^{-1} \mathbf{A}\right)}-1}{\sqrt{\kappa\left(\mathbf{P}^{-1} \mathbf{A}\right)}+1}\right)^{k}\left\|\mathbf{u}-\mathbf{u}_{0}\right\|_{\mathbf{A}}
$$

As isogeometric matrices suffer of large condition numbers when the degree is high or when the mesh-size is small, iterative solvers could perform well only if combined with efficient preconditioning strategies. In this context, we say that the preconditioner $\mathbf{P}$ is ideal if it satisfies both of the following properties:

- $\mathbf{P}$ must be computationally efficient: the setup and the application of $\mathbf{P}$ should be nonexpensive in terms of FLOPs and memory and proportional to the number of DOFs of the problem;
- $\mathbf{P}$ must be robust: the eigenvalues of the preconditioned system $\mathbf{P}^{-1} \mathbf{A}$ should be clustered and they should be bounded away from 0 and infinity, independently on the parameters of the problem.

Ideal preconditioners are not easy to obtain with high order methods. The first studies on isogeometric preconditioners are provided by [33], where the problem of interest is the Poisson problem and the iterative method is the CG method. The authors show that the most efficient preconditioners used in FEM applications, as diagonal Jacobi, incomplete LU and SOR, work well with low-order splines, but their computational performances deteriorate when high order functions are employed. That is why, up to some years ago, in practical applications, quadratic or cubic splines were preferred, see $[6,82]$.

It was clear that the extension of standard FEM preconditioners was not an effective choice and, consequently, in IGA community the development of efficient preconditioning strategies has become a primary task. A lot of efforts have been directed to the Poisson system. One of the first kind of preconditioners for elliptic problems that has been studied is the group of multigrid based preconditioners [41, 52, 65]. An additive multilevel approach has been used in [27]. The authors of [93] exploit the tensor product structure of the isogeometric spaces to design a preconditioner that is the sum of matrices with a special Kronecker structure. Their preconditioner can be efficiently applied by using the fast diagonalization method (FD), that is a direct solver introduced in [77]. Such designed preconditioning strategy reveals to be robust both with respect to spline degree and mesh-size and it can be easily coupled
with an overlapping-Schwarz domain decomposition method. Moreover, in practice, it has a computational setup and application cost that is proportional to the number of DOFs of the problem. Overlapping Schwarz methods for elliptic problems in IgA have been also studied in [10, 9], while BDDC methods and preconditioners in [8, 12, 89]. The extension of FETI-DP, a variant of FETI (see [50]), to IgA has been introduced in [70] and further studied in [61, 62 ].

The recent paper [94] combines the FD preconditioner with a matrix-free weighted-quadrature approach in order to design an efficient Poisson solver. The overall procedure is very efficient in practical applications. The authors are able to provide a computationally-efficient $k$-method that has superior performances with respect to low-order discretizations. The extension of the global solver to other PDEs is possible, but the efficiency of the method is strictly related to the presence of a good preconditioner. As this paper confirms, the preconditioning step is the most critical part for the development of an efficient isogeometric solver.

Several efforts have been done in the design of efficient preconditioners for PDEs different than the Poisson equation, as it will be highlighted in the introduction of Chapter 3, 4 and 5 , and this thesis represents a contribution in this direction.

### 1.2 Main achievements and structure of the work

The aim of this thesis is the development of efficient solvers for linear systems arising in the isogeometric discretization of different PDEs. Each problem studied yields to linear system matrices with different properties and structure, that thus require ad-hoc preconditioning strategy.

The starting point and the basis of our preconditioners is the FD method and, in particular, the work [93], in which the authors fully exploit the tensor product structure of the isogeometric functions to build a preconditioner obtained by discretizing the Poisson system in the parametric domain and considering constant coefficients.

Having in mind the good results and performances gained in [93] by using the FD method for its application, we tried to use the same or similar ideas in the design of preconditioners for the isogeometric discretization of other PDEs and thus discretizing the problem of interest (or a simplification of it) in the parametric domain. In particular, we focus on two PDEs: the Stokes problem and the parabolic problem. We are able to recover in all cases the tensorproduct structure that can be exploited by the FD method for an efficient application. As there is a strong connection between the eigenvalues and the rate of convergence of Krylov subspace methods, we provide proofs of meaningful spectral estimates for the matrices involved. All the preconditioning strategies that we propose are robust both with respect to the spline degree $p$ and the mesh-size $h$. One important issue we have to face is the fact that the influence of the geometry on the performance of the preconditioning strategy can create a loss of efficiency, especially when the parametrization highly departs from the identity. Ideally, we would like that the efficiency of the preconditioner does not depend on the coefficients and on the geometry of the problem and that is why we investigate strategies that allow to incorporate in the basic version of the preconditioner some of these pieces of information without increasing the original computational cost. The designed variants of the preconditioners that include some information on the parametrization and on the coefficients also show robustness with respect to the geometry.

The first model problem that we examine is the Stokes stationary system. We consider both the isogeometric Taylor-Hood [4] and the Raviart-Thomas discretizations [25, 45] in a single-patch domain. We develop preconditioners suited for the resulting saddle-point linear systems that have the classical block diagonal, block triangular or constrained structure [43]. The FD method is then used to invert the diagonal blocks. We provide spectral estimates that
ensure the good convergence properties of MINRES solver and we show both numerically and theoretically that our preconditioner is robust with respect to $h$ and $p$. Moreover we compare our preconditioner with the more classical one based on a zero fill-in Incomplete Cholesky (IC) factorization and we observe the superiority of the performances of our approach, especially when including some information on the parametrization in the preconditioner.

Then we consider parabolic problems and in particular the heat equation in computational domains that are fixed in time. We want to fully-exploit the high continuity of the $k$-method by considering a space-time discretization, where the PDE is discretized simultaneously in space and in time. The first formulation of the heat problem we study has its foundation on the least-squares principle. Indeed, we propose a space-time least-squares isogeometric method and we provide a-priori error estimates that guarantee the good convergence properties of the method. The regularity required by the basis functions is higher than for a standard Galerkin formulation, but this does not represent a problem in the framework of the isogeometric $k$-method. The resulting system is symmetric and positive definite and the same FD-based preconditioning strategy of [93] can be trivially applied. The total cost of the setup and the application of the preconditioner is, in practical applications, proportional to the number of DOFs. The second weak formulation of the heat problem that we consider is the low-order formulation of [103]. We extend to IgA the theory of [103], developed for standard finite elements, and we provide quasi-optimal error estimates. The isogeometric discretization of this formulation does not lead to a straightforward use of FD method. We circumvent this difficulty by introducing an ad-hoc factorization of the matrices that allows to design a solver conceptually similar to the FD method, with similar computational cost and robust with respect to degree and mesh-size. We provide numerical experiments on non-trivial computational domains and we show a comparison with the previous least-squares solver. The preconditioner is robust with respect to degree and mesh size and the version that incorporates information on the parametrization gives very good results also with highly-distorted geometries. The cost is still proportional to the number of DOFs of the problem.

The structure of this work is the following one:

- Chapter 2 introduces the basic concepts of IgA. We define univariate and multivariate B-spline functions, highlighting their main features. Then we present the Kronecker product and the related properties we need. Finally, we report the preconditioning strategy for the Poisson problem based on the FD method.
- Chapter 3 focuses on the stationary Stokes problem. The chapter starts by presenting the isogeometric discretizations that we use: the isogeometric Taylor-Hood and the isogeometric Raviart-Thomas elements. For the resulting saddle-point linear systems we design preconditioners with a block diagonal, a block triangular or a constrained structure and we prove theoretical estimates that assures the robustness of the preconditioners with respect to the spline degree and mesh-size. We also study the issue of incorporating information on the geometry in the basic preconditioner. Our numerical benchmarks confirm the efficiency of the proposed preconditioning strategies.
- Chapter 4 deals with the least-squares space-time variational formulation of the heat equation. After the introduction of the method, we prove the well-posedness of the least-squares formulation and we provide a-priori error estimates. Then, we present the basic version of the preconditioner, we analyze the spectral properties and the computational cost. We also show how to improve the performance of the basic version of the preconditioner by including some information on the geometry parametrization. Numerical results that confirm the error estimates and show the performances of the preconditioning strategies are finally presented.
- Chapter 5 presents a preconditioning strategy suited for a Galerkin space-time discretization of the heat equation. To overcome the problem of the non-stable eigendecomposition of the time-matrices, we build an ad-hoc decomposition of the pencils and we provide an extension of the FD method. The time required for the application of such designed preconditioner still grows as the number of DOFs. In addition, an improved version of the preconditioning technique that includes some information on the parametrization and on the coefficients of the problem is studied. Lastly, some numerical benchmarks that confirms the error estimates and that assess the performance of the proposed preconditioners are provided.
- Chapter 6 contains brief conclusions of our work and possible future directions of research.

Parts of the results presented in this thesis have been published by the author and coauthors in peer reviewed journals or they are available online:

- Chapter 3:
[81] M. Montardini, G. Sangalli, and M. Tani. "Robust isogeometric preconditioners for the Stokes system based on the Fast Diagonalization method". In: Computer Methods in Applied Mechanics and Engineering 338 (2018), pp. 162-185.
- Chapter 4:
[80] M. Montardini, M. Negri, G. Sangalli, and M. Tani. "Space-time least-squares isogeometric method and efficient solver for parabolic problems". In: Mathematics of Computation (accepted for publication).
- Chapter 5:
[76] G. Loli, M. Montardini, G. Sangalli, and M. Tani. "Space-time Galerkin isogeometric method and efficient solver for parabolic problem". In: arXiv e-prints, arXiv:1909.07309 (2019).


## Chapter 2

## Preliminaries

The aim of this chapter is to introduce the preliminary ingredients and the notations that will be used in the rest of the work.

### 2.1 B-splines

In this section we present the definition and the basic properties of univariate and multivariate B-splines. For a detailed explanation on this topic we refer to [37, 96]. Useful algorithms for the evaluation of B-splines can be found e.g. in [90].

Remark 2.1. We remark that in our thesis we investigate isogeometric solvers for different PDEs and each problem is discretized by a particular kind of isogeometric space. For this reason and in order to have self-contained chapters, in this section we give just a general overview of the construction of spline spaces in the parametric domain, while at the beginning of each of the following chapters we resume the splines notations and we define the isogeometric spaces needed.

### 2.1.1 Univariate B-splines

Given two positive integers $m$ and $p$, a knot vector in $[0,1]$ is a set of non-decreasing points

$$
\Xi:=\left\{0=\xi_{1} \leq \cdots \leq \xi_{m+p+1}=1\right\} .
$$

Note that the knots can be repeated. Thus, we introduce the breakpoint vector

$$
\mathcal{Z}:=\left\{\zeta_{1}, \ldots, \zeta_{s}\right\},
$$

that is a vector that contains the knots without repetitions, and the corresponding vector $\left\{r_{1}, \ldots, r_{m}\right\}$ of knot multiplicities, i.e. $r_{i}$ is the multiplicity of the knot $\zeta_{i}$ in $\Xi$ :

$$
\Xi=\{\underbrace{\zeta_{1}, \ldots, \zeta_{1}}_{r_{1} \text { times }}, \underbrace{\zeta_{2}, \ldots, \zeta_{2}}_{r_{2} \text { times }}, \ldots, \underbrace{\zeta_{m}, \ldots, \zeta_{m}}_{r_{m} \text { times }}\},
$$

with $\sum_{i=1}^{m} r_{i}=m+p+1$. We assume that the multiplicity of each internal knot does not exceed $p+1$, that is $r_{i} \leq p+1$. The $i$-th knot span is defined as the interval $\left[\xi_{i}, \xi_{i+1}\right)$ and, if the knots are repeated, it can have null length. A knot span with non-zero length is called element and the maximum of length of each element $h:=\max \left\{\xi_{i+1}-\xi_{i} \mid i=1, \ldots, m+p\right\}$ is called mesh-size.

Then, from the knot vector $\Xi$ we define univariate B-splines basis functions $\widehat{b}_{i, p}$ recursively through Cox-De Boor formulas [39] as


Figure 2.1: Example of cubic B-spline basis built from the open knot vector $\{0,0,0,0,0.25,0.25,0.25,0.5,0.75,0.75,1,1,1,1\}$
for $p=0$ :

$$
\widehat{b}_{i, 0}(\eta)= \begin{cases}1 & \text { if } \xi_{i} \leq \eta<\xi_{i+1} \\ 0 & \text { otherwise }\end{cases}
$$

for $p \geq 1$ :

$$
\widehat{b}_{i, p}(\eta)= \begin{cases}\frac{\eta-\xi_{i}}{\xi_{i+p}-\xi_{i}} \widehat{b}_{i, p-1}(\eta)+\frac{\xi_{i+p+1}-\eta}{\xi_{i+p+1}-\xi_{i+1}} \widehat{b}_{i+1, p-1}(\eta) & \text { if } \xi_{i} \leq \eta<\xi_{i+p+1} \\ 0 & \text { otherwise }\end{cases}
$$

where we adopt the convention $0 / 0=0$. The set of the $m$ B-splines that we have just defined forms a basis of the space of splines of degree $p$ with $\alpha_{i}:=p-r_{i}$ continuous derivatives at the breakpoint $\zeta_{i}$. From the definition we have that $-1 \leq \alpha_{i} \leq p-1$ and if $\alpha_{i}=-1$, then we have a discontinuity at $\zeta_{i}$. We collect the information on the regularity in the vector $\boldsymbol{\alpha}:=\left\{\alpha_{1}, \ldots, \alpha_{s}\right\}$.

We assume that every knot vector is open, that is, we set $\xi_{1}=\cdots=\xi_{p+1}=0$ and $\xi_{m+1}=\cdots=\xi_{m+p+1}=1$. The assumption that the knot vector is open corresponds to the choice $\alpha_{1}=\alpha_{s}=-1$. An example of B-spline basis built from an open knot vector is represented in Figure 2.1. We note that the repetition of the knot causes a loss of regularity and, in particular, we have that at the point 0.25 the basis is just $C^{0}$. B-splines built from open knot vectors have useful properties, e.g. they are interpolatory at the extremes of the parametric interval $[0,1]$ and they are beneficial to impose Dirichlet boundary conditions.

We denote the univariate spline space as

$$
\begin{equation*}
\widehat{\mathcal{S}}_{h}^{p}:=\operatorname{span}\left\{\widehat{b}_{i, p} \quad \mid \quad i=1, \ldots, m\right\} \tag{2.1.1}
\end{equation*}
$$

Some useful properties of B-splines are:

- for all $\eta$ it holds $\sum_{i=1}^{m} \widehat{b}_{i, p}(\eta)=1$;
- the support of each $\widehat{b}_{i, p}$ is contained in the interval $\left[\xi_{i}, \xi_{i+p+1}\right]$;
- for all $\eta$ it holds $\widehat{b}_{i, p}(\eta) \geq 0$.

The proofs of the properties above are elementary and they can be found e.g. in [39]. We remark that for $p=0$ and $p=1$, the B-splines are the same piecewise constant and piecewise linear functions, respectively, present in classical FEM, while for higher degree they are different. In particular, for $p \geq 2$, B-splines are not nodal and their support consist not only of one element, in general.

The space $\widehat{\mathcal{S}}_{h}^{p}$ can be refined through knot insertion and degree elevation. These two operations generate two kinds of refinement: $h$-refinement, that is a refinement of the mesh obtained by insertion of new knots, and p-refinement, that corresponds to degree elevation without increasing the regularity and it is obtained by increasing the multiplicity of the knots. In IgA there is also a third kind of refinement, not present in FEM literature, that is the $k$-refinement that is obtained by degree elevation followed by knot insertion. Differently from $h$-refinement and $p$-refinement, the $k$-refinement does not lead to a sequence of nested spaces: the spaces obtained through this procedure have increased regularity (see [37] for more details).

### 2.1.2 Tensor product B-splines

The simplest and straightforward way to extend univariate B-splines to the $d$-dimensional case with $d>1$ is using a tensor product construction.

The $d$-dimensional parametric domain is defined as the $d$-dimensional cube $\widehat{\Omega}:=(0,1)^{d}$.
Let $\Xi_{l}:=\left\{\xi_{l, 1} \leq \cdots \leq \xi_{l, m_{l}+p_{l}+1}\right\}$ for $l=1, \ldots, d$ be $d$ knot vectors and $\boldsymbol{p}$ be the vector that contains the degree indexes, i.e. $\boldsymbol{p}:=\left(p_{1}, \ldots, p_{d}\right)$. Let also $\mathcal{Z}_{l}=\left\{\zeta_{l, 1}, \ldots, \zeta_{l, s_{l}}\right\}$ be the corresponding breakpoint vectors and $\boldsymbol{\alpha}_{l}:=\left\{-1, \alpha_{l, 2}, \ldots, \alpha_{l, s_{l}},-1\right\}$ the associated regularity vectors for $l=1, \ldots, d$. We introduce the mesh-sizes $h_{l}:=\max \left\{\xi_{l, i+1}-\xi_{l, i} \mid i=1, \ldots, m_{l}+p_{l}\right\}$ and the global mesh-size as $h:=\max \left\{h_{l} \mid l=1, \ldots, d\right\}$.

Then the multivariate B-splines are defined as

$$
\begin{equation*}
\widehat{B}_{\boldsymbol{i}, \boldsymbol{p}}(\boldsymbol{\eta}):=\widehat{b}_{i_{1}, p_{1}}\left(\eta_{1}\right) \ldots \widehat{b}_{i_{d}, p_{d}}\left(\eta_{d}\right) \tag{2.1.2}
\end{equation*}
$$

where $\boldsymbol{i}:=\left(i_{1}, \ldots, i_{d}\right)$ and $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{d}\right)$.
The corresponding multivariate spline space is defined as

$$
\widehat{\mathcal{S}}_{h}^{p}:=\operatorname{span}\left\{\widehat{B}_{i, \boldsymbol{p}} \mid i_{k}=1, \ldots, m_{k} \text { for } k=1, \ldots, d\right\}=\widehat{\mathcal{S}}_{h_{1}}^{p_{1}} \otimes \ldots \otimes \widehat{\mathcal{S}}_{h_{d}}^{p_{d}}
$$

Multivariate B-splines inherit the same properties as univariate B-splines: they are nonnegative, they form a partition of unity and they have local support.

We remark that tensor product B-splines do not allow local refinement. However, there are several generalizations of univariate B-splines to the multivariate case, not considered in this thesis, that make possible the local refinement of the mesh, as T-Splines [5, 98, 7], LR-Splines [68, 19], THB-splines [56, 55] and HB-splines [26, 112].

### 2.2 Kronecker product

The Kronecker product between two matrices $\mathbf{C} \in \mathbb{C}^{n_{1} \times n_{2}}$ and $\mathbf{D} \in \mathbb{C}^{n_{3} \times n_{4}}$ is defined as

$$
\mathbf{C} \otimes \mathbf{D}:=\left[\begin{array}{ccc}
{[\mathbf{C}]_{1,1} \mathbf{D}} & \ldots & {[\mathbf{C}]_{1, n_{2}} \mathbf{D}} \\
\vdots & \ddots & \vdots \\
{[\mathbf{C}]_{n_{1}, 1} \mathbf{D}} & \ldots & {[\mathbf{C}]_{n_{1}, n_{2}} \mathbf{D}}
\end{array}\right] \in \mathbb{C}^{n_{1} n_{3} \times n_{2} n_{4}}
$$

where the $i j$-th entry of the matrix $\mathbf{C}$ is denoted by $[\mathbf{C}]_{i, j}$.
The properties of the Kronecker product that we will exploit are the following ones:

- it holds

$$
\begin{equation*}
(\mathbf{C} \otimes \mathbf{D})^{*}=\mathbf{C}^{*} \otimes \mathbf{D}^{*} \tag{2.2.1}
\end{equation*}
$$

where * is the complex conjugate transpose operation;

- if $\mathbf{C}, \mathbf{D}, \mathbf{E}$ and $\mathbf{L}$ are matrices of conforming order, then it holds

$$
\begin{equation*}
(\mathbf{C} \otimes \mathbf{D})(\mathbf{E} \otimes \mathbf{L})=(\mathbf{C E}) \otimes(\mathbf{D L}) ; \tag{2.2.2}
\end{equation*}
$$

- if $\mathbf{C}$ and $\mathbf{D}$ are non-singular, then

$$
\begin{equation*}
(\mathbf{C} \otimes \mathbf{D})^{-1}=\mathbf{C}^{-1} \otimes \mathbf{D}^{-1} ; \tag{2.2.3}
\end{equation*}
$$

- if $\mathbf{X} \in \mathbb{C}^{n_{4} \times n_{2}}$ then

$$
\begin{equation*}
(\mathbf{C} \otimes \mathbf{D}) \operatorname{vec}(\mathbf{X})=\operatorname{vec}\left(\mathbf{D X} \mathbf{C}^{T}\right) \tag{2.2.4}
\end{equation*}
$$

where we introduced the vectorization operator "vec", that, when applied to a matrix, simply stacks the columns of the matrix in a vector as

$$
[\operatorname{vec}(\mathbf{X})]_{i_{1}+\left(i_{2}-1\right) n_{1}}=[\mathbf{X}]_{i_{1}, i_{2}} \quad \text { for } i_{j}=1, \ldots, n_{j} \text { and } j=1,2 .
$$

We need to recall the extension of (2.2.4) to the $d$-dimensional case. We introduce, for $m=1, \ldots, d$, the $m$-mode product $\times_{m}$ of a tensor $\mathfrak{X} \in \mathbb{C}^{n_{1} \times \cdots \times n_{d}}$ with a matrix $\mathbf{J} \in \mathbb{C}^{w \times n_{m}}$, that is a tensor of size $n_{1} \times \cdots \times n_{m-1} \times w \times n_{m+1} \times \ldots n_{d}$ whose elements are defined as

$$
\left[\mathfrak{X} \times{ }_{m} \mathbf{J}\right]_{i_{1}, \ldots, i_{d}}=\sum_{j=1}^{n_{m}}[\mathfrak{X}]_{i_{1}, \ldots, i_{m-1}, j, i_{m+1} \ldots, i_{d}}[\mathbf{J}]_{i_{m}, j} .
$$

Then, given $\mathbf{J}_{i} \in \mathbb{C}^{w_{i} \times n_{i}}$ for $i=1, \ldots, d$, the generalization to the $d$-dimensional case of (2.2.4), reads as

$$
\begin{equation*}
\left(\mathbf{J}_{d} \otimes \cdots \otimes \mathbf{J}_{1}\right) \operatorname{vec}(\mathfrak{X})=\operatorname{vec}\left(\mathfrak{X} \times_{1} \mathbf{J}_{1} \times_{2} \cdots \times_{d} \mathbf{J}_{d}\right), \tag{2.2.5}
\end{equation*}
$$

where the vectorization operator "vec" applied to a tensor stacks its entries into a column vector as

$$
[\operatorname{vec}(\mathfrak{X})]_{j}=[\mathfrak{X}]_{i_{1}, \ldots, i_{d}} \quad \text { for } i_{l}=1, \ldots, n_{l} \text { and } l=1, \ldots, d,
$$

where $j=i_{1}+\sum_{k=2}^{d}\left[\left(i_{k}-1\right) \Pi_{l=1}^{k-1} n_{l}\right]$.
For more details on the Kronecker product and on its properties we refer to [71].

### 2.3 Fast diagonalization preconditioner for Poisson problem

In this section we resume the results obtained in [93], where the authors study preconditioning strategies for Poisson problem and they propose the use of the fast diagonalization method to apply their designed preconditioner. For the sake of clarity, we focus on the two-dimensional case.

Let us consider the following Poisson problem endowed, for simplicity, with homogeneous Dirichlet boundary conditions

$$
\left\{\begin{array}{rlll}
-\nabla \cdot(K(\boldsymbol{x}) \nabla u(\boldsymbol{x})) & = & f(\boldsymbol{x}) & \text { in }  \tag{2.3.1}\\
u & =0 & \text { on } & \partial \Omega,
\end{array}\right.
$$

where $\Omega \subset \mathbb{R}^{2}$ and $K(\boldsymbol{x})$ is a symmetric positive definite matrix for every $\boldsymbol{x} \in \Omega$. For the notations of univariate and multivariate B -splines in the parametric domain, we refer to Section 2.1 We suppose that $\Omega$ is given by a regular single-patch spline parametrization $\boldsymbol{G} \in\left[\widehat{\mathcal{S}}_{h}^{p}\right]^{2}$.

We need to introduce the spline space with boundary conditions in the parametric domain $\widehat{\Omega}$ :

$$
\widehat{\mathcal{S}}_{h, 0}^{p}:=\left\{v \in \widehat{\mathcal{S}}_{h}^{p} \mid v=0 \text { on } \partial \widehat{\Omega}\right\}=\operatorname{span}\left\{\widehat{B}_{\boldsymbol{i}, \boldsymbol{p}} \mid 2 \leq i_{l} \leq m_{l}-1 \text { and } l=1,2\right\}
$$

Note that

$$
\widehat{\mathcal{S}}_{h, 0}^{p}:=\widehat{\mathcal{S}}_{h_{2}, 0}^{p_{2}} \otimes \widehat{\mathcal{S}}_{h_{1}, 0}^{p_{1}}
$$

where $\widehat{\mathcal{S}}_{h_{l}, 0}^{p_{l}}:=\operatorname{span}\left\{\widehat{b}_{i, p_{l}} \mid i=2, \ldots, m_{l}-1\right\}$. We associate to each multi-index $\boldsymbol{i}$ the number $i=i_{1}-1+\left(m_{1}-2\right)\left(i_{2}-2\right)$ and, with abuse of notations, we write

$$
\widehat{\mathcal{S}}_{h, 0}^{p}=\operatorname{span}\left\{\widehat{B}_{i, \boldsymbol{p}} \mid 1 \leq i \leq N_{d o f}\right\}
$$

where $N_{\text {dof }}:=\left(m_{1}-2\right)\left(m_{2}-2\right)$ is the dimension of the space that incorporates the boundary conditions. We now introduce the corresponding isogeometric space

$$
\mathcal{S}_{h, 0}^{\boldsymbol{p}}:=\left\{\widehat{v} \circ \boldsymbol{G} \mid v \in \widehat{\mathcal{S}}_{h, 0}^{p}\right\}=\operatorname{span}\left\{B_{\boldsymbol{i}, \boldsymbol{p}}:=\widehat{B}_{\boldsymbol{i}, \boldsymbol{p}} \circ \boldsymbol{G} \mid i=1, \ldots, N_{d o f}\right\}
$$

Then, the Galerkin stiffness matrix associated to the system (2.3.1) takes this form:

$$
\begin{equation*}
[\mathbf{A}]_{i, j}:=\int_{\Omega}\left(\nabla B_{i, \boldsymbol{p}}\right)^{T} K \nabla B_{j, \boldsymbol{p}} \mathrm{~d} \Omega=\int_{\widehat{\Omega}}\left(\nabla \widehat{B}_{i, \boldsymbol{p}}\right)^{T} Q \nabla \widehat{B}_{j, \boldsymbol{p}} \mathrm{~d} \widehat{\Omega} \quad i, j=1, \ldots, N_{d o f} \tag{2.3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
Q=J_{\boldsymbol{G}}^{-1} K J_{\boldsymbol{G}}^{-T}\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right| \tag{2.3.3}
\end{equation*}
$$

and $J_{G}$ is the Jacobian matrix.

### 2.3.1 The preconditioner

The authors of [93] propose to use as a preconditioner for the CG method applied to the system (2.3.2) the matrix

$$
\begin{equation*}
[\mathbf{P}]_{i, j}:=\int_{\widehat{\Omega}}\left(\nabla \widehat{B}_{i, \boldsymbol{p}}\right)^{T} \nabla \widehat{B}_{j, \boldsymbol{p}} \mathrm{~d} \widehat{\Omega} \quad i, j=1, \ldots, N_{d o f} \tag{2.3.4}
\end{equation*}
$$

that is obtained by considering in (2.3.2) $\boldsymbol{G}$ equal to the identity map and $K$ equal to the identity matrix. In particular, exploiting the tensor-product structure of the basis functions, we can write

$$
\begin{equation*}
\mathbf{P}=K_{2} \otimes M_{1}+M_{2} \otimes K_{1} \tag{2.3.5}
\end{equation*}
$$

where $K_{1}$ and $K_{2}$ are the univariate stiffness matrices while $M_{1}$ and $M_{2}$ are the univariate mass matrices, that is, for $k=1,2$ they are defined for $i, j=2, \ldots, m_{k}-1$ as

$$
\left[K_{k}\right]_{i-1, j-1}:=\int_{0}^{1} \widehat{b}_{i, p}^{\prime}\left(\eta_{k}\right) \widehat{b}_{j, p}^{\prime}\left(\eta_{k}\right) \mathrm{d} \eta_{k}, \quad\left[M_{k}\right]_{i-1, j-1}:=\int_{0}^{1} \widehat{b}_{i, p}\left(\eta_{k}\right) \widehat{b}_{j, p}\left(\eta_{k}\right) \mathrm{d} \eta_{k}
$$

At each CG iteration the application of the preconditioner $\mathbf{P}$ requires to find the solution of the system

$$
\mathbf{P s}=\mathbf{r}
$$

that is equivalent to solve

$$
\begin{equation*}
\left(K_{2} \otimes M_{1}+M_{2} \otimes K_{1}\right) \mathbf{s}=\mathbf{r} \tag{2.3.6}
\end{equation*}
$$

where $\mathbf{r}$ is the current residual. The influence of the preconditioner on the rate of convergence of CG is well known (see (1.1)) and it depends on the condition number of the preconditioned
system. For this reason we report below [93, Proposition 1] that investigates the spectral properties of $\mathbf{P}$.

Proposition 2.1. It holds

$$
\begin{equation*}
\kappa\left(\mathbf{P}^{-1} \mathbf{A}\right) \leq \frac{\sup _{\widehat{\Omega}} \lambda_{\max }(Q)}{\inf _{\widehat{\Omega}} \lambda_{\min }(Q)}, \tag{2.3.7}
\end{equation*}
$$

where $Q$ is given by (2.3.3), while $\lambda_{\max }(Q)$ and $\lambda_{\min }(Q)$ denote the maximum and the minimum eigenvalue of $Q$, respectively.

Note that the bound depends only on the geometry $\boldsymbol{G}$ and on $K$ while it is independent on the mesh-size and the spline degree. Thus, the performance of the preconditioner could deteriorate if the geometry highly departs from the identity or if the coefficient matrix $K$ varies widely.

### 2.3.2 The application of the preconditioner: the fast diagonalization method

We now consider the problem of the efficient application of $\mathbf{P}$, that is, to find the solution of (2.3.6). Using (2.2.4), we can rewrite (2.3.6) as

$$
\begin{equation*}
M_{1} S K_{2}^{T}+K_{1} S M_{2}^{T}=R, \tag{2.3.8}
\end{equation*}
$$

where $\operatorname{vec}(S)=\mathbf{s}$ and $\operatorname{vec}(R)=\mathbf{r}$. Equation (2.3.8) is called in literature (generalized) Sylvester equation and arises in many applications. For a recent survey on the solving methods for the Sylvester equation we refer to [101].

In [93] the authors propose to use the fast diagonalization method (FD), that is a direct method for solving equations with the Sylvester-like structure of (2.3.8). The FD method was first proposed in [77] as a method to solve elliptic PDEs discretized using finite differences. Let us suppose for simplicity that the univariate stiffness and mass matrices have dimensions $n \times n$ and that the total number of degrees-of-freedom is $N_{d o f}:=n^{2}$. The first step in the two-dimensional FD method is to compute the generalized eigendecompostion of the matrix pencils $\left(K_{i}, M_{i}\right)$ for $i=1,2$, that is

$$
\begin{equation*}
K_{1} U_{1}=M_{1} U_{1} \Lambda_{1}, \quad K_{2} U_{2}=M_{2} U_{2} \Lambda_{2} \tag{2.3.9}
\end{equation*}
$$

where $U_{1}$ and $U_{2}$ are matrices containing the generalized eigenvectors and $\Lambda_{1}$ and $\Lambda_{2}$ are the diagonal matrices of the corresponding eigenvalues. Note that, as the matrices $M_{i}$ are symmetric and positive definite, we also have that the eigenvectors are $M_{i}$-orthogonal, that is

$$
\begin{equation*}
U_{1}^{T} M_{1} U_{1}=\mathbb{I}_{n} \quad \text { and } \quad U_{2}^{T} M_{2} U_{2}=\mathbb{I}_{n}, \tag{2.3.10}
\end{equation*}
$$

where $\mathbb{I}_{n}$ denotes the identity matrix of dimension $n$. Thus, as a consequence, we have the factorizations

$$
U_{1}^{-T} U_{1}^{-1}=M_{1} \quad \text { and } \quad U_{2}^{-T} U_{2}^{-1}=M_{2}
$$

and, by inserting them in (2.3.9), we get

$$
U_{1}^{-T} \Lambda_{1} U_{1}^{-1}=K_{1} \quad \text { and } \quad U_{2}^{-T} \Lambda_{2} U_{2}^{-1}=K_{2} .
$$

Thus, we can rewrite (2.3.6) as

$$
\left(U_{2} \otimes U_{1}\right)^{-T}\left(\mathbb{I}_{n} \otimes \Lambda_{1}+\Lambda_{2} \otimes \mathbb{I}_{n}\right)\left(U_{2} \otimes U_{1}\right)^{-1} \mathbf{s}=\mathbf{r}
$$

and then the solution of the system is given by

$$
\mathbf{s}=\left(U_{2} \otimes U_{1}\right)\left(\mathbb{I}_{n} \otimes \Lambda_{1}+\Lambda_{2} \otimes \mathbb{I}_{n}\right)^{-1}\left(U_{2} \otimes U_{1}\right)^{T} \mathbf{r}
$$

After a preliminary step in which we have to setup the preconditioner by performing the generalized eigendecomposition, the application of $\mathbf{P}$ just involves two matrix vector multiplications and an inversion of a diagonal matrix. We summarize this procedure in Algorithm 1.

```
Algorithm 1 2D FD method
    Setup: Compute the generalized eigendecompositions (2.3.9)
    Application: Compute \(\mathbf{t}=\left(U_{2} \otimes U_{1}\right)^{T} \mathbf{r}\)
    Compute \(\mathbf{q}=\left(\mathbb{I}_{n} \otimes \Lambda_{1}+\Lambda_{2} \otimes \mathbb{I}_{n}\right)^{-1} \mathbf{t}\)
    Compute \(\mathbf{s}=\left(U_{2} \otimes U_{1}\right) \mathbf{q}\).
```


### 2.3.3 Computational cost

We briefly analyze the cost of Algorithm 1. For more details see [93].
The setup of the preconditioner, that is Step 1 in Algorithm 1, needs $O\left(N_{d o f}^{3 / 2}\right)$. We remark that the setup step has to be performed only once, as the matrices do not change during the CG iterative process.

The application of the preconditioner involves Steps 2-4. Step 2 and Step 4 are computed using property (2.2.4) and involve two matrix-matrix product each. The resulting computational cost for both steps is $O\left(N_{\text {dof }}^{3 / 2}\right)$. Finally, Step 3 is just a diagonal scaling and its cost of $O\left(N_{d o f}\right)$ FLOPs is negligible. The total computational cost of Algorithm 1 is thus of $O\left(N_{d o f}^{3 / 2}\right)$. The memory required to store the preconditioner is of $O\left(N_{d o f}\right)$.

The other dominant cost in a CG iteration is the product between the matrix $\mathbf{A}$ and a vector, that is the residual computation. This matrix-vector product is twice the number of non-zeros of $\mathbf{A}$, that is approximately equal to $2(2 p+1)^{2} N_{d o f}$.

## Chapter 3

## The Stokes problem

In this chapter the problem of interest is the Stokes system. We consider two well-known isogeometric discretizations for which stability and convergence is known. One is the extension of the Taylor-Hood element, which is inf-sup stable, see [4, 28, 25, 18, 20]. The other is the extension of the Raviart-Thomas element, which is stable and structure-preserving, in the sense that the discrete solution is pointwise divergence-free; see [25, 45] (and [46, 47] for its extension to Navier-Stokes). Both allow for arbitrary degree and regularity, in the spirit of the $k$-method.

Isogeometric preconditioners for the Stokes system have also been studied in recent papers: $[35,36]$ consider block-diagonal and block-triangular preconditioners combined to blackbox solvers (either algebraic-multigrid or incomplete factorization); [88] studies the domaindecomposition FETI-DP strategy; [32] focuses on a multigrid strategy; another multigrid approach, which extends the results of [64], can be found in [106].

In this chapter, for both Taylor-Hood and Raviart-Thomas isogeometric discretizations of the Stokes system, we consider preconditioners having the classical block structure (see [43]) and using direct solvers to invert the diagonal blocks.

In the simplest approach, our pressure Schur complement preconditioner is the pressure mass matrix in parametric coordinates, which is solved by exploiting its Kronecker structure. Moreover, our preconditioner for the velocity blocks is a component-wise divergence of the symmetric gradient in parametric coordinates, and its solution is the solution of a Sylvesterlike equation. Among many methods, following [93] we adopt the fast diagonalization (FD) method (see also Section 2.3).

An important problem we have to face is the treatment of the geometry parametrization. The simplest approach outlined above does not incorporate any geometry information in the preconditioner, causing a significant loss of efficiency on complex geometry parametrizations. To overcome this limitation, we propose a modification of the preconditioner for a partial inclusion of the geometry information, without increasing its computational cost: in our numerical benchmarking we show the clear benefits of this approach. Indeed, we show theoretically and numerically that our preconditioner is robust with respect to the mesh size $h$ and spline degree $p$, both for the isogeometric Taylor-Hood and Raviart-Thomas methods. While previous papers considered low-degree splines only (typically quadratics and cubics), we are motivated to consider higher degrees in our tests (up to degree 6 for the velocity and 5 for the pressure, for memory constraints) by the fact that the computational cost of our preconditioner is almost independent of the degree. The iterative solver total computational time is $O\left(n_{\text {dof }} p^{3}\right)$, but it is heavily dominated by the matrix-vector multiplication which takes more than the $99 \%$ of the overall cost when the pressure degree is 5 and the velocity degree is 6 , on a $16^{3}$ elements mesh. In this case our preconditioner is much faster than the alternatives known in literature: for example, about 3 orders of magnitude when comparing to a
standard preconditioner based on the incomplete Cholesky factorization, which is known to be an effective choice (see e.g. [35]).

In conclusion our numerical benchmarks confirm that the proposed preconditioner is very efficient and well suited for the $k$-method. Further advances in the solver performance can be achieved with a matrix-free approach, that accelerates the matrix-vector multiplication operation, for moderate or large degree. A first step in this research direction is [94].

The outline of the chapter is as follows. In Section 3.1 we recall the basic notations on the univariate and multivariate B-splines, while in Section 3.2 we give a short review of the Taylor-Hood and Raviart-Thomas isogeometric discretizations for the Stokes system. The derivation of the discrete Stokes system is given in Section 3.3 and in Section 3.4 we introduce some standard block-structured preconditioners that we will consider in the numerical tests. The core of the chapter is Section 3.5, where we focus on the construction of the preconditioning matrices for the velocity and pressure blocks, discuss their properties and solution strategies. We also propose a modification aimed at improving the preconditioner efficiency by incorporating some information on the geometry parametrization. Numerical results on three different single-patch domains are reported in Section 3.6. Finally, in Section 3.7 we draw the conclusions.

### 3.1 Notations and main assumptions for the spline spaces

In this section we summarize the notations for the spline spaces we will use thorough the chapter, referring to Section 2.1 for the basic definitions. For the discretization of the Stokes system, the regularity of the basis functions in each parametric direction is a fundamental piece of information, that we want to highlight in the notation.

Let $\Xi:=\left\{\xi_{1}, \ldots, \xi_{m+p+1}\right\}$ be an open knot vector. We assume that $\Xi$ is uniform, i.e. with equally spaced breakpoints and we denote the mesh size with $h$. We also assume that $\Xi$ has uniform regularity $\alpha$, that is, we set $\alpha_{2}=\cdots=\alpha_{s-1}=\alpha$. Then, we slightly modify the notation presented in 2.1 and, we denote the associated univariate B-splines of degree $p$ and the corresponding univariate spline space as

$$
\widehat{b}_{i, p}^{\alpha} \quad \text { and } \quad \widehat{\mathcal{S}}_{\alpha}^{p}=\operatorname{span}\left\{\widehat{b}_{i, p}^{\alpha} \mid i=1, \ldots m\right\}
$$

and we set $m_{\alpha}^{p}:=m=\operatorname{dim}\left(\widehat{\mathcal{S}}_{\alpha}^{p}\right)$. The extension of this framework to non-uniform knot vectors and arbitrary regularity is trivial (see, in this context, [20, Remark 4.4] and [28]) and it is considered in our numerical tests.

For 3 D problems, the case we address, the univariate open knot vectors $\Xi_{l}:=\left\{\xi_{l, 1}, \ldots, \xi_{l, m_{\alpha_{l}}^{p_{l}+p_{l}+1}}\right\}$ for $l=1,2,3$ and degree indices $\boldsymbol{p}=\left(p_{1}, p_{2}, p_{3}\right)$ are given and we collect the regularity of each direction in the vector $\boldsymbol{\alpha}:=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$. Then, for a multi-index $\boldsymbol{i}=\left(i_{1}, i_{2}, i_{3}\right)$, the multivariate B-spline is denoted as

$$
\widehat{B}_{\boldsymbol{i}, \boldsymbol{p}}^{\boldsymbol{\alpha}}(\boldsymbol{\eta}):=\widehat{b}_{i_{1}, p_{1}}^{\alpha_{1}}\left(\eta_{1}\right) \widehat{b}_{i_{2}, p_{2}}^{\alpha_{2}}\left(\eta_{2}\right) \widehat{b}_{i_{3}, p_{3}}^{\alpha_{3}}\left(\eta_{3}\right)
$$

where $\boldsymbol{\eta}=\left(\eta_{1}, \eta_{2}, \eta_{3}\right)$, and the multivariate spline space as

$$
\widehat{\mathcal{S}}_{\boldsymbol{\alpha}}^{\boldsymbol{p}}:=\widehat{\mathcal{S}}_{\alpha_{1}}^{p_{1}} \otimes \widehat{\mathcal{S}}_{\alpha_{2}}^{p_{2}} \otimes \widehat{\mathcal{S}}_{\alpha_{3}}^{p_{3}}=\operatorname{span}\left\{\widehat{B}_{\boldsymbol{i}, \boldsymbol{p}}^{\boldsymbol{\alpha}} \mid i_{k}=1, \ldots, m_{\alpha_{k}}^{p_{k}} ; k=1,2,3\right\}
$$

We refer to spline spaces as spaces of splines defined on the parametric domain $\widehat{\Omega}:=[0,1]^{3}$.

### 3.2 Isogeometric spaces

Let the computational domain $\Omega \subset \mathbb{R}^{3}$ be given by a single-patch spline parametrization $\boldsymbol{G} \in \widehat{\mathcal{S}}_{\boldsymbol{\alpha}}^{p} \times \widehat{\mathcal{S}}_{\boldsymbol{\alpha}}^{p} \times \widehat{\mathcal{S}}_{\boldsymbol{\alpha}}^{p}$ of degree $p$ in each parametric direction. We assume that $\boldsymbol{G}$ is a regular parametrization, in sense that its Jacobian is everywhere invertible.

Isogeometric spaces over $\Omega$ are suitable push-forwards, through $\boldsymbol{G}$, of spline spaces. In particular, in the context of the Stokes system, we focus on two discretizations of isogeometric spaces that have been proposed in [20] and [28] respectively. Their definition and properties are summarized in this section, see $[4,18,20,28,45]$ for further details.

### 3.2.1 Taylor-Hood isogeometric spaces

The Taylor-Hood (TH) spline spaces are defined as

$$
\begin{aligned}
\mathcal{V}_{h}^{T H} & :=\widehat{\mathcal{S}}_{\boldsymbol{\alpha}}^{p+1} \times \widehat{\mathcal{S}}_{\boldsymbol{\alpha}}^{p+1} \times \widehat{\mathcal{S}}_{\boldsymbol{\alpha}}^{p+1} \\
\mathcal{Q}_{h}^{T H} & :=\widehat{\mathcal{S}}_{\boldsymbol{\alpha}}^{p}
\end{aligned}
$$

where $\boldsymbol{p}+1:=(p+1, p+1, p+1)$. For the velocity space we will also need

$$
\mathcal{V}_{h, 0}^{T H}:=\left\{\widehat{\boldsymbol{v}}_{h} \in \mathcal{V}_{h}^{T H} \mid \widehat{\boldsymbol{v}}_{h}=0 \text { on } \partial \widehat{\Omega}\right\} .
$$

A basis for $\mathcal{V}_{h}^{T H}$ is

$$
\left\{\mathbf{e}_{k} \widehat{B}_{i, p+1}^{\alpha} \mid i_{l}=1, \ldots, m_{\alpha_{l}}^{p+1} ; k, l=1,2,3\right\} .
$$

where $\mathbf{e}_{k}$ is the $k$-th canonical basis vector of $\mathbb{R}^{3}$.
A basis for $\mathcal{V}_{h, 0}^{T H}$ is then

$$
\begin{equation*}
\left\{\mathbf{e}_{k} \widehat{B}_{i, p+1}^{\alpha} \mid i_{l}=2, \ldots, m_{\alpha_{l}}^{p+1}-1 ; k, l=1,2,3\right\} . \tag{3.2.1}
\end{equation*}
$$

To each multi-index $\boldsymbol{i}$ present in (3.2.1) we associate a scalar index $i$, corresponding to the colexicographical ordering of the internal degrees of freedom, such that

$$
i=i_{1}-1+\left(i_{2}-2\right)\left(m_{\alpha_{1}}^{p+1}-2\right)+\left(i_{3}-2\right)\left(m_{\alpha_{1}}^{p+1}-2\right)\left(m_{\alpha_{2}}^{p+1}-2\right)
$$

and, with abuse of notation, we rewrite the basis of $\mathcal{V}_{h, 0}^{T H}$ as

$$
\left\{\mathbf{e}_{k} \widehat{B}_{i, p+1}^{\alpha} \mid i=1, \ldots, n_{V, k}^{T H} ; k=1,2,3\right\},
$$

where $n_{V, 1}^{T H}=n_{V, 2}^{T H}=n_{V, 3}^{T H}:=\left(m_{\alpha_{1}}^{p+1}-2\right)\left(m_{\alpha_{2}}^{p+1}-2\right)\left(m_{\alpha_{3}}^{p+1}-2\right)$. We also define

$$
n_{V}^{T H}:=\operatorname{dim}\left(\mathcal{V}_{h, 0}^{T H}\right)=n_{V, 1}^{T H}+n_{V, 2}^{T H}+n_{V, 3}^{T H} .
$$

A basis for $\mathcal{Q}_{h}^{T H}$ is

$$
\begin{equation*}
\left\{\widehat{B}_{i, p}^{\alpha} \mid i_{l}=1, \ldots, m_{\alpha_{l}}^{p} ; l=1,2,3\right\} \tag{3.2.2}
\end{equation*}
$$

To each multi-index $\boldsymbol{i}$ present in (3.2.2) we associate a scalar index $i$, corresponding to the colexicographical ordering of the internal degrees of freedom, such that

$$
\begin{equation*}
i=i_{1}+\left(i_{2}-1\right) m_{\alpha_{1}}^{p}+\left(i_{3}-1\right) m_{\alpha_{1}}^{p} m_{\alpha_{2}}^{p} \tag{3.2.3}
\end{equation*}
$$

and, with abuse of notation, we rewrite the basis of $\mathcal{Q}_{h}^{T H}$ as

$$
\begin{equation*}
\left\{\widehat{B}_{i, \boldsymbol{p}}^{\alpha} \mid i=1, \ldots, n_{Q}^{T H}\right\} \tag{3.2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
n_{Q}^{T H}:=\operatorname{dim}\left(\mathcal{Q}_{h}^{T H}\right)=m_{\alpha_{1}}^{p} m_{\alpha_{2}}^{p} m_{\alpha_{3}}^{p} . \tag{3.2.5}
\end{equation*}
$$

The TH isogeometric spaces are the isoparametric push-forwards (see [20, 28]):

$$
\begin{align*}
& \mathcal{V}_{h, 0}^{T H}:=\operatorname{span}\left\{\boldsymbol{\phi}_{i}^{k, T H}:=\mathbf{e}_{k} \widehat{B}_{i, \boldsymbol{p}+1}^{\alpha} \circ \boldsymbol{G}^{-1} \mid i=1, \ldots, n_{V, k}^{T H} ; k=1,2,3\right\}  \tag{3.2.6a}\\
& \mathcal{Q}_{h}^{T H}:=\operatorname{span}\left\{\rho_{i}^{T H}:=\widehat{B}_{i, \boldsymbol{p}}^{\alpha} \circ \boldsymbol{G}^{-1} \mid i=1, \ldots, n_{Q}^{T H}\right\} . \tag{3.2.6b}
\end{align*}
$$

For the discrete variational formulation of the Stokes system we will also need the space

$$
\begin{equation*}
\mathcal{Q}_{h, 0}^{T H}:=\left\{w \in \mathcal{Q}_{h}^{T H} \mid \int_{\Omega} w \mathrm{~d} \Omega=0\right\} . \tag{3.2.7}
\end{equation*}
$$

### 3.2.2 Raviart-Thomas isogeometric spaces

The Raviart-Thomas (RT) spline spaces are defined as

$$
\begin{aligned}
& \mathcal{V}_{h}^{R T}:=\widehat{\mathcal{S}}_{\alpha+\mathbf{e}_{1}}^{p+\mathbf{e}_{1}} \times \widehat{\mathcal{S}}_{\alpha+\mathrm{e}_{2}}^{p+\mathbf{e}_{2}} \times \widehat{\mathcal{S}}_{\alpha+\mathrm{e}_{3}}^{p+\mathbf{e}_{3}}, \\
& \mathcal{Q}_{h}^{R T}:=\widehat{\mathcal{S}}_{\alpha}^{p} .
\end{aligned}
$$

where $\boldsymbol{p}+\mathbf{e}_{1}=(p+1, p, p), \boldsymbol{p}+\mathbf{e}_{2}=(p, p+1, p), \boldsymbol{p}+\mathbf{e}_{3}=(p, p, p+1)$ and $\boldsymbol{\alpha}+\mathbf{e}_{1}=$ $\left(\alpha_{1}+1, \alpha_{2}, \alpha_{3}\right), \boldsymbol{\alpha}+\mathbf{e}_{2}=\left(\alpha_{1}, \alpha_{2}+1, \alpha_{3}\right), \boldsymbol{\alpha}+\mathbf{e}_{3}=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}+1\right)$.

For the velocity space we will also need

$$
\mathcal{V}_{h, 0}^{R T}:=\left\{\widehat{\boldsymbol{v}}_{h} \in \mathcal{V}_{h}^{R T} \mid \widehat{\boldsymbol{v}}_{h} \cdot \widehat{\boldsymbol{n}}=0 \text { on } \partial \widehat{\Omega}\right\} .
$$

A basis for $\mathcal{V}_{h}^{R T}$ is

$$
\left\{\mathbf{e}_{k} \widehat{B}_{i, p+\mathbf{e}_{k}}^{\alpha+\mathbf{e}_{k}} \mid i_{k}=1, \ldots, m_{p+1}^{\alpha_{k}+1} ; i_{l}=1, \ldots, m_{p}^{\alpha_{l}} ; l \neq k ; l, k=1,2,3\right\} .
$$

A basis for $\mathcal{V}_{h, 0}^{R T}$ is then

$$
\begin{equation*}
\left\{\mathbf{e}_{k} \widehat{B}_{\boldsymbol{i}, \boldsymbol{p}+\mathbf{e}_{k}}^{\alpha+\mathbf{e}_{k}} \mid i_{k}=2, \ldots, m_{p+1}^{\alpha_{k}+1}-1 ; i_{l}=1, \ldots, m_{p}^{\alpha_{l}} ; l \neq k ; l, k=1,2,3\right\} . \tag{3.2.8}
\end{equation*}
$$

To each multi-index $\boldsymbol{i}$ present in (3.2.8) we associate a scalar index $i$, corresponding to the lexicographical ordering of the internal degrees of freedom, such that

$$
\begin{gathered}
\text { for } k=1 \quad i=i_{1}-1+\left(i_{2}-1\right)\left(m_{p+1}^{\alpha_{1}+1}-2\right)+\left(i_{3}-1\right)\left(m_{p+1}^{\alpha_{1}+1}-2\right) m_{p}^{\alpha_{2}}, \\
\text { for } k=2 \quad i=i_{1}+\left(i_{2}-2\right) m_{p}^{\alpha_{1}}+\left(i_{3}-1\right) m_{p}^{\alpha_{1}}\left(m_{p+1}^{\alpha_{2}+1}-2\right), \\
\quad \text { for } k=3 \quad i=i_{1}+\left(i_{2}-1\right) m_{p}^{\alpha_{1}}+\left(i_{3}-2\right) m_{p}^{\alpha_{1}} m_{p}^{\alpha_{2}}
\end{gathered}
$$

and, with abuse of notation, we rewrite the basis of $\mathcal{V}_{h, 0}^{R T}$ as

$$
\begin{equation*}
\left\{\mathbf{e}_{k} \widehat{B}_{i, p+\mathbf{e}_{k}}^{\alpha+\mathbf{e}_{k}} \mid i=1, \ldots, n_{V, k}^{R T} ; k=1,2,3\right\}, \tag{3.2.9}
\end{equation*}
$$

where

$$
n_{V, 1}^{R T}=\left(m_{p+1}^{\alpha_{1}+1}-2\right) m_{p}^{\alpha_{2}} m_{p}^{\alpha_{3}}, \quad n_{V, 2}^{R T}=m_{p}^{\alpha_{1}}\left(m_{p+1}^{\alpha_{2}+1}-2\right) m_{p}^{\alpha_{3}}, \quad n_{V, 3}^{R T}=m_{p}^{\alpha_{1}} m_{p}^{\alpha_{2}}\left(m_{p+1}^{\alpha_{3}+1}-2\right) .
$$

We also define

$$
n_{V}^{R T}:=\operatorname{dim}\left(\mathcal{V}_{h, 0}^{R T}\right)=n_{V, 1}^{R T}+n_{V, 2}^{R T}+n_{V, 3}^{R T} .
$$

As $\mathcal{Q}_{h}^{R T}=\mathcal{Q}_{h}^{T H}$, a basis for $\mathcal{Q}_{h}^{R T}$ is (3.2.4) and its dimension is denoted by $n_{Q}^{R T}=n_{Q}^{T H}=n_{Q}$ (cfr. (3.2.5)).

The RT isogeometric spaces are defined by suitable push-forwards:

$$
\begin{align*}
& \mathcal{V}_{h, 0}^{R T}:=\operatorname{span}\left\{\phi_{i}^{k, R T}:=\left(\left(\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right)^{-1} J_{\boldsymbol{G}} \mathbf{e}_{k} \widehat{B}_{i, \boldsymbol{p}+\mathbf{e}_{k}}^{\alpha+\mathbf{e}_{k}}\right) \circ \boldsymbol{G}^{-1} \mid i=1, \ldots, n_{V, k}^{R T} ; k=1,2,3\right\} \\
& Q_{h}^{R T}:=\operatorname{span}\left\{\rho_{i}^{R T}:=\left(\left(\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right)^{-1} \widehat{B}_{i, \boldsymbol{p}}^{\boldsymbol{\alpha}}\right) \circ \boldsymbol{G}^{-1} \mid i=1, \ldots, n_{Q}^{R T}\right\} . \tag{3.2.10a}
\end{align*}
$$

The push-forward employed for $\mathcal{V}_{h, 0}^{R T}$ is the Piola transform and its use is important to assure inf-sup stability, see [28] and Section 3.3.

We remark that although in the parametric domain $\mathcal{Q}_{h}^{R T}=\mathcal{Q}_{h}^{T H}$, in general $\mathcal{Q}_{h}^{R T} \neq \mathcal{Q}_{h}^{T H}$.
For the discrete variational formulation of the Stokes system we will also need the space

$$
\begin{equation*}
\mathcal{Q}_{h, 0}^{R T}:=\left\{w \in \mathcal{Q}_{h}^{R T} \mid \int_{\Omega} w \mathrm{~d} \Omega=0\right\} . \tag{3.2.11}
\end{equation*}
$$

### 3.3 Isogeometric analysis of the Stokes system

As usual, let $L^{2}(\Omega)$ be the space of square integrable functions, $L^{\infty}(\Omega)$ the space of essentially bounded measurable functions and $H^{1}(\Omega)$ the space of functions in $L^{2}(\Omega)$ whose first-order derivatives belong to $L^{2}(\Omega)$. We define the vectorial spaces $\mathbf{L}^{2}(\Omega):=\left[L^{2}(\Omega)\right]^{3}$ and $\mathbf{H}_{0}^{1}(\Omega):=$ $\left[H_{0}^{1}(\Omega)\right]^{3}$ endowed with the standard norms that we denote with $\|\cdot\|_{\mathbf{L}^{2}(\Omega)}$ and $\|\cdot\|_{\mathbf{H}^{1}(\Omega)}$, respectively. The standard $\mathbf{L}^{2}$-scalar product is denoted with $(\cdot, \cdot)_{\mathbf{L}^{2}(\Omega)}$.

Then, the Stokes system reads as

$$
\begin{array}{rlrl}
-\nabla \cdot\left(2 \nu \nabla^{s} \boldsymbol{u}\right)+\nabla q & =\boldsymbol{f} & & \text { in } \Omega \\
\nabla \cdot \boldsymbol{u}=0 & & \text { in } \Omega
\end{array}
$$

where $\nabla^{s}=\frac{1}{2}\left(\nabla+\nabla^{T}\right), \boldsymbol{u}$ is the velocity, $q$ is the scalar pressure and $\nu>0$ is the kinematic viscosity. We assume $\nu \in L^{\infty}(\Omega)$ and $\boldsymbol{f} \in \mathbf{L}^{2}(\Omega)$. We consider no-slip boundary conditions, that is we impose $\boldsymbol{u}=0$ on $\partial \Omega$. The pressure is determined up to a constant.

The standard (mixed) variational formulation of the problem reads: find $\boldsymbol{u} \in \mathbf{H}_{0}^{1}(\Omega)$ and $q \in L_{0}^{2}(\Omega):=\left\{w \in L^{2}(\Omega) \mid \int_{\Omega} w \mathrm{~d} \Omega=0\right\}$ such that

$$
\begin{array}{ll}
\mathcal{A}(\boldsymbol{u}, \boldsymbol{v})+\mathcal{B}(\boldsymbol{u}, q)=(\boldsymbol{f}, \boldsymbol{v})_{\mathbf{L}^{2}(\Omega)} & \forall \boldsymbol{v} \in \mathbf{H}_{0}^{1}(\Omega) \\
\mathcal{B}(\boldsymbol{u}, r)=0 & \forall r \in L_{0}^{2}(\Omega), \tag{3.3.1b}
\end{array}
$$

where the bilinear forms $\mathcal{A}(\cdot, \cdot)$ and $\mathcal{B}(\cdot, \cdot)$ are defined as

$$
\begin{align*}
\mathcal{A}(\boldsymbol{w}, \boldsymbol{v}) & =\int_{\Omega} 2 \nu \nabla^{s} \boldsymbol{w}: \nabla^{s} \boldsymbol{v} \mathrm{~d} \Omega  \tag{3.3.2}\\
\mathcal{B}(\boldsymbol{v}, r) & =-\int_{\Omega} r \nabla \cdot \boldsymbol{v} \mathrm{~d} \Omega .
\end{align*}
$$

The isogeometric Taylor-Hood (TH) discretization of Stokes system is a standard Galerkin method for (3.3.1) and reads: find $\boldsymbol{u}_{h}^{T H} \in \mathcal{V}_{h, 0}^{T H}$ and $q_{h}^{T H} \in \mathcal{Q}_{h, 0}^{T H}$ such that

$$
\begin{array}{ll}
\mathcal{A}\left(\boldsymbol{u}_{h}^{T H}, \boldsymbol{v}_{h}\right)+\mathcal{B}\left(\boldsymbol{v}_{h}, q_{h}^{T H}\right)=\left(\boldsymbol{f}, \boldsymbol{v}_{h}\right)_{\mathbf{L}^{2}(\Omega)} & \forall \boldsymbol{v}_{h} \in \mathcal{V}_{h, 0}^{T H}, \\
\mathcal{B}\left(\boldsymbol{u}_{h}^{T H}, r_{h}\right)=0 & \forall r_{h} \in \mathcal{Q}_{h, 0}^{T H}, \tag{3.3.3b}
\end{array}
$$

where $\mathcal{V}_{h, 0}^{T H}$ and $\mathcal{Q}_{h, 0}^{T H}$ are defined as (3.2.6a) and (3.2.7). A detailed analysis on the well posedness of this problem can be found in [4, 18, 20].

The isogeometric Raviart-Thomas (RT) discretization we adopt is based on a Nitsche formulation for the weak imposition of the tangential Dirichlet boundary condition to ensure stability (see [45]).

The method reads: find $\boldsymbol{u}_{h}^{R T} \in \mathcal{V}_{h, 0}^{R T}$ and $q_{h}^{R T} \in \mathcal{Q}_{h, 0}^{R T}$ such that

$$
\begin{array}{ll}
\mathcal{A}\left(\boldsymbol{u}_{h}^{R T}, \boldsymbol{v}_{h}\right)+\sigma\left(\boldsymbol{u}_{h}^{R T}, \boldsymbol{v}_{h}\right)+\mathcal{B}\left(\boldsymbol{v}_{h}, q_{h}^{R T}\right)=\left(\boldsymbol{f}, \boldsymbol{v}_{h}\right)_{\mathbf{L}^{2}(\Omega)} & \forall \boldsymbol{v}_{h} \in \mathcal{V}_{h, 0}^{R T}, \\
\mathcal{B}\left(\boldsymbol{u}_{h}^{R T}, r_{h}\right)=0 & \forall r_{h} \in \mathcal{Q}_{h, 0}^{R T}, \tag{3.3.4b}
\end{array}
$$

where $\mathcal{V}_{h, 0}^{R T}$ and $\mathcal{Q}_{h, 0}^{R T}$ are defined as (3.2.10a) and (3.2.11) and the bilinear form $\sigma(\cdot, \cdot)$ is defined as

$$
\begin{equation*}
\sigma\left(\boldsymbol{w}_{h}, \boldsymbol{v}_{h}\right):=\int_{\partial \Omega} 2 \nu\left[\frac{C_{p e n}}{h} \boldsymbol{w}_{h} \cdot \boldsymbol{v}_{h}-\left(\left(\nabla^{s} \boldsymbol{w}_{h}\right) \boldsymbol{n}\right) \cdot \boldsymbol{v}_{h}-\left(\left(\nabla^{s} \boldsymbol{v}_{h}\right) \boldsymbol{n}\right) \cdot \boldsymbol{w}_{h}\right] \mathrm{d} \Gamma, \tag{3.3.5}
\end{equation*}
$$

with $C_{p e n}>0$ a penalty parameter. The well-posedness of RT discretization for Stokes problem and the choice of $C_{p e n}$ are analysed in [45].

In practice, we build the linear system by replacing $\mathcal{Q}_{h, 0}^{T H}$ and $\mathcal{Q}_{h, 0}^{R T}$ by $\mathcal{Q}_{h}^{T H}$ and $\mathcal{Q}_{h}^{R T}$, respectively. This means that we do not incorporate the zero-mean-value constraint into the pressure space, since this will be taken care of by the Krylov iterative solver later.

Then, the discrete Stokes system matrix is

$$
\mathbf{A}=\left[\begin{array}{cc}
A & B^{T}  \tag{3.3.6}\\
B & 0
\end{array}\right]
$$

where

$$
A=\left[\begin{array}{lll}
A_{11} & A_{12} & A_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33}
\end{array}\right], \quad B=\left[\begin{array}{lll}
B_{1} & B_{2} & B_{3}
\end{array}\right],
$$

and for TH discretization, $i=1, \ldots, n_{V, r}^{T H}, j=1, \ldots, n_{V, s}^{T H}, r, s=1,2,3$ and $l=1, \ldots, n_{Q}$

$$
\begin{aligned}
& {\left[A_{r s}^{T H}\right]_{i, j}:=\mathcal{A}\left(\phi_{i}^{r, T H}, \phi_{j}^{s, T H}\right),} \\
& {\left[B_{r}^{T H}\right]_{l, j}:=\mathcal{B}\left(\phi_{j}^{r, T H}, \rho_{l}^{T H}\right),}
\end{aligned}
$$

while for RT discretization, $i=1, \ldots, n_{V, r}^{R T}, j=1, \ldots, n_{V, s}^{R T}, r, s=1,2,3$ and $l=1, \ldots, n_{Q}$

$$
\begin{aligned}
& {\left[A_{r s}^{R T}\right]_{i, j}:=\mathcal{A}\left(\phi_{i}^{r, R T}, \phi_{j}^{s, R T}\right)+\sigma\left(\phi_{i}^{r, R T}, \phi_{j}^{s, R T}\right),} \\
& {\left[B_{r}^{R T}\right]_{l, j}:=\mathcal{B}\left(\phi_{j}^{r, R T}, \rho_{l}^{R T}\right),}
\end{aligned}
$$

referring to Section 3.2 for the notations of the basis.

In particular the following expressions will be useful for the construction of the preconditioner: for $k=1,2,3$ and $i, j=1, \ldots, n_{V, k}^{T H}$

$$
\begin{equation*}
\left[A_{k k}^{T H}\right]_{i, j}=\int_{\widehat{\Omega}}\left(\nabla \widehat{B}_{i, \boldsymbol{p}+1}^{\boldsymbol{\alpha}}\right)^{T} \boldsymbol{C}_{k}^{T H} \nabla \widehat{B}_{j, \boldsymbol{p}+1}^{\boldsymbol{\alpha}} \mathrm{d} \boldsymbol{\eta} \tag{3.3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{C}_{k}^{T H}=\nu\left(J_{\boldsymbol{G}}^{-1} J_{\boldsymbol{G}}^{-T}+D_{k} D_{k}^{T}\right)\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right| \tag{3.3.8}
\end{equation*}
$$

and $D_{k}:=J_{\boldsymbol{G}}^{-1} \mathbf{e}_{k}$, while for $k=1,2,3$ and $i, j=1, \ldots, n_{V, k}^{R T}$

$$
\begin{align*}
{\left[A_{k k}^{R T}\right]_{i, j}: } & \int_{\widehat{\Omega}}\left(\nabla \widehat{B}_{i, \boldsymbol{p}+\mathbf{e}_{k}}^{\boldsymbol{\alpha}+\mathbf{e}_{k}}\right)^{T} \boldsymbol{C}_{k}^{R T} \nabla \widehat{B}_{j, \boldsymbol{p}+\mathbf{e}_{k}}^{\boldsymbol{\alpha}+\mathbf{e}_{k}} \mathrm{~d} \boldsymbol{\eta} \\
& +\sigma\left(\left(\widetilde{J}_{\boldsymbol{G}} \mathbf{e}_{k} \widehat{B}_{i, \boldsymbol{p}+\mathbf{e}_{k}}^{\boldsymbol{\alpha}+\mathbf{e}_{k}}\right) \circ \boldsymbol{G}^{-1},\left(\widetilde{J}_{\boldsymbol{G}} \mathbf{e}_{k} \widehat{B}_{j, \boldsymbol{p}+\mathbf{e}_{k}}^{\boldsymbol{\alpha}+\mathbf{e}_{k}}\right) \circ \boldsymbol{G}^{-1}\right) \\
& +\int_{[0,1]^{3}} 2 \nu\left\{\left[R_{k}\left(\nabla \widehat{B}_{i, \boldsymbol{p}+\mathbf{e}_{k}}^{\boldsymbol{\alpha}+\mathbf{e}_{k}} J_{\boldsymbol{G}}^{-1}\right)\right]^{s}:\left[\left(\mathbb{H}_{\boldsymbol{G}} \mathbf{e}_{k} \widehat{B}_{j, \boldsymbol{p}+\mathbf{e}_{k}}^{\boldsymbol{\alpha}+\mathbf{e}_{k}}\right) J_{\boldsymbol{G}}^{-1}\right]^{s}\right. \\
& +\left[\left(\mathbb{H}_{\boldsymbol{G}} \mathbf{e}_{k} \widehat{B}_{i, \boldsymbol{p}+\mathbf{e}_{k}}^{\boldsymbol{\alpha}+\mathbf{e}_{k}}\right) J_{\boldsymbol{G}}^{-1}\right]^{s}:\left[R_{k}\left(\nabla \widehat{B}_{j, \boldsymbol{p}+\mathbf{e}_{k}}^{\boldsymbol{\alpha}+\mathbf{e}_{k}} J_{\boldsymbol{G}}^{-1}\right)\right]^{s} \\
& \left.+\left\|\left[\left(\mathbb{H}_{\boldsymbol{G}} \mathbf{e}_{k} \widehat{B}_{j, \boldsymbol{p}+\mathbf{e}_{k}}^{\boldsymbol{\alpha}+\mathbf{e}_{k}}\right) J_{\boldsymbol{G}}^{-1}\right]^{s}\right\|_{F}^{2}\right\}\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right| \mathrm{d} \boldsymbol{\eta} \tag{3.3.9}
\end{align*}
$$

where

$$
\begin{equation*}
\boldsymbol{C}_{k}^{R T}=\nu\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right| J_{\boldsymbol{G}}^{-1}\left(\left\|R_{k}\right\|_{2}^{2} I+R_{k} R_{k}^{T}\right) J_{\boldsymbol{G}}^{-T} \tag{3.3.10}
\end{equation*}
$$

$\widetilde{J}_{\boldsymbol{G}}:=\left(\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right)^{-1} J_{\boldsymbol{G}}, R_{k}:=\widetilde{J}_{\boldsymbol{G}} \mathbf{e}_{k}$ and $\mathbb{H}_{\boldsymbol{G}}$ is the (trivariate) Hessian tensor $\mathbb{H}_{\boldsymbol{G}}:=\nabla \widetilde{J}_{\boldsymbol{G}}$, with the convention that, for a given vector $\mathbf{w} \in \mathbb{R}^{3}$,

$$
\mathbb{H}_{G} \mathbf{w}:=\left[\begin{array}{lll}
\left(\partial_{\eta_{1}} \widetilde{J}_{G}\right) \mathbf{w}, & \left(\partial_{\eta_{2}} \widetilde{J}_{G}\right) \mathbf{w}, & \left(\partial_{\eta_{3}} \widetilde{J}_{G}\right) \mathbf{w}
\end{array}\right]
$$

Here and throughout, $\|\cdot\|_{2}$ denotes the Euclidean vector norm and the induced matrix norm, $\|\cdot\|_{F}$ refers to the Frobenius matrix norm and $[\cdot]^{s}$ denotes the symmetric part. Note that the last integral in (3.3.9) is zero when $\boldsymbol{G}$ is the identity map.

### 3.4 Preconditioners for the whole system

In this section we introduce the preconditioning strategies that we consider in our numerical tests. In what follows $P_{V}$ represents a preconditioning matrix for the block $A$ and $P_{Q}$ a preconditioning matrix for $S$, where

$$
\begin{equation*}
S=B A^{-1} B^{T} \tag{3.4.1}
\end{equation*}
$$

is the (negative) Schur complement.
Once $P_{V}$ and $P_{Q}$ are constructed (this will be discussed in the next section), one can set up suitable preconditioners to be used in the context of Krylov iterative methods [15, 43, 114, 100]. We select three approaches.

In the first one, we consider the block diagonal preconditioner [83]

$$
\mathbf{P}_{D}=\left[\begin{array}{cc}
P_{V} & 0  \tag{3.4.2}\\
0 & P_{Q}
\end{array}\right]
$$

which, being symmetric and positive definite, preserves the symmetry of the problem. Therefore it can be coupled with a method for symmetric systems such as MINRES [87]. In the other two approaches, we respectively consider the block triangular [83] and constrained [69] preconditioners

$$
\mathbf{P}_{T}=\left[\begin{array}{cc}
P_{V} & B^{T}  \tag{3.4.3}\\
0 & -P_{Q}
\end{array}\right]
$$

and

$$
\mathbf{P}_{C}=\left[\begin{array}{cc}
P_{V} & B^{T}  \tag{3.4.4}\\
B & B P_{V}^{-1} B^{T}-P_{Q}
\end{array}\right],
$$

both coupled with the GMRES method [92]. We remark that $\mathbf{P}_{C}^{-1}$ can be applied efficiently thanks to the factorization

$$
\mathbf{P}_{C}^{-1}=\left[\begin{array}{cc}
\mathbb{I}_{n_{V}} & -P_{V}^{-1} B^{T} \\
0 & \mathbb{I}_{n_{Q}}
\end{array}\right]\left[\begin{array}{cc}
\mathbb{I}_{n_{V}} & 0 \\
0 & -P_{Q}^{-1}
\end{array}\right]\left[\begin{array}{cc}
\mathbb{I}_{n_{V}} & 0 \\
-B & \mathbb{I}_{n_{Q}}
\end{array}\right]\left[\begin{array}{cc}
P_{V}^{-1} & 0 \\
0 & \mathbb{I}_{n_{Q}}
\end{array}\right],
$$

where, as in the rest of the thesis, $\mathbb{I}_{k}$ denotes the identity matrix of dimension $k \times k$.

### 3.5 Preconditioners for $P_{V}$ and $P_{Q}$

Our choice for the preconditioning block $P_{V}$ has a block diagonal structure:

$$
P_{V}:=\left[\begin{array}{ccc}
P_{V, 1} & 0 & 0  \tag{3.5.1}\\
0 & P_{V, 2} & 0 \\
0 & 0 & P_{V, 3}
\end{array}\right] ;
$$

the blocks $P_{V, k}$ are a simplified version of the blocks $A_{k k}$ where the geometry map and the kinematic viscosity are replaced by the identity map and identity function, respectively. In other words, analogously to (3.3.2) and (3.3.5), we define in the parametric domain

$$
\begin{gathered}
\widehat{\mathcal{A}}(\widehat{\boldsymbol{w}}, \widehat{\boldsymbol{v}}):=\int_{\widehat{\Omega}} 2 \nabla^{s} \widehat{\boldsymbol{w}}: \nabla^{s} \widehat{\boldsymbol{v}} \mathrm{~d} \widehat{\Omega}, \\
\widehat{\sigma}(\widehat{\boldsymbol{w}}, \widehat{\boldsymbol{v}}):=\int_{\partial \widehat{\Omega}} 2\left[\frac{C_{\text {pen }}}{h} \widehat{\boldsymbol{w}} \cdot \widehat{\boldsymbol{v}}-\left(\left(\nabla^{s} \widehat{\boldsymbol{w}}\right) \widehat{\boldsymbol{n}}\right) \cdot \widehat{\boldsymbol{v}}-\left(\left(\nabla^{s} \widehat{\boldsymbol{v}}\right) \widehat{\boldsymbol{n}}\right) \cdot \widehat{\boldsymbol{w}}\right] \mathrm{d} \widehat{\Gamma},
\end{gathered}
$$

where $\widehat{\boldsymbol{n}}$ is the exterior normal to the boundary $\partial \widehat{\Omega}$. Therefore for TH discretization, according to (3.3.7), for $i, j=1, \ldots, n_{V, k}^{T H}$ and $k=1,2,3$ we define

$$
\begin{equation*}
\left[P_{V, k}^{T H}\right]_{i, j}:=\widehat{\mathcal{A}}\left(\mathbf{e}_{k} \widehat{B}_{i, p+1}^{\alpha}, \mathbf{e}_{k} \widehat{B}_{j, p+1}^{\alpha}\right)=\int_{\widehat{\Omega}}\left(\nabla \widehat{B}_{i, \boldsymbol{p}+1}^{\alpha}\right)^{T} \mathbf{T}_{k} \nabla \widehat{B}_{j, \boldsymbol{p}+1}^{\alpha} \mathrm{d} \boldsymbol{\eta}, \tag{3.5.2}
\end{equation*}
$$

where $\mathbf{T}_{k}=\mathbb{I}+\mathbf{e}_{k} \mathbf{e}_{k}^{T}$, while for RT discretization, according to (3.3.9), for $i, j=1, \ldots, n_{V, k}^{R T}$ and $k=1,2,3$ we define

$$
\begin{align*}
{\left[P_{V, k}^{R T}\right]_{i, j} } & :=\widehat{\mathcal{A}}\left(\mathbf{e}_{k} \widehat{B}_{i, \boldsymbol{p}}^{\alpha+\mathbf{e}_{k}}, \mathbf{e}_{k} \widehat{B}_{j, \boldsymbol{p}+\mathbf{e}_{k}}^{\alpha+\mathbf{e}_{k}}\right)+\widehat{\sigma}\left(\mathbf{e}_{k} \widehat{B}_{i, \boldsymbol{p}+\mathbf{e}_{k}}^{\alpha+\mathbf{e}_{k}}, \mathbf{e}_{k} \widehat{B}_{j, \boldsymbol{p}+\mathbf{e}_{k}}^{\alpha+\mathbf{e}_{k}}\right) \\
& =\int_{\widehat{\Omega}}\left(\nabla \widehat{B}_{i, \boldsymbol{p}+\mathbf{e}_{k}}^{\alpha+e_{k}}\right)^{T} \mathbf{T}_{k} \nabla \widehat{B}_{j, \boldsymbol{p}+\mathbf{e}_{k}}^{\alpha+\mathbf{e}_{k}} \mathrm{~d} \boldsymbol{\eta}+\widehat{\sigma}\left(\mathbf{e}_{k} \widehat{B}_{i, \boldsymbol{p}+\mathbf{e}_{k}}^{\alpha+\mathbf{e}_{k}}, \mathbf{e}_{k} \widehat{B}_{j, \boldsymbol{p}+\mathbf{e}_{k}}^{\alpha+\mathbf{e}_{k}}\right) . \tag{3.5.3}
\end{align*}
$$

Exploiting the tensor product structure of the basis functions, we can write

$$
\begin{align*}
& P_{V, 1}^{T H}=K_{3}^{T H} \otimes M_{2}^{T H} \otimes M_{1}^{T H}+M_{3}^{T H} \otimes K_{2}^{T H} \otimes M_{1}^{T H}+2 M_{3}^{T H} \otimes M_{2}^{T H} \otimes K_{1}^{T H},  \tag{3.5.4a}\\
& P_{V, 2}^{T H}=K_{3}^{T H} \otimes M_{2}^{T H} \otimes M_{1}^{T H}+2 M_{3}^{T H} \otimes K_{2}^{T H} \otimes M_{1}^{T H}+M_{3}^{T H} \otimes M_{2}^{T H} \otimes K_{1}^{T H},  \tag{3.5.4b}\\
& P_{V, 3}^{T H}=2 K_{3}^{T H} \otimes M_{2}^{T H} \otimes M_{1}^{T H}+M_{3}^{T H} \otimes K_{2}^{T H} \otimes M_{1}^{T H}+M_{3}^{T H} \otimes M_{2}^{T H} \otimes K_{1}^{T H}, \tag{3.5.4c}
\end{align*}
$$

and

$$
\begin{align*}
P_{V, 1}^{R T} & =\widetilde{K}_{3}^{R T} \otimes \widetilde{M}_{2}^{R T} \otimes M_{1}^{R T}+\widetilde{M}_{3}^{R T} \otimes \widetilde{K}_{2}^{R T} \otimes M_{1}^{R T}+2 \widetilde{M}_{3}^{R T} \otimes \widetilde{M}_{2}^{R T} \otimes K_{1}^{R T}  \tag{3.5.5a}\\
P_{V, 2}^{R T} & =\widetilde{K}_{3}^{R T} \otimes M_{2}^{R T} \otimes \widetilde{M}_{1}^{R T}+2 \widetilde{M}_{3}^{R T} \otimes K_{2}^{R T} \otimes \widetilde{M}_{1}^{R T}+\widetilde{M}_{3}^{R T} \otimes M_{2}^{R T} \otimes \widetilde{K}_{1}^{R T}  \tag{3.5.5b}\\
P_{V, 3}^{R T} & =2 K_{3}^{R T} \otimes \widetilde{M}_{2}^{R T} \otimes \widetilde{M}_{1}^{R T}+M_{3}^{R T} \otimes \widetilde{K}_{2}^{R T} \otimes \widetilde{M}_{1}^{R T}+M_{3}^{R T} \otimes \widetilde{M}_{2}^{R T} \otimes \widetilde{K}_{1}^{R T} \tag{3.5.5c}
\end{align*}
$$

where for $k=1,2,3$ the univariate matrix factors are

$$
\begin{array}{ll}
{\left[K_{k}^{T H}\right]_{l-1, s-1}=\int_{[0,1]}\left(\widehat{b}_{l, p+1}^{\alpha_{k}}\right)^{\prime}\left(\eta_{k}\right)\left(\widehat{b}_{s, p+1}^{\alpha_{k}}\right)^{\prime}\left(\eta_{k}\right) \mathrm{d} \eta_{k},} & l, s=2, \ldots, m_{\alpha_{k}}^{p+1}-1 \\
{\left[M_{k}^{T H}\right]_{l-1, s-1}=\int_{[0,1]} \widehat{b}_{l, p+1}^{\alpha_{k}}\left(\eta_{k}\right) \widehat{b}_{s, p+1}^{\alpha_{k}}\left(\eta_{k}\right) \mathrm{d} \eta_{k},} & l, s=2, \ldots, m_{\alpha_{k}}^{p+1}-1
\end{array}
$$

and

$$
\begin{array}{rlr}
{\left[K_{k}^{R T}\right]_{l-1, s-1}=} & \int_{[0,1]}\left(\widehat{b}_{l, p+1}^{\alpha_{k}+1}\right)^{\prime}\left(\eta_{k}\right)\left(\widehat{b}_{s, p+1}^{\alpha_{k}+1}\right)^{\prime}\left(\eta_{k}\right) \mathrm{d} \eta_{k}, & l, s=2, \ldots, m_{p+1}^{\alpha_{k}+1}-1, \\
{\left[M_{k}^{R T}\right]_{l-1, s-1}=} & \int_{[0,1]} \widehat{b}_{l, p+1}^{\alpha_{k}+1}\left(\eta_{k}\right) \widehat{b}_{s, p+1}^{\alpha_{k}+1}\left(\eta_{k}\right) \mathrm{d} \eta_{k}, & l, s=2, \ldots, m_{p+1}^{\alpha_{k}+1}-1, \\
{\left[\widetilde{K}_{k}^{R T}\right]_{l, s}=} & \int_{[0,1]}\left(\widehat{b}_{l, p}^{\alpha_{k}}\right)^{\prime}\left(\eta_{k}\right)\left(\widehat{b}_{s, p}^{\alpha_{k}}\right)^{\prime}\left(\eta_{k}\right) \mathrm{d} \eta_{k}-\left[\left(\widehat{b}_{l, p}^{\alpha_{k}}\right)^{\prime}(1) \widehat{b}_{s, p}^{\alpha_{k}}(1)-\left(\widehat{b}_{l, p}^{\alpha_{k}}\right)^{\prime}(0) \widehat{b}_{s, p}^{\alpha_{k}}(0)\right. \\
& +\left(\widehat{b}_{s, p}^{\alpha_{k}}\right)^{\prime}(1) \widehat{b}_{l, p}^{\alpha_{k}}(1)-\left(\widehat{b}_{s, p}^{\alpha_{k}}\right)^{\prime}(0) \widehat{b}_{l, p}^{\alpha_{k}}(0)-2 \frac{C_{p e n}}{h} & \left(\widehat{b}_{l, p}^{\alpha_{k}}(1) \widehat{b}_{s, p}^{\alpha_{k}}(1)\right. \\
& \left.\left.+\widehat{b}_{l, p}^{\alpha_{k}}(0) \widehat{b}_{s, p}^{\alpha_{k}}(0)\right)\right], & l, s=1, \ldots, m_{p}^{\alpha_{k}} \\
{\left[\widetilde{M}_{k}^{R T}\right]_{l, s}=} & \int_{[0,1]} \widehat{b}_{l, p}^{\alpha_{k}}\left(\eta_{k}\right) \widehat{b}_{s, p}^{\alpha_{k}}\left(\eta_{k}\right) \mathrm{d} \eta_{k}, & l, s=1, \ldots, m_{p}^{\alpha_{k}}
\end{array}
$$

Now we consider the construction of $P_{Q}$. The Schur complement $S$ is spectrally equivalent to the (weighted) pressure mass matrix

$$
\begin{align*}
{\left[Q^{T H}\right]_{i, j} } & :=\int_{\Omega} \nu^{-1} \rho_{i}^{T H} \rho_{j}^{T H} \mathrm{~d} \Omega=\int_{\widehat{\Omega}} \nu^{-1} \widehat{B}_{i, \boldsymbol{p}}^{\boldsymbol{\alpha}} \widehat{B}_{j, \boldsymbol{p}}^{\boldsymbol{\alpha}} g^{T H} \mathrm{~d} \boldsymbol{\eta} \\
{\left[Q^{R T}\right]_{i, j} } & :=\int_{\Omega} \nu^{-1} \rho_{i}^{R T} \rho_{j}^{R T} \mathrm{~d} \Omega=\int_{\widehat{\Omega}} \nu^{-1} \widehat{B}_{i, \boldsymbol{p}}^{\boldsymbol{\alpha}} \widehat{B}_{j, \boldsymbol{p}}^{\boldsymbol{\alpha}} g^{R T} \mathrm{~d} \boldsymbol{\eta} \tag{3.5.6}
\end{align*}
$$

for $i, j=1, \ldots, n_{Q}$, where $g^{T H}(\boldsymbol{\eta}):=\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|$ and $g^{R T}(\boldsymbol{\eta}):=\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|^{-1}$. The equivalence holds uniformly with respect to a variable kinematic viscosity $\nu$, see [58]. However, as for $P_{V}$, in our simple approach we drop the dependence on $\nu$ and the geometry mapping, by selecting:

$$
\left[P_{Q}^{T H}\right]_{i, j}:=\left[P_{Q}^{R T}\right]_{i, j}:=\int_{\widehat{\Omega}} \widehat{B}_{i, \boldsymbol{p}}^{\alpha} \widehat{B}_{j, \boldsymbol{p}}^{\alpha} \mathrm{d} \boldsymbol{\eta} \quad i, j=1, \ldots, n_{Q}
$$

as for (3.5.2) and (3.5.3). Exploiting again the tensor product structure of the basis we can write $P_{Q}$ as

$$
\begin{equation*}
P_{Q}=M_{3} \otimes M_{2} \otimes M_{1} \tag{3.5.7}
\end{equation*}
$$

where for $k=1,2,3$

$$
\left[M_{k}\right]_{l, s}=\int_{[0,1]} \widehat{b}_{l, p}^{\alpha_{k}}\left(\eta_{k}\right) \widehat{b}_{s, p}^{\alpha_{k}}\left(\eta_{k}\right) \mathrm{d} \eta_{k}, \quad l, s=1, \ldots, m_{\alpha_{k}}^{p}
$$

### 3.5.1 Spectral properties

A desirable requirement for all the strategies proposed in Section 3.4 is that $P_{V}$ and $P_{Q}$ are spectrally equivalent to $A$ and $Q$, respectively. We analyse here the spectral properties of $P_{V}^{-1} A$ and $P_{Q}^{-1} Q$. We refer to [43, Section 4.2], where such properties are used to derive explicit bounds for the eigenvalues of the preconditioned system $\mathbf{P}^{-1} \mathbf{A}$, in the special case of the block diagonal preconditioner. In particular, if the eigenvalues of $P_{V}^{-1} A$ and $P_{Q}^{-1} Q$ are bounded away from 0 and infinity uniformly with respect to $h$ and $p$, then so are the eigenvalues of the full system.

The bilinear forms $\mathcal{A}(\cdot, \cdot)$ and $\widehat{\mathcal{A}}(\cdot, \cdot)$ satisfy

$$
\begin{align*}
2 C_{\mathrm{Korn}} \nu_{\min }|\boldsymbol{v}|_{\mathbf{H}^{1}(\Omega)}^{2} & \leq \mathcal{A}(\boldsymbol{v}, \boldsymbol{v}) \leq 2 \nu_{\max }|\boldsymbol{v}|_{\mathbf{H}^{1}(\Omega)}^{2} & \forall \boldsymbol{v} \in \mathbf{H}_{0}^{1}(\Omega),  \tag{3.5.8}\\
2 \widehat{C}_{\text {Korn }}|\widehat{\boldsymbol{v}}|_{\mathbf{H}^{1}(\widehat{\Omega})}^{2} & \leq \widehat{\mathcal{A}}(\widehat{\boldsymbol{v}}, \widehat{\boldsymbol{v}}) \leq 2|\widehat{\boldsymbol{v}}|_{\mathbf{H}^{1}(\widehat{\Omega})}^{2} & \forall \widehat{\boldsymbol{v}} \in \mathbf{H}_{0}^{1}(\widehat{\Omega}) \tag{3.5.9}
\end{align*}
$$

where $C_{\text {Korn }}$ and $\widehat{C}_{\text {Korn }}$ are the Korn constants (for homogeneous Dirichlet boundary conditions on the whole boundary we have $C_{\text {Korn }}=\widehat{C}_{\text {Korn }}=1 / 2$, see [31, Section 6.3]) and

$$
\nu_{\min }:=\inf _{\Omega} \nu, \quad \nu_{\max }:=\sup _{\Omega} \nu
$$

We also have that the bilinear forms $\mathcal{A}(\cdot, \cdot)+\sigma(\cdot, \cdot)$ and $\widehat{\mathcal{A}}(\cdot, \cdot)+\widehat{\sigma}(\cdot, \cdot)$ in the discrete spaces satisfy

$$
\begin{array}{ll}
C_{1}\left\|\boldsymbol{v}_{h}\right\|_{\mathbf{H}_{p e n}^{1}(\Omega)}^{2} \leq \mathcal{A}\left(\boldsymbol{v}_{h}, \boldsymbol{v}_{h}\right)+\sigma\left(\boldsymbol{v}_{h}, \boldsymbol{v}_{h}\right) \leq C_{2}\left\|\boldsymbol{v}_{h}\right\|_{\mathbf{H}_{p e n}^{1}(\Omega)}^{2} & \forall \boldsymbol{v}_{h} \in \mathcal{V}_{h, 0}^{R T} \\
\widehat{C}_{1}\left\|\widehat{\boldsymbol{v}}_{h}\right\|_{\mathbf{H}_{p e n}^{1}(\widehat{\Omega})}^{2} \leq \widehat{\mathcal{A}}\left(\widehat{\boldsymbol{v}}_{h}, \widehat{\boldsymbol{v}}_{h}\right)+\widehat{\sigma}\left(\widehat{\boldsymbol{v}}_{h}, \widehat{\boldsymbol{v}}_{h}\right) \leq \widehat{C}_{2}\left\|\widehat{\boldsymbol{v}}_{h}\right\|_{\mathbf{H}_{p e n}^{1}(\widehat{\Omega})}^{2} & \forall \widehat{\boldsymbol{v}}_{h} \in \mathcal{V}_{h, 0}^{R T} \tag{3.5.11}
\end{array}
$$

where the norm $\|\cdot\|_{\mathbf{H}_{\text {pen }}^{1}(\widehat{\Omega})}$ is defined as $\|\cdot\|_{\mathbf{H}_{p e n}^{1}(\Omega)}^{2}:=\|\cdot\|_{\mathbf{H}^{1}(\Omega)}^{2}+\frac{C_{p e n}}{h}\|\cdot\|_{\mathbf{L}^{2}(\partial \Omega)}^{2}$ and $C_{1}$, $C_{2}, \widehat{C}_{1}$ and $\widehat{C}_{2}$ are constants depending on $C_{p e n}$ and on the inverse estimate constants of the discrete spaces $\mathcal{V}_{h, 0}^{R T}$ and $\mathcal{V}_{h, 0}^{R T}$ respectively: these inequalities follow from [45, Lemma 6.2], [45, Lemma 6.3],[45, Eq. (6.9)] and the equivalence between $\|\cdot\|_{\mathbf{H}_{p e n}^{1}(\Omega)}$ and $|\cdot|_{\mathbf{H}_{\text {pen }}^{1}(\Omega)}:=$ $|\cdot|_{\mathbf{H}^{1}(\Omega)}^{2}+\frac{C_{\text {pen }}}{h}\|\cdot\|_{\mathbf{L}^{2}(\partial \Omega)}^{2}$.

We start by proving bounds on the eigenvalues of $P_{V}^{-1} A$.

## Theorem 3.1. It holds

$$
\begin{equation*}
\delta \leq \lambda_{\min }\left(P_{V}^{-1} A\right), \quad \lambda_{\max }\left(P_{V}^{-1} A\right) \leq \Delta \tag{3.5.12}
\end{equation*}
$$

where $\delta$ and $\Delta$ are positive constants that do not depend on $h$ or on $p$.
Proof. We begin with TH discretization case, proving (3.5.12) for $\delta=\delta^{T H}$ and $\Delta=\Delta^{T H}$. Let $\widehat{\boldsymbol{v}}_{h} \in \mathcal{V}_{h, 0}^{T H}$ and let $\boldsymbol{v}_{h}:=\widehat{\boldsymbol{v}}_{h} \circ \boldsymbol{G}^{-1} \in \mathcal{V}_{h, 0}^{T H}$. Moreover, let $\mathbf{v}$ be the coordinate vector of $\widehat{\boldsymbol{v}}_{h}$ with respect to the basis (3.2.8). By the Courant-Fischer theorem, (3.5.12) is equivalent to find $\delta^{T H}$ and $\Delta^{T H}$ such that

$$
\delta^{T H} \leq \frac{\mathbf{v}^{T} A^{T H} \mathbf{v}}{\mathbf{v}^{T} P_{V}^{T H} \mathbf{v}} \leq \Delta^{T H}
$$

Using (3.5.8), we have

$$
2 C_{\mathrm{Korn}} \nu_{\min }\left|\boldsymbol{v}_{h}\right|_{\mathbf{H}^{1}(\Omega)}^{2} \leq \mathbf{v}^{T} A^{T H} \mathbf{v} \leq 2 \nu_{\max }\left|\boldsymbol{v}_{h}\right|_{\mathbf{H}^{1}(\Omega)}^{2}
$$

Using (3.5.9) and decomposing $\widehat{\boldsymbol{v}}_{h}=\widehat{\boldsymbol{v}}_{h, 1}+\widehat{\boldsymbol{v}}_{h, 2}+\widehat{\boldsymbol{v}}_{h, 3}$, where $\widehat{\boldsymbol{v}}_{h, k}$ are the Cartesian components of $\widehat{\boldsymbol{v}}_{h}$, we have for $k=1,2,3$,

$$
2 \widehat{C}_{\text {Korn }}\left|\widehat{\boldsymbol{v}}_{h, k}\right|_{\mathbf{H}^{1}(\widehat{\Omega})}^{2} \leq \widehat{\mathcal{A}}\left(\widehat{\boldsymbol{v}}_{h, k}, \widehat{\boldsymbol{v}}_{h, k}\right) \leq 2\left|\widehat{\boldsymbol{v}}_{h, k}\right|_{\mathbf{H}^{1}(\widehat{\Omega})}^{2} ;
$$

summing the three bounds above and using $\widehat{\mathcal{A}}\left(\widehat{\boldsymbol{v}}_{h, 1}, \widehat{\boldsymbol{v}}_{h, 1}\right)+\widehat{\mathcal{A}}\left(\widehat{\boldsymbol{v}}_{h, 2}, \widehat{\boldsymbol{v}}_{h, 2}\right)+\widehat{\mathcal{A}}\left(\widehat{\boldsymbol{v}}_{h, 3}, \widehat{\boldsymbol{v}}_{h, 3}\right)=$ $\mathbf{v}^{T} P_{V}^{T H} \mathbf{v}$ yields

$$
2 \widehat{C}_{\text {Korn }}\left|\widehat{\boldsymbol{v}}_{h}\right|_{\mathbf{H}^{1}(\widehat{\Omega})}^{2} \leq \mathbf{v}^{T} P_{V}^{T H} \mathbf{v} \leq 2\left|\widehat{\boldsymbol{v}}_{h}\right|_{\mathbf{H}^{1}(\widehat{\Omega})}^{2} ;
$$

in conclusion it suffices to prove

$$
\begin{equation*}
\frac{\delta^{T H}}{C_{\mathrm{Korn}} \nu_{\min }} \leq \frac{\left|\boldsymbol{v}_{h}\right|_{\mathbf{H}^{1}(\Omega)}^{2}}{\left|\widehat{\boldsymbol{v}}_{h}\right|_{\mathbf{H}^{1}(\Omega)}^{2}} \leq \frac{\widehat{C}_{\mathrm{Korn}} \Delta^{T H}}{\nu_{\max }}, \tag{3.5.13}
\end{equation*}
$$

for suitable $\delta^{T H}$ and $\Delta^{T H}$ and for all all $\widehat{\boldsymbol{v}}_{h} \in \mathcal{V}_{h, 0}^{T H}$ with $\boldsymbol{v}_{h}=: \widehat{\boldsymbol{v}}_{h} \circ \boldsymbol{G}^{-1} \in \mathcal{V}_{h, 0}^{T H}$. In other words, we just need to prove the equivalence between $\left|\boldsymbol{v}_{h}\right|_{\mathbf{H}^{1}(\Omega)}$ and $\left|\widehat{\boldsymbol{v}}_{h}\right|_{\mathbf{H}^{1}(\widehat{\Omega})}$. One of the two bounds is

$$
\begin{align*}
\left|\boldsymbol{v}_{h}\right|_{\mathbf{H}^{1}(\Omega)}^{2} & =\int_{\Omega}\left\|\nabla \boldsymbol{v}_{h}\right\|_{F}^{2} \mathrm{~d} \Omega=\int_{\widehat{\Omega}}\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|\left\|\nabla \widehat{\boldsymbol{v}}_{h} J_{\boldsymbol{G}}^{-1}\right\|_{F}^{2} \mathrm{~d} \boldsymbol{\eta} \\
& \leq \sup _{\widehat{\Omega}}\left\{\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|\left\|J_{\boldsymbol{G}}^{-1}\right\|_{2}^{2}\right\} \int_{\widehat{\Omega}}\left\|\nabla \widehat{\boldsymbol{v}}_{h}\right\|_{F}^{2} \mathrm{~d} \boldsymbol{\eta}=\sup _{\widehat{\Omega}}\left\{\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|\left\|J_{\boldsymbol{G}}^{-1}\right\|_{2}^{2}\right\}\left|\widehat{\boldsymbol{v}}_{h}\right|_{\mathbf{H}^{1}(\widehat{\Omega})}^{2}, \tag{3.5.14}
\end{align*}
$$

where we used the fact that, given any two matrices $X, Y$ with conforming dimensions, it holds $\|X Y\|_{F}^{2} \leq\|X\|_{F}^{2}\|Y\|_{2}^{2}$. For the other bound, just observe that $\widehat{\boldsymbol{v}}_{h}:=\boldsymbol{v}_{h} \circ \boldsymbol{G}$, and then

$$
\begin{equation*}
\left|\widehat{\boldsymbol{v}}_{h}\right|_{\mathbf{H}^{1}(\widehat{\Omega})}^{2} \leq \sup _{\Omega}\left\{\left|\operatorname{det}\left(J_{\boldsymbol{G}^{-1}}\right)\right|| | J_{\boldsymbol{G}^{-1}}^{-1} \|_{2}^{2}\right\}\left|\boldsymbol{v}_{h}\right|_{\mathbf{H}^{1}(\Omega)}^{2}=\sup _{\widehat{\Omega}}\left\{\frac{\left\|J_{\boldsymbol{G}}\right\|_{2}^{2}}{\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|}\right\}\left|\boldsymbol{v}_{h}\right|_{\mathbf{H}^{1}(\Omega)}^{2} \tag{3.5.15}
\end{equation*}
$$

This concludes the proof for the TH case.
The RT case is similar, we just highlight the differences. As above, from (3.5.10) and (3.5.11), we get

$$
\begin{align*}
& C_{1}\left\|\boldsymbol{v}_{h}\right\|_{\mathbf{H}_{p e n}^{1}(\Omega)}^{2} \leq \mathbf{v}^{T} A^{R T} \mathbf{v} \leq C_{2}\left\|\boldsymbol{v}_{h}\right\|_{\mathbf{H}_{p e n}^{1}(\Omega)}^{2},  \tag{3.5.16}\\
& \widehat{C}_{1}\left\|\widehat{\boldsymbol{v}}_{h}\right\|_{\mathbf{H}_{p e n}^{1}(\widehat{\Omega})}^{2} \leq \mathbf{v}^{T} P_{V}^{R T} \mathbf{v} \leq \widehat{C}_{2}\left\|\widehat{\boldsymbol{v}}_{h}\right\|_{\mathbf{H}_{p e n}^{1}(\widehat{\Omega})}^{2}, \tag{3.5.17}
\end{align*}
$$

where $\widehat{\boldsymbol{v}}_{h} \in \mathcal{V}_{h, 0}^{R T}, \boldsymbol{v}_{h}=\left(\left(\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right)^{-1} J_{\boldsymbol{G}} \widehat{\boldsymbol{v}}_{h}\right) \circ \boldsymbol{G}^{-1}=\left(\widetilde{J}_{\boldsymbol{G}} \widehat{\boldsymbol{v}}_{h}\right) \circ \boldsymbol{G}^{-1} \in \mathcal{V}_{h, 0}^{R T}$ and $\mathbf{v}$ is the common coordinate vector. Then, we look for $\delta^{R T}$ and $\Delta^{R T}$ such that

$$
\delta^{R T} \frac{\widehat{C}_{2}}{C_{1}} \leq \frac{\left\|\boldsymbol{v}_{h}\right\|_{\mathbf{H}_{p e n}^{1}(\Omega)}^{2}}{\left\|\widehat{\boldsymbol{v}}_{h}\right\|_{\mathbf{H}_{p e n}^{1}}^{2}(\widehat{\Omega})} \leq \frac{\widehat{C}_{1}}{C_{2}} \Delta^{R T} .
$$

Direct computation shows that $\nabla\left(\widetilde{J}_{G} \widehat{\boldsymbol{v}}_{h}\right)=\widetilde{J}_{\boldsymbol{G}} \nabla \widehat{\boldsymbol{v}}_{h}+\mathbb{H}_{\boldsymbol{G}} \widehat{\boldsymbol{v}}_{h}$, where $\widetilde{J}_{\boldsymbol{G}}$ and $\mathbb{H}_{\boldsymbol{G}}$ as in Section 3.3. It holds

$$
\begin{aligned}
\left|\boldsymbol{v}_{h}\right|_{\mathbf{H}^{1}(\Omega)}^{2} & =\int_{\Omega}\left\|\nabla \boldsymbol{v}_{h}\right\|_{F}^{2} \mathrm{~d} \Omega=\int_{\widehat{\Omega}}\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|\left\|\nabla\left(\widetilde{J}_{\boldsymbol{G}} \widehat{\boldsymbol{v}}_{h}\right) J_{\boldsymbol{G}}^{-1}\right\|_{F}^{2} \mathrm{~d} \widehat{\Omega} \\
& \leq 2 \int_{\widehat{\Omega}}\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|\left(\left\|\widetilde{J}_{\boldsymbol{G}} \nabla \widehat{\boldsymbol{v}}_{h} J_{\boldsymbol{G}}^{-1}\right\|_{F}^{2}+\left\|\left(\mathbb{H}_{\boldsymbol{G}} \widehat{\boldsymbol{v}}_{h}\right) J_{\boldsymbol{G}}^{-1}\right\|_{F}^{2}\right) \mathrm{d} \widehat{\Omega} \\
& \leq 2 \sup _{\widehat{\Omega}}\left\{\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|\left\|J_{\boldsymbol{G}}^{-1}\right\|_{2}^{2}\left\|\widetilde{J}_{\boldsymbol{G}}\right\|_{2}^{2},\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|\left\|J_{\boldsymbol{G}}^{-1}\right\|_{2}^{2}\left\|\mathbb{H}_{\boldsymbol{G}}\right\|_{F}^{2}\right\}\left\|\widehat{\boldsymbol{v}}_{h}\right\|_{\mathbf{H}^{1}(\widehat{\Omega})}^{2},
\end{aligned}
$$

where $\left\|\mathbb{H}_{\boldsymbol{G}}\right\|_{F}^{2}$ is the Frobenius tensor norm of $\mathbb{H}_{\boldsymbol{G}}$. Moreover, it holds

$$
\begin{aligned}
\left\|\boldsymbol{v}_{h}\right\|_{\mathbf{L}^{2}(\Omega)}^{2} & =\int_{\Omega}\left|\boldsymbol{v}_{h}\right|^{2} \mathrm{~d} \Omega=\int_{\widehat{\Omega}}\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|\left\|\widetilde{J}_{\boldsymbol{G}} \widehat{\boldsymbol{v}}_{h}\right\|_{2}^{2} \mathrm{~d} \widehat{\Omega} \\
& \leq \sup _{\widehat{\Omega}}\left\{\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|\left\|\widetilde{J}_{\boldsymbol{G}}\right\|_{2}^{2}\right\}\left\|\widehat{\boldsymbol{v}}_{h}\right\|_{\mathbf{L}^{2}(\widehat{\Omega})}^{2}, \\
\left\|\boldsymbol{v}_{h}\right\|_{\mathbf{L}^{2}(\partial \Omega)}^{2} & =\int_{\partial \Omega}\left|\boldsymbol{v}_{h}\right|^{2} \mathrm{~d} \Gamma \leq\|\operatorname{cof}(\nabla \boldsymbol{G})\|_{L^{\infty}(\widehat{\Omega}), l} \int_{\partial \widehat{\Omega}}\left\|\widetilde{J}_{G} \widehat{\boldsymbol{v}}_{h}\right\|_{2}^{2} \mathrm{~d} \widehat{\Gamma} \\
& \leq\|\operatorname{cof}(\nabla \boldsymbol{G})\|_{L^{\infty}(\widehat{\Omega}), l} \sup _{\partial \widehat{\Omega}}\left\{\left\|\widetilde{J}_{\boldsymbol{G}}\right\|_{2}^{2}\right\}\left\|\widehat{\boldsymbol{v}}_{h}\right\|_{\mathbf{L}^{2}(\partial \widehat{\Omega})}^{2}
\end{aligned}
$$

where $\operatorname{cof}(\cdot)$ refers to the matrix of the cofactors and $\|\cdot\|_{L^{\infty}(\widehat{\Omega}), l}$ is defined as in [48].
By observing that $\widehat{\boldsymbol{v}}_{h}=\left(\widetilde{J}_{\boldsymbol{G}^{-1}} \boldsymbol{v}_{h}\right) \circ \boldsymbol{G}$, we can use a similar argument to show that

$$
\begin{aligned}
& \left|\widehat{\boldsymbol{v}}_{h}\right|_{\mathbf{H}^{1}(\widehat{\Omega})}^{2} \leq 2 \sup _{\Omega}\left\{\left|\operatorname{det}\left(J_{\boldsymbol{G}^{-1}}\right)\right|\left\|J_{\boldsymbol{G}^{-1}}^{-1}\right\|_{2}^{2}\left\|\widetilde{J}_{\boldsymbol{G}^{-1}}\right\|_{2}^{2},\left|\operatorname{det}\left(J_{\boldsymbol{G}^{-1}}\right)\right|\left\|J_{\boldsymbol{G}^{-1}}^{-1}\right\|_{2}^{2}\left\|\mathbb{H}_{\boldsymbol{G}^{-1}}\right\|_{F}^{2}\right\}\left\|\boldsymbol{v}_{h}\right\|_{\mathbf{H}^{1}(\Omega)}^{2}, \\
& \left\|\widehat{\boldsymbol{v}}_{h}\right\|_{\mathbf{L}^{2}(\widehat{\Omega})}^{2} \leq \sup _{\Omega}\left\{\left|\operatorname{det}\left(J_{\boldsymbol{G}^{-1}}\right)\right|\left\|\widetilde{J}_{\boldsymbol{G}^{-1}}\right\|_{2}^{2}\right\}\left\|\boldsymbol{v}_{h}\right\|_{\mathbf{L}^{2}(\Omega)}^{2}, \\
& \left\|\widehat{\boldsymbol{v}}_{h}\right\|_{\mathbf{L}^{2}(\partial \widehat{\Omega})}^{2} \leq\left\|\operatorname{cof}\left(\nabla \boldsymbol{G}^{-1}\right)\right\|_{L^{\infty}(\Omega), l} \sup _{\partial \Omega}\left\{\left\|\widetilde{J}_{\boldsymbol{G}^{-1}}\right\|_{2}^{2}\right\}\left\|\boldsymbol{v}_{h}\right\|_{\mathbf{L}^{2}(\partial \Omega)}^{2} .
\end{aligned}
$$

This concludes the analysis of the RT case.
We next analyse $P_{Q}^{-1} Q$.
Theorem 3.2. It holds

$$
\begin{equation*}
\theta \leq \lambda_{\min }\left(P_{Q}^{-1} Q\right), \quad \lambda_{\max }\left(P_{Q}^{-1} Q\right) \leq \Theta, \tag{3.5.18}
\end{equation*}
$$

where $\theta$ and $\Theta$ are positive constants that do not depend on $h$ or on $p$.
Proof. We report the proof for TH discretization. The proof for the RT discretization can be derived in an analogous way.

By Courant-Fischer theorem, we need to prove

$$
\theta \leq \frac{\langle Q \mathbf{g}, \mathbf{g}\rangle}{\left\langle P_{Q} \mathbf{g}, \mathbf{g}\right\rangle} \leq \Theta \quad \forall \mathbf{g} \in \mathbb{R}^{n_{Q}} .
$$

Let $\mathbf{g} \in \mathbb{R}^{n_{Q}}$ and $g_{h}=\sum_{i=1}^{n_{Q}}[\mathbf{g}]_{i} \widehat{B}_{i, \boldsymbol{p}}^{\alpha}$. It holds

$$
\begin{align*}
\mathbf{g}^{T} Q^{T H} \mathbf{g} & =\int_{\widehat{\Omega}} g_{h}^{2} \nu^{-1}\left|\operatorname{det}\left(J_{\mathbf{G}}\right)\right| \mathrm{d} \widehat{\Omega} \leq \sup _{\widehat{\Omega}}\left(\left|\operatorname{det}\left(J_{\mathbf{G}}\right)\right| \nu^{-1}\right) \int_{\widehat{\Omega}} g_{h}^{2} \mathrm{~d} \widehat{\Omega} \\
& \leq \sup _{\widehat{\Omega}}\left(\left|\operatorname{det}\left(J_{\mathbf{G}}\right)\right| \nu^{-1}\right) \mathbf{g}^{T} P_{Q}^{T H} \mathbf{g}, \tag{3.5.19}
\end{align*}
$$

and, in an analogous way, one can prove the other side of the inequality.
Remark 3.1. The constants $\delta, \Delta, \theta$ and $\Theta$ depend on the parametrization $\boldsymbol{G}$ and on the kinematic viscosity $\nu$. This dependence can be inferred from the proof of Theorems 3.1-3.2. Considering for example the TH case, from (3.5.13)-(3.5.15) and using

$$
\left[\sup _{\widehat{\Omega}}\left\{\frac{\left\|J_{\boldsymbol{G}}\right\|_{2}^{2}}{\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|}\right\}\right]^{-1}=\inf _{\widehat{\Omega}}\left\{\frac{\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|}{\left\|J_{G}\right\|_{2}^{2}}\right\}
$$

we get to the following admissible choices

$$
\delta^{T H}=C_{\mathrm{Korn}} \nu_{\min } \inf _{\widehat{\Omega}}\left\{\frac{\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|}{\left\|J_{\boldsymbol{G}}\right\|_{2}^{2}}\right\} \text { and } \Delta^{T H}=\widehat{C}_{\mathrm{Korn}}^{-1} \nu_{\max } \operatorname{Sup}_{\widehat{\Omega}}\left\{\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|\left\|J_{\boldsymbol{G}}\right\|_{2}^{2}\right\} .
$$

In a similar way, from (3.5.19), we have following admissible choices

$$
\theta^{T H}=\inf _{\hat{\Omega}}\left(\left|\operatorname{det}\left(J_{\mathbf{G}}\right)\right| \nu^{-1}\right), \quad \text { and } \Theta^{T H}=\sup _{\hat{\Omega}}\left(\left|\operatorname{det}\left(J_{\mathbf{G}}\right)\right| \nu^{-1}\right) .
$$

### 3.5.2 Preconditioners application by the fast diagonalization method

At each iteration of our iterative solver we have to solve

$$
\begin{equation*}
\mathbf{P s}=\mathbf{r} \tag{3.5.20}
\end{equation*}
$$

where $\mathbf{r}$ is the current residual and $\mathbf{P}$ is a preconditioner, that can be either matrix from (3.4.2), (3.4.3) or (3.4.4). Besides multiplications by $B$ or $B^{T}$, to accomplish this task we need to solve the linear systems with matrices $P_{V}$ and $P_{Q}$. Thanks to (2.2.3), (2.2.5) and the band structure of the univariate factors in (3.5.7), the solution of a linear system with matrix $P_{Q}$ is obtained in a direct way with only $O\left(p n_{Q}\right)$ FLOPs.

On the other hand, the solution of a linear system with matrix $P_{V}$ requires to solve three Sylvester-like equations, one for each diagonal block $P_{V, k}$. Following [93], to accomplish this aim we use the fast diagonalization (FD) direct method. We refer to Section 2.3 for the two-dimensional case. Here, we briefly explain its main features in three dimensions.

Consider the general Sylvester-like system:

$$
\begin{equation*}
R \mathbf{q}:=\left(K_{3} \otimes M_{2} \otimes M_{1}+M_{3} \otimes K_{2} \otimes M_{1}+M_{3} \otimes M_{2} \otimes K_{1}\right) \mathbf{q}=\mathbf{t} \tag{3.5.21}
\end{equation*}
$$

with both $M_{i}$ and $K_{i}$ symmetric and positive definite matrices for $i=1,2,3$. We assume for simplicity that the matrices $K_{i}$ and $M_{i}$ all have the same order $n$ for $i=1,2,3$. Let

$$
\begin{equation*}
K_{i} U_{i}=M_{i} U_{i} D_{i}, \quad i=1,2,3 \tag{3.5.22}
\end{equation*}
$$

be the eigendecomposition of the pencils $\left(K_{i}, M_{i}\right)$, where $D_{i}$ are diagonal matrices containing the eigenvalues of $M_{i}^{-1} K_{i}$ and $U_{i}^{T} M_{i} U_{i}=\mathbb{I}_{n}$. We have $M_{i}=U_{i}^{-T} U_{i}^{-1}$ and $K_{i}=U_{i}^{-T} D_{i} U_{i}^{-1}$.

Then, we can factorize $R$ as

$$
R=\left(U_{3} \otimes U_{2} \otimes U_{1}\right)^{-T}\left(\mathbb{I}_{n} \otimes \mathbb{I}_{n} \otimes D_{1}+\mathbb{I}_{n} \otimes D_{2} \otimes \mathbb{I}_{n}+D_{3} \otimes \mathbb{I}_{n} \otimes \mathbb{I}_{n}\right)\left(U_{3} \otimes U_{2} \otimes U_{1}\right)^{-1}
$$

Exploiting (2.2.1), (2.2.5) and the factorization above, the solution of (3.5.21) can be computed by the following algorithm.

```
Algorithm 2 3D FD method
    Setup: Compute the generalized eigendecompositions (3.5.22)
    Application: Compute \(\widetilde{\mathbf{t}}=\left(U_{3} \otimes U_{2} \otimes U_{1}\right)^{T} \mathbf{t}\)
            Compute \(\widetilde{\mathbf{q}}=\left(\mathbb{I}_{n} \otimes \mathbb{I}_{n} \otimes D_{1}+\mathbb{I}_{n} \otimes D_{2} \otimes \mathbb{I}_{n}+D_{3} \otimes \mathbb{I}_{n} \otimes \mathbb{I}_{n}\right)^{-1} \widetilde{\mathbf{t}}\)
            Compute \(\mathbf{q}=\left(U_{3} \otimes U_{2} \otimes U_{1}\right) \widetilde{\mathbf{q}}\)
```

Algorithm 2 requires $12 n^{4}+O\left(n^{3}\right)=12 N_{d o f}^{4 / 3}+O\left(N_{d o f}\right)$ FLOPs, where $N_{d o f}=n^{3}$ denotes the order of $R$. Step 1, i.e the setup, and Step 3 are optimal as they require only $O\left(N_{d o f}\right)$ FLOPs. The asymptotic dominant cost, i.e. $12 N_{\text {dof }}^{4 / 3} \mathrm{FLOPs}$, is related to the matrix-matrix products of step 2 and step 4. However Step 2 and Step 4, being BLAS level 3 operations, are typically implemented in a highly efficient way on modern computers. As a consequence, despite their superlinear computational cost, in practice they do not dominate the computational time of the overall iterative strategy (see the numerical experiments of [93] and the ones in the present chapter for more details on this important point).

### 3.5.3 Inclusion of the geometry and coefficients information in $P_{V}$ and $P_{Q}$

The proposed preconditioners $P_{V}$ and $P_{Q}$ are robust with respect to the mesh size and spline degree. However they do not incorporate any information from the coefficients (either the geometry $\operatorname{map} \boldsymbol{G}$ and or the kinematic viscosity $\nu$ ) and in fact the preconditioner's quality is affected from the coefficients. This is reflected in the analysis of Section 3.5.1 (see Remark 3.1 for the TH case). Numerical tests of Section 3.6 confirm this expectation. We therefore present two strategies that partially incorporate $\nu$ and $\boldsymbol{G}$ in $P_{V}$ and $P_{Q}$, without increasing the preconditioners computational cost.

First, we consider a diagonal scaling. In particular, we replace $P_{Q}$ by $P_{Q}^{G}:=D_{Q}^{1 / 2} P_{Q} D_{Q}^{1 / 2}$, where $D_{Q}$ is a diagonal matrix having diagonal entries

$$
\left[D_{Q}\right]_{i, i}=[Q]_{i, i} /\left[P_{Q}\right]_{i, i}
$$

Even though we postpone a mathematical analysis of it to a further work, the numerical tests in Section 3.6 show that this cheap modification of the preconditioner is sufficient to give $P_{Q}^{G}$ robustness with respect to the coefficients (not only $\boldsymbol{G}$, as indicated, but also $\nu$ ).

The same idea, applied to $P_{V}$, while able to incorporate efficiently the contribution of the scalar coefficient $\nu$, is less effective when the geometry parametrization is far from a scaled identity. In this case we propose to incorporate some components of the geometry parametrization into the univariate matrix factors appearing in (3.5.4) and (3.5.5) in order to build a preconditioner $\widehat{P}_{V}$ such that Algorithm 2 can still be used. We focus on the diagonal blocks $A_{k k}$ and we incorporate in $P_{V}$ some information on the parametrization present in the $A_{k k}$ by making approximations of the full matrix $\boldsymbol{C}_{k}$ (see equations (3.3.8), (3.3.10)), whose entries are functions of three variables that we denote with $\left[\boldsymbol{C}_{k}\right]_{i, j}(\boldsymbol{\eta})$ :

$$
\boldsymbol{C}_{k}(\boldsymbol{\eta})=\left[\begin{array}{lll}
{\left[\boldsymbol{C}_{k}\right]_{1,1}(\boldsymbol{\eta})} & {\left[\boldsymbol{C}_{k}\right]_{1,2}(\boldsymbol{\eta})} & {\left[\boldsymbol{C}_{k}\right]_{1,3}(\boldsymbol{\eta})}  \tag{3.5.23}\\
{\left[\boldsymbol{C}_{k}\right]_{2,1}(\boldsymbol{\eta})} & {\left[\boldsymbol{C}_{k}\right]_{2,2}(\boldsymbol{\eta})} & {\left[\boldsymbol{C}_{k}\right]_{2,3}(\boldsymbol{\eta})} \\
{\left[\boldsymbol{C}_{k}\right]_{3,1}(\boldsymbol{\eta})} & {\left[\boldsymbol{C}_{k}\right]_{3,2}(\boldsymbol{\eta})} & {\left[\boldsymbol{C}_{k}\right]_{3,3}(\boldsymbol{\eta})}
\end{array}\right] .
$$

We discard the off-diagonal terms and approximate the diagonal entries $\left[\boldsymbol{C}_{k}\right]_{1,1}(\boldsymbol{\eta}),\left[\boldsymbol{C}_{k}\right]_{2,2}(\boldsymbol{\eta})$ and $\left[\boldsymbol{C}_{k}\right]_{3,3}(\boldsymbol{\eta})$ by the algorithm reported in Appendix A as follows

$$
\boldsymbol{C}_{k}(\boldsymbol{\eta}) \approx \widehat{\boldsymbol{C}}_{k}(\boldsymbol{\eta}):=\left[\begin{array}{ccc}
\omega_{1}^{k}\left(\eta_{1}\right) \mu_{2}^{k}\left(\eta_{2}\right) \mu_{3}^{k}\left(\eta_{3}\right) & 0 & 0 \\
0 & \mu_{1}^{k}\left(\eta_{1}\right) \omega_{2}^{k}\left(\eta_{2}\right) \mu_{3}^{k}\left(\eta_{3}\right) & 0 \\
0 & 0 & \mu_{1}^{k}\left(\eta_{1}\right) \mu_{2}^{k}\left(\eta_{2}\right) \omega_{3}^{k}\left(\eta_{3}\right)
\end{array}\right] .
$$

The approximation above is computed directly at the quadrature points, hence no function space has to be selected a-priori. The cost of this algorithm is proportional to the number of quadrature points, hence in our setting it requires $O\left(n_{e l} p^{d}\right)$ FLOPs. This cost could be easily reduced by computing the approximation on a coarser grid of points, and then extending by interpolation, as we do in the other chapter. However this is not necessary, since such cost is already negligible in the context of the iterative procedures considered in this chapter, as can be seen e.g. by comparing Tables 3.3 and 3.7.

Keeping the block-diagonal structure of $P_{V}$ (cfr. (3.5.1)), we define for the TH discretization, $k=1,2,3$ and $i, j=1, \ldots, n_{V, k}^{T H}$

$$
\left[\widehat{P}_{V, k}^{T H}\right]_{i, j}:=\int_{\widehat{\Omega}}\left(\nabla \widehat{B}_{i, \boldsymbol{p}+1}^{\alpha}\right)^{T} \widehat{\boldsymbol{C}}_{k}^{T H} \nabla \widehat{B}_{j, \boldsymbol{p}+1}^{\boldsymbol{\alpha}} \mathrm{d} \boldsymbol{\eta}
$$

while for the RT discretization, $k=1,2,3$ and $i, j=1, \ldots, n_{V, k}^{R T}$

$$
\begin{aligned}
{\left[\widehat{P}_{V, k}^{R T}\right]_{i, j}:=} & \int_{\widehat{\Omega}}\left(\nabla \widehat{B}_{i, \boldsymbol{p}+\mathbf{e}_{k}}^{\alpha+\mathbf{e}_{k}}\right)^{T} \widehat{\boldsymbol{C}}_{k}^{R T} \nabla \widehat{B}_{j, \boldsymbol{p}+\mathbf{e}_{k}}^{\alpha+\mathbf{e}_{k}} \mathrm{~d} \boldsymbol{\eta}+2 \int_{\partial \widehat{\Omega}}\left[\frac{C_{p e n}}{h} \widehat{B}_{i, \boldsymbol{p}+\mathbf{e}_{k}}^{\alpha+\mathbf{e}_{\boldsymbol{e}}} \mathbf{e}_{k} \cdot\left(\widehat{\boldsymbol{C}}_{k}^{R T} \mathbf{e}_{k} \widehat{B}_{j, \boldsymbol{p}+\mathbf{e}_{k}}^{\alpha+\mathbf{e}_{k}}\right)\right. \\
& -\left(\left(\nabla^{s}\left(\mathbf{e}_{k} \widehat{B}_{i, \boldsymbol{p}+\mathbf{e}_{k}}^{\alpha+\boldsymbol{e}}\right) \widehat{\boldsymbol{n}}\right)\right) \cdot\left(\widehat{\boldsymbol{C}}_{k}^{R T} \mathbf{e}_{k} \widehat{B}_{j, \boldsymbol{p}+\mathbf{e}_{k}}^{\alpha+\mathbf{e}_{k}}\right) \\
& \left.-\left(\left(\nabla^{s}\left(\mathbf{e}_{k} \widehat{B}_{j, \boldsymbol{p}+\mathbf{e}_{k}}^{\alpha+\mathbf{e}_{k}}\right) \widehat{\boldsymbol{n}}\right)\right) \cdot\left(\widehat{\boldsymbol{C}}_{k}^{R T} \mathbf{e}_{k} \widehat{B}_{i, \boldsymbol{p}+\mathbf{e}_{k}}^{\alpha+\mathbf{e}_{k}}\right)\right] \mathrm{d} \widehat{\Gamma} .
\end{aligned}
$$

The preconditioners $\widehat{P}_{V, k}$ maintain the tensor structure of (3.5.4) and (3.5.5):

$$
\begin{gathered}
\widehat{P}_{V, 1}^{T H}=K_{3}^{1, T H} \otimes M_{2}^{1, T H} \otimes M_{1}^{1, T H}+M_{3}^{1, T H} \otimes K_{2}^{1, T H} \otimes M_{1}^{1, T H}+M_{3}^{1, T H} \otimes M_{2}^{1, T H} \otimes K_{1}^{1, T H}, \\
\widehat{P}_{V, 2}^{T H}=K_{3}^{2, T H} \otimes M_{2}^{2, T H} \otimes M_{1}^{2, T H}+M_{3}^{2, T H} \otimes K_{2}^{2, T H} \otimes M_{1}^{2, T H}+M_{3}^{2, T H} \otimes M_{2}^{2, T H} \otimes K_{1}^{2, T H}, \\
\widehat{P}_{V, 3}^{T H}=K_{3}^{3, T H} \otimes M_{2}^{3, T H} \otimes M_{1}^{3, T H}+M_{3}^{3, T H} \otimes K_{2}^{3, T H} \otimes M_{1}^{3, T H}+M_{3}^{3, T H} \otimes M_{2}^{3, T H} \otimes K_{1}^{3, T H}, \\
\\
\widehat{P}_{V, 1}^{R T}=\widetilde{K}_{3}^{1, R T} \otimes \widetilde{M}_{2}^{1, R T} \otimes M_{1}^{1, R T}+\widetilde{M}_{3}^{1, R T} \otimes \widetilde{K}_{2}^{1, R T} \otimes M_{1}^{1, R T}+\widetilde{M}_{3}^{1, R T} \otimes \widetilde{M}_{2}^{1, R T} \otimes K_{1}^{1, R T}, \\
\widetilde{P}_{V, 2}^{R T}=\widetilde{K}_{3}^{2, R T} \otimes M_{2}^{2, R T} \otimes \widetilde{M}_{1}^{2, R T}+\widetilde{M}_{3}^{2, R T} \otimes K_{2}^{2, R T} \otimes \widetilde{M}_{1}^{2, R T}+\widetilde{M}_{3}^{2, R T} \otimes M_{2}^{2, R T} \otimes \widetilde{K}_{1}^{2, R T}, \\
\widehat{P}_{V, 3}^{R T}=K_{3}^{3, R T} \otimes \widetilde{M}_{2}^{3, R T} \otimes \widetilde{M}_{1}^{3, R T}+M_{3}^{3, R T} \otimes \widetilde{K}_{2}^{3, R T} \otimes \widetilde{M}_{1}^{3, R T}+M_{3}^{3, R T} \otimes \widetilde{M}_{2}^{3, R T} \otimes \widetilde{K}_{1}^{3, R T},
\end{gathered}
$$

where, for $d, k=1,2,3$ and $l, s=2, \ldots, m_{\alpha_{k}}^{p+1}-1$ the new pairs $\left(K_{k}^{d}, M_{k}^{d}\right)$ are defined as

$$
\begin{aligned}
& {\left[K_{k}^{d, T H}\right]_{l-1, s-1}=\int_{[0,1]} \omega_{k}^{d, T H}\left(\eta_{k}\right)\left(\widehat{b}_{l, p+1}^{\alpha_{k}}\right)^{\prime}\left(\eta_{k}\right)\left(\widehat{b}_{s, p+1}^{\alpha_{k}}\right)^{\prime}\left(\eta_{k}\right) \mathrm{d} \eta_{k},} \\
& {\left[M_{k}^{d, T H}\right]_{l-1, s-1}=\int_{[0,1]^{d, T H}}^{d, T H}\left(\eta_{k} \widehat{b}_{l, p+1}^{\alpha_{k}}\left(\eta_{k}\right) \widehat{b}_{s, p+1}^{\alpha_{k}}\left(\eta_{k}\right) \mathrm{d} \eta_{k},\right.} \\
& {\left[K_{k}^{d, R T}\right]_{l-1, s-1}=\int_{[0,1]^{k}}^{d, R T}\left(\eta_{k}\right)\left(\widehat{b}_{l, p+1}^{\alpha_{k}+1}\right)^{\prime}\left(\eta_{k}\right)\left(\widehat{b}_{s, p+1}^{\alpha_{k}+1}\right)^{\prime}\left(\eta_{k}\right) \mathrm{d} \eta_{k},} \\
& {\left[M_{k}^{d, R T}\right]_{l-1, s-1}=\int_{[0,1]} \mu_{k}^{d, R T}\left(\eta_{k}\right) \widehat{b}_{l, p+1}^{\alpha_{k}+1}\left(\eta_{k}\right) \widehat{b}_{s, p+1}^{\alpha_{k}+1}\left(\eta_{k}\right) \mathrm{d} \eta_{k},}
\end{aligned}
$$

while for $d, k=1,2,3$ and $l, s=1, \ldots, m_{p}^{\alpha_{k}}$ the pairs $\left(\widetilde{K}_{k}^{d}, \widetilde{M}_{k}^{d}\right)$ are defined as

$$
\begin{aligned}
{\left[\widetilde{K}_{k}^{d, R T}\right]_{l, s}=} & \int_{[0,1]} \omega_{k}^{d, R T}\left(\eta_{k}\right)\left(\widehat{b}_{l, p}^{\alpha_{k}}\right)^{\prime}\left(\eta_{k}\right)\left(\widehat{b}_{s, p}^{\alpha_{k}}\right)^{\prime}\left(\eta_{k}\right) \mathrm{d} \eta_{k} \\
& -\left[\omega_{k}^{d, R T}(1)\left(\widehat{b}_{l, p}^{\alpha_{k}}\right)^{\prime}(1) \widehat{b}_{s, p}^{\alpha_{k}}(1)-\omega_{k}^{d, R T}(0)\left(\widehat{b}_{l, p}^{\alpha_{k}}\right)^{\prime}(0) \widehat{b}_{s, p}^{\alpha_{k}}(0)\right. \\
& +\omega_{k}^{d, R T}(1)\left(\widehat{b}_{s, p}^{\alpha_{k}}\right)^{\prime}(1) \widehat{b}_{l, p}^{\alpha_{k}}(1)-\omega_{k}^{d, R T}(0)\left(\widehat{b}_{s, p}^{\alpha_{k}}\right)^{\prime}(0) \widehat{b}_{l, p}^{\alpha_{k}}(0) \\
& \left.-2 \frac{C_{p e n}}{h}\left(\omega_{k}^{d, R T}(1) \widehat{b}_{l, p}^{\alpha_{k}}(1) \widehat{b}_{s, p}^{\alpha_{k}}(1)+\omega_{k}^{d, R T}(0) \widehat{b}_{l, p}^{\alpha_{k}}(0) \widehat{b}_{s, p}^{\alpha_{k}}(0)\right)\right], \\
{\left[\widetilde{M}_{k}^{d, R T}\right]_{l, s}=} & \int_{[0,1]} \mu_{k}^{d, R T}\left(\eta_{k}\right) \widehat{b}_{l, p}^{\alpha_{k}}\left(\eta_{k}\right) \widehat{b}_{s, p}^{\alpha_{k}}\left(\eta_{k}\right) \mathrm{d} \eta_{k} .
\end{aligned}
$$

Then, we apply a diagonal scaling. This leads to an effective preconditioner having the form $P_{V}^{\boldsymbol{G}}:=D_{V}^{1 / 2} \widehat{P}_{V} D_{V}^{1 / 2}$, where $D_{V}$ has diagonal entries $\left[D_{V}\right]_{i, i}=[A]_{i, i} /\left[\widehat{P}_{V}\right]_{i, i}$.

We use the following notation: $\mathbf{P}_{D}^{G}, \mathbf{P}_{T}^{G}$ and $\mathbf{P}_{C}^{G}$ are the preconditioner matrices for the Stokes system obtained by replacing $P_{V}$ and $P_{Q}$ with $P_{V}^{G}$ and $P_{Q}^{G}$ in (3.4.2), (3.4.3) and (3.4.4), respectively. The corresponding preconditioned strategies are then referred to as $\mathbf{P}_{D}^{\boldsymbol{G}}$-MINRES, $\mathbf{P}_{T}^{\boldsymbol{G}}$-GMRES and $\mathbf{P}_{C}^{\boldsymbol{G}}$-GMRES.

### 3.6 Numerical results

We present here numerical experiments to show the performance of our preconditioning strategies. All the tests are performed by Matlab (version 8.5.0.197613 R2015a) and using the GeoPDEs toolbox [111], on a Intel Xeon i7-5820K processor, running at 3.30 GHz , and with 64 GB of RAM. We restrict our tests to a single computational thread. Indeed, even though our strategy would likely benefit from parallelization on a multicore hardware, as its main computational efforts are matrix products, a careful analysis of the parallel implementation would require an in-depth study, which is beyond the scope of this work.

In the construction and application of our preconditioner the two dominant steps are the eigendecomposition of the univariate matrices (step 1 in Algorithm 2) and the multiplication of Kronecker matrices (steps 2 and 4 in Algorithm 2). These two key operations are performed by the eig Matlab function and by the Tensorlab toolbox [102], respectively. The tolerance of both MINRES and GMRES is set to $10^{-8}$ and the initial guess is the null vector in all tests.

As a comparison, we consider a block-diagonal preconditioner based on an incomplete Cholesky factorization. In our case, the zero-fill incomplete Cholesky factorization, denoted $\mathrm{IC}(0)$, is computed by the MATLAB ichol routine for the matrix

$$
\left[\begin{array}{cccc}
A_{11} & 0 & 0 & 0 \\
0 & A_{22} & 0 & 0 \\
0 & 0 & A_{33} & 0 \\
0 & 0 & 0 & Q
\end{array}\right]
$$

and then used in a Conjugate Gradient (CG) inner iteration in order to approximate the application of the ideal preconditioner

$$
\left[\begin{array}{cccc}
A_{11} & A_{12} & A_{13} & 0  \tag{3.6.1}\\
A_{21} & A_{22} & A_{23} & 0 \\
A_{31} & A_{32} & A_{33} & 0 \\
0 & 0 & 0 & Q
\end{array}\right] .
$$

This strategy is denoted IC(0)-MINRES. The tolerance of this inner CG loop is set to $10^{-2}$ as this maximizes the efficiency of the overall strategy in the numerical tests we consider below. The inner loop is needed to achieve robustness with respect to $h$, while robustness with respect to $p$ is common for incomplete factorizations. For this reason, incomplete factorizations are often adopted in IGA as preconditioners: in the context of the Stokes system, see [35] where a similar approach is considered and benchmarked.

We remark that the geometry parametrization, without simplifications, is directly incorporated in the preconditioner (3.6.1). Therefore, as it is seen in the tests below, IC(0)-MINRES behaves quite robustly with respect to the geometry parametrizations (since $\lambda_{\max }\left(Q^{-1} B A^{-1} B^{T}\right)$ and $\lambda_{\min }\left(Q^{-1} B A^{-1} B^{T}\right)$ depend on $\Omega$, some dependence on the shape of the domain is unavoidable), while the geometry parametrization has a critical role in our strategies. Also for this reason, $\operatorname{IC}(0)$-MINRES is an important term of comparison.

We consider three different geometries, with increasing complexity (from the point of view of the geometry parametrization): the cube, the eighth of annulus, and a hollow torus with an eccentric annular cross-section (see Figure 5.1).

As discussed in Section 3.3, the Stokes problem is discretized using the spaces $\mathcal{V}_{h, 0}^{T H}, \mathcal{Q}_{h, 0}^{T H}$, $\mathcal{V}_{h, 0}^{R T}$ and $\mathcal{Q}_{h, 0}^{R T}$ defined respectively in (3.2.6a), (3.2.7), (3.2.10a) and (3.2.11). In all our tests we choose a uniform regularity $\boldsymbol{\alpha}=(\alpha, \alpha, \alpha)$ with $\alpha=p-1$, except for the hollow torus domain where the spaces are $C^{0}$ at the boundary of the initial mesh elements, and $C^{\alpha}$, $\alpha=p-1$, once the mesh is refined. Note that $p$ always refers to the spline degree of the pressure space. For Raviart-Thomas discretizations we choose $C_{p e n}=5(\alpha+1)$ in (3.3.5), as it numerically leads to stable schemes (see [45]).

Tables 3.1-3.10 report the total solving time, which includes the preconditioner setup and the MINRES/ GMRES iterations. However, we exclude the time for the formation of the pressure mass matrix $Q$, which is needed in $\mathrm{IC}(0)$ and $\mathbf{P}_{D}^{G}, \mathbf{P}_{T}^{G}, \mathbf{P}_{C}^{G}$ setup (though only the main diagonal of $Q$ is needed in our approaches, and, in all cases, only a low-order approximation of $Q$ is needed for preconditioning). Indeed, it is well known that the formation of isogeometric matrices is expensive unless ad-hoc routines are adopted (e.g. the weightedquadrature approach [30] or the low-rank approach [78]). In this work, we only focus on the solver and do not address the efficient formation of the matrix. We denote by $n_{e l}$ the number of elements in each parametric direction. The symbol "*" denotes the impossibility of formation of the matrix $\mathbf{A}$, due to memory requirements.

In Table 3.7 we report, only for the eighth of annulus testcase, the preconditioner setup time and the preconditioner application time, separately, and in Table 3.8 we report the percentage of computing time spent in the preconditioner application. Finally, Table 3.11 contains number of iterations and solving times obtained with three different choices of variable kinematic viscosity $\nu$ in the hollow torus domain.

Cube. We first consider the symmetric driven cavity problem in $\Omega=\widehat{\Omega}=[0,1]^{3}$ (Figure 4.1b). In this case, $\boldsymbol{G}$ is the identity map and therefore $A_{k k}=P_{V, k}$. Homogeneous boundary conditions for the velocity on the lateral sides of the cube and a velocity equal to $[1,0,0]^{T}$ at the top and to $[-1,0,0]^{T}$ at the bottom are imposed, while $f$ is the null function and $\nu=1$.

In Table 3.1 we report, for the TH discretization, $\mathbf{P}_{D}$-MINRES and IC(0)-MINRES performances. The former is much faster, especially for high degree. $\mathbf{P}_{D}$-MINRES results with RT discretization are reported in Table 3.2. The computational time is lower compared to TH discretization since, for equal mesh sizes, the TH velocity space is about $2^{3}$ times bigger than the one for RT. In all cases the number of iterations is uniformly bounded with respect to $p$ and $n_{e l}$.


Figure 3.1: Stokes system. Computational domains.

|  | $(\mathrm{TH})$ |  |  | $\mathbf{P}_{D^{\prime}}$-MINRES |  | Iterations / Time |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ | $p=3$ |  | $p=4$ | $p=5$ |  |  |
| 4 | $48 / 0.16$ | $51 /$ | 0.21 | $52 / 0.43$ | $52 / 0.81$ |  |  |
| 8 | $53 /$ | 0.74 | $53 /$ | 1.49 | $53 / 3.01$ | $53 / 5.70$ |  |
| 16 | $56 / 5.61$ | $56 / r 12.76$ | $56 / 26.54$ | $56 / 51.00$ |  |  |  |
| 32 | $56 / 52.23$ | $56 / 114.07$ | $*$ | $*$ |  |  |  |


|  | (TH) | IC(0)-MINRES | Iterations / Time |  |
| :---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| 4 | $35 / 0.22$ | $37 / 0.69$ | $37 / 1.71$ | $37 / 3.77$ |
| 8 | $34 / 2.82$ | $37 / 7.22$ | $35 / 16.10$ | $36 / 33.76$ |
| 16 | $35 / 35.09$ | $35 / 74.34$ | $35 / 151.87$ | $35 / 305.90$ |
| 32 | $36 / 482.25$ | $36 / 902.51$ | * | * |

Table 3.1: Stokes system. Cube domain (TH). Performance of $\mathbf{P}_{D}$-MINRES (upper table) and IC(0)-MINRES (lower table).

|  | $(\mathrm{RT})$ |  | $\mathbf{P}_{D}$-MINRES |  |
| ---: | :---: | :---: | :---: | :---: |
| Iterations $/$ Time |  |  |  |  |
| $n_{e l}$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| 4 | $43 / 0.13$ | $46 / 0.18$ | $48 / 0.23$ | $48 / 0.39$ |
| 8 | $54 / 0.23$ | $52 / 0.44$ | $52 / 0.85$ | $52 / 1.59$ |
| 16 | $55 / 0.95$ | $53 / 2.56$ | $52 / 4.77$ | $52 / 9.02$ |
| 32 | $55 / 6.39$ | $54 / 16.67$ | $52 / 34.58$ | $*$ |

Table 3.2: Stokes system. Cube domain (RT). Performance of $\mathbf{P}_{D}$-MINRES.

One eighth of thick annulus. Now we consider the eighth of a thick annulus domain (Figure 3.1b). The internal radius and the height are equal to 1 , while the external radius is equal to 2 . The boundary data represent a generalization of the symmetric driven cavity boundary conditions, i.e. the velocity is constrained to be $[-1,0,0]^{T}$ on the set $\{y=0\}$ and $[\sqrt{2} / 2, \sqrt{2} / 2,0]^{T}$ on the opposite side, while homogeneous boundary conditions are imposed anywhere else. Note that in this case $A_{k k} \neq P_{V, k}$. The kinematic viscosity $\nu$ is constant and equal to 1 .

Table 3.3 shows the results of $\mathbf{P}_{D}$-MINRES, $\mathbf{P}_{D}^{G}$-MINRES and IC(0)-MINRES for TH discretization. Again, $\operatorname{IC}(0)$-MINRES is not competitive with $\mathbf{P}_{D}$-MINRES and $\mathbf{P}_{D}^{G}$-MINRES in terms of computing time. The use of $\mathbf{P}_{D}^{G}$-MINRES halves the number of iterations and the solving time w.r.t. $\mathbf{P}_{D}$-MINRES, indicating that the inclusion of some geometry information improves the performance of the preconditioner. In Table 3.4 we report results for $\mathbf{P}_{D^{-}}^{G}$ MINRES with RT discretization. The performances of $\mathbf{P}_{T}^{G}$-GMRES and $\mathbf{P}_{C}^{G}$-GMRES with TH and RT discretizations are reported in Table 3.5 and Table 3.6 respectively. We do not report results for $\mathbf{P}_{T}$-GMRES and $\mathbf{P}_{C}$-GMRES, as the effect of not including any geometry in the preconditioners is similar to the case of the block diagonal preconditioner. We see that, though the number of iterations of both $\mathbf{P}_{T}^{G}$-GMRES and $\mathbf{P}_{C}^{G}$-GMRES is lower than $\mathbf{P}_{D}^{G}$-MINRES, they are comparable to it in terms of CPU time. This is due to the higher application cost of the block triangular and constraint preconditioners (which is mainly related to the matrix-vector products with $B$ and $B^{T}$ ). We emphasize that, again, in all the FD-based strategies the number of iterations is uniformly bounded with respect to $p$ and $n_{e l}$.

In order to better understand the behaviour of the preconditioners, and identify directions of further improvements, we analyse in Table 3.7 the computational costs for the setup and the application of the preconditioners. We recall that for IC(0)-MINRES, the application corresponds to the execution of the inner CG iterative solver with residual tolerance $10^{-2}$. In all cases, we assume the pressure mass matrix $Q$ is given. Table 3.7 reports the total time spent in the preconditioner setup and application. We clearly see that the FD-based preconditioners are much faster than the incomplete factorization. Note that the setup time for $\mathbf{P}_{D}^{G}$ is higher than for $\mathbf{P}_{D}$ due to the cost of computing the separable approximation of the geometry (see the Appendix): further studies and tune up of this procedure will be considered in our following works.

In Table 3.8, preconditioner application time is compared with the overall computation time of the iterative solver. With $\mathbf{P}_{D}^{G}$-MINRES strategy, the percentage of time spent for the preconditioner is negligible, e.g. when $p=5$ and $n_{e l}=16$ it is less than $1 \%$. The computation time is indeed mainly spent in the matrix-vector multiplication. This situation suggests that further improvements could be obtained shifting towards a matrix-free implementation [94].

The results of Table 3.7 and 3.8 clearly show that the suboptimal asymptotic cost $O\left(N_{d o f}^{4 / 3}\right)$ of the preconditioner is not seen in practice, up to the largest problem tested. Note in particular from Table 3.7 that the application times of the FD-based preconditioners scale with respect to $h$ much better than the asymptotic cost would suggest. This is due to the high efficiency of the routines that computes the dense matrix-matrix products that are the core of the FD method.

Hollow torus. The last domain examined is a torus with a hole (Figure 3.1c), obtained by revolving an eccentric annulus (Figure 3.1d) around the $y$ axis. We take $\nu=1, f=$ $[\cos (\arctan (x / z)), \sin (4 \pi x), \sin (\arctan (x / z))]^{T}$ and we impose homogeneous Dirichlet boundary conditions anywhere on the external boundary. We consider here the periodic setting, imposing $C^{0}$ periodic continuity in the function space. For this problem, we present only TH discretization results and focus on the effects of the geometry parametrization on the performances of the preconditioning strategies. Computing time and number of iterations of

|  | $(\mathrm{TH})$ |  |  | $\mathbf{P}_{D^{\prime}}$-MINRES |  | Iterations $/$ Time |  |
| ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ |  | $p=3$ |  | $p=4$ | $p=5$ |  |
| 4 | $116 / r$ | 0.39 | $128 / r 0.56$ | $137 / 1.12$ | $146 / r$ | 2.14 |  |
| 8 | $146 /$ | 1.66 | $153 / r$ | 4.02 | $158 / 8.79$ | $160 / 16.83$ |  |
| 16 | $163 /$ | 16.53 | $164 / 38.54$ | $165 / 75.95$ | $162 / 138.17$ |  |  |
| 32 | $169 / 181.68$ | $166 / 337.37$ | $*$ | $*$ |  |  |  |


|  | $(\mathrm{TH})$ |  | $\mathbf{P}_{D}^{G}$-MINRES |  | Iterations $/$ Time |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ | $p=3$ |  | $p=4$ | $p=5$ |  |
| 4 | $65 / 0.21$ | $68 / c 0.33$ | $69 / 20.57$ | $72 / 1.09$ |  |  |
| 8 | $72 / 0.91$ | $74 /$ | 2.06 | $74 / 24.24$ | $75 / 8.01$ |  |
| 16 | $77 / 8.11$ | $77 / r 18.82$ | $77 / 36.70$ | $77 / 67.74$ |  |  |
| 32 | $79 / 90.56$ | $79 / 168.60$ | $*$ | $*$ |  |  |


|  | (TH) | IC(0)-MINRES | Iterations / Time |  |
| :---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| 4 | $39 / 0.28$ | $39 / 0.79$ | $41 / 1.64$ | $41 / 32.69$ |
| 8 | $39 / 3.13$ | $39 / \quad 7.44$ | $39 / 16.47$ | $39 / 32.69$ |
| 16 | $40 / 39.44$ | $39 / 80.53$ | $37 / 157.37$ | $37 / 281.24$ |
| 32 | $38 / 611.55$ | $38 / 1085.21$ | * | * |

Table 3.3: Stokes system. One eighth of thick annulus domain (TH). Performance of $\mathbf{P}_{D}$-MINRES (upper table), $\mathbf{P}_{D}^{G}$-MINRES (middle table) and IC(0)MINRES (lower table).

|  | $(\mathrm{RT})$ |  | $\mathbf{P}_{D}^{G}$-MINRES |  | Iterations / Time |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ | $p=3$ | $p=4$ |  | $p=5$ |  |  |
| 4 | $59 / 0.22$ | $58 / 0.17$ | $62 / 0.30$ | $63 / 0.54$ |  |  |  |
| 8 | $63 / 0.29$ | $63 / 0.58$ | $61 / 1.09$ | $64 / 2.10$ |  |  |  |
| 16 | $67 / 1.36$ | $65 / 3.23$ | $65 / 6.37$ | $66 / 12.07$ |  |  |  |
| 32 | $65 / 8.71$ | $66 / 23.73$ | $66 / 48.38$ | $*$ |  |  |  |

Table 3.4: Stokes system. One eighth of thick annulus domain (RT). Performance of $\mathbf{P}_{D}^{G}$-MINRES.

|  | $(\mathrm{TH})$ |  |  |  | $\mathbf{P}_{T}^{G}$-GMRES |  | Iterations / Time |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |  |  |  |  |
| 4 | $38 / 0.20$ | $42 /$ | 0.28 | $42 / 0.56$ | $47 / 1.17$ |  |  |  |
| 8 | $41 / 0.78$ | $42 /$ | 1.78 | $43 / 4.50$ | $45 / 8.50$ |  |  |  |
| 16 | $43 / 7.57$ | $44 /$ | 17.52 | $45 / 35.43$ | $46 / 66.21$ |  |  |  |
| 32 | $45 / 76.69$ | $46 / 165.72$ | $*$ | $*$ |  |  |  |  |


|  | $(\mathrm{TH})$ |  | $\mathbf{P}_{C}^{G}$-GMRES |  | Iterations / Time |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |  |  |
| 4 | $35 / 0.21$ | $37 /$ | 0.30 | $39 / 0.59$ | $41 / 1.15$ |  |
| 8 | $37 / 0.80$ | $38 /$ | 1.77 | $39 / 4.33$ | $41 / 8.25$ |  |
| 16 | $38 / 7.19$ | $39 / 16.51$ | $40 / 33.47$ | $41 / 62.98$ |  |  |
| 32 | $39 / 61.29$ | $40 / 152.44$ | $*$ | $*$ |  |  |

Table 3.5: Stokes system. One eighth of thick annulus domain (TH). Performance of $\mathbf{P}_{T}^{G}$-GMRES (upper table) and $\mathbf{P}_{C}^{G}$-GMRES (lower table).

|  | $(\mathrm{RT})$ |  |  | $\mathbf{P}_{T}^{G}$-GMRES |  |
| ---: | :---: | :---: | :---: | :---: | :---: |
| Iterations / Time |  |  |  |  |  |
| $n_{e l}$ | $p=2$ | $p=3$ |  | $p=4$ |  |
| $p=5$ |  |  |  |  |  |
| 4 | $41 / 0.19$ | $44 / 0.20$ | $46 /$ | 0.35 | $48 / 0.69$ |
| 8 | $46 / 0.34$ | $47 / 0.71$ | $49 /$ | 1.48 | $50 / 5.55$ |
| 16 | $47 / 1.72$ | $49 / 7.77$ | $50 / 16.57$ | $52 / 32.86$ |  |
| 32 | $48 / 21.15$ | $50 / 56.50$ | $52 / 120.06$ | $*$ |  |


|  | (RT) | $\mathbf{P}_{C}^{G}$-GMRES | Iterations / Time |  |
| :---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| 4 | $37 / 0.19$ | $38 / 0.22$ | $39 / 0.36$ | 40 / 0.68 |
| 8 | $38 / 0.34$ | $40 / 0.71$ | $41 / 1.41$ | 42/4.98 |
| 16 | 39 / 1.63 | $40 / 6.81$ | $41 / 14.42$ | 42 / 28.18 |
| 32 | 39 / 18.30 | $40 / 48.05$ | $41 / 100.99$ | * |

Table 3.6: Stokes system. One eighth of thick annulus domain (RT). Performance of $\mathbf{P}_{T}^{G}$-GMRES (upper table) and $\mathbf{P}_{C}^{G}$-GMRES (lower table).

|  | $(\mathrm{TH}) \mathbf{P}_{D}$ Setup times / Total application times |  |  |  |
| ---: | :---: | :---: | :---: | :---: |
| $n_{\text {el }}$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| 4 | $0.02 / 0.19$ | $0.02 / 0.20$ | $0.02 / 0.20$ | $0.03 / 0.21$ |
| 8 | $0.04 / 0.27$ | $0.04 / 0.29$ | $0.04 / 0.33$ | $0.04 / 0.37$ |
| 16 | $0.05 / 0.87$ | $0.06 / 0.95$ | $0.06 / 1.09$ | $0.06 / 1.18$ |
| 32 | $0.09 / 7.21$ | $0.12 / 9.94$ | $*$ | $*$ |


|  | $(\mathrm{TH}) \mathbf{P}_{D}^{\boldsymbol{G}}$ Setup times $/$ Total application times |  |  |  |
| ---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| 4 | $0.05 / 0.88$ | $0.06 / 0.10$ | $0.06 / 0.10$ | $0.07 / 0.11$ |
| 8 | $0.09 / 0.13$ | $0.12 / 1.49$ | $0.16 / 0.16$ | $0.21 / 0.18$ |
| 16 | $0.28 / 0.46$ | $0.49 / 0.51$ | $0.76 / 0.56$ | $1.14 / 0.62$ |
| 32 | $1.57 / 3.86$ | $3.20 / 3.93$ | $*$ | $*$ |


|  | (TH) IC(0) Setup times / Total application times |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| 4 | 0.01/ 0.21 | $0.03 / 0.59$ | 0.12 / 1.43 | $0.38 / 3.04$ |
| 8 | 0.09 / 2.55 | 0.45 / 6.02 | 1.46 / 13.05 | 4.23 / 23.98 |
| 16 | 0.94 / 34.49 | 4.36 / 66.68 | 13.90 / 125.35 | $40.91 / 207.12$ |
| 32 | 9.09 / 558.27 | 46.65 / 889.03 | * | * |

Table 3.7: Stokes system. One eight of thick annulus domain (TH). Setup times and total application times of $\mathbf{P}_{D}$ (top table), $\mathbf{P}_{D}^{G}$ (middle table) and $\mathrm{IC}(0)$ (bottom table).

|  | $(\mathrm{TH}) \mathbf{P}_{D}^{\mathbf{G}}$-MINRES |  |  |  |
| ---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| 8 | $14.28 \%$ | $6.79 \%$ | $3.77 \%$ | $2.24 \%$ |
| 16 | $5.67 \%$ | $2.70 \%$ | $1.52 \%$ | $0.91 \%$ |
| 32 | $4.26 \%$ | $2.33 \%$ | $*$ | $*$ |


|  | (TH) IC(0)-MINRES |  |  |  |
| ---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| 8 | $81.46 \%$ | $80.91 \%$ | $79.23 \%$ | $73.35 \%$ |
| 16 | $87.44 \%$ | $82.80 \%$ | $79.65 \%$ | $73.64 \%$ |
| 32 | $91.28 \%$ | $81.92 \%$ | $*$ | $*$ |

Table 3.8: Stokes system. One eight of thick annulus domain (TH). Percentage of computing time of the preconditioner application in each MINRES iteration: $\mathbf{P}_{D}^{G}$-MINRES (top table) and IC(0)-MINRES (bottom table).

|  | (TH) $\quad \mathbf{P}_{D^{-} \text {-MINRES }}$ Iterations / Time |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| 4 | $2004 / 6.42$ | 4125 / 39.16 | 6411 / 153.95 | $8305 / 478.69$ |
| 8 | 5524 / 80.73 | 7875 / 360.15 | 9914 / 1117.12 | 11032 / 3286.67 |
| 16 | 9931 / 1081.01 | 11780 / 3763.90 | 12964 / 8776.73 | 13553 / 18626.03 |
| 32 | 12864 / 10244.45 | 13426 / 29344.81 | * | * |


|  | (TH) | $\mathbf{P}_{D}^{G-M I N R}$ | Iterations / Time |  |
| :---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| 4 | $77 / 0.31$ | $87 / 0.89$ | $97 / 2.59$ | $104 / 6.24$ |
| 8 | $96 / 1.52$ | 104 / 4.99 | 110 / 12.82 | 115 / 34.70 |
| 16 | 119 / 13.87 | 124 / 40.89 | 133 / 91.82 | 139 / 197.30 |
| 32 | 142 / 116.95 | 147 / 344.34 | * | * |


|  | $(\mathrm{TH})$ |  |  | IC(0)-MINRES |  | Iterations / Time |  |
| ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ |  | $p=3$ |  | $p=4$ | $p=5$ |  |
| 4 | $49 /$ | 1.05 | $46 / / 3.74$ | $50 / 11.79$ | $50 / 31.42$ |  |  |
| 8 | $45 /$ | 5.42 | $45 / r$ | 18.52 | $45 / 51.18$ | $45 / 126.83$ |  |
| 16 | $45 /$ | 45.11 | $43 /$ | 125.60 | $45 / 307.79$ | $45 / 660.63$ |  |
| 32 | $45 / 493.12$ | $44 / 1352.81$ | $*$ | $*$ |  |  |  |

Table 3.9: Stokes system. Hollow torus domain (TH). Performance of $\mathbf{P}_{D}$-MINRES (upper table), $\mathbf{P}_{D}^{G}$-MINRES (middle table) and IC(0)-MINRES (lower table).
$\mathbf{P}_{D}$-MINRES, $\mathbf{P}_{D}^{G}$-MINRES and IC(0)-MINRES are reported in Table 3.9. As expected, the geometry parametrization of the hollow torus has a non-negligible influence on the performance of our preconditioners.

This is especially true for the $\mathbf{P}_{D}$-MINRES strategy, that requires thousands of iterations to converge. On the other hand, this influence is greatly reduced with partial inclusion of the geometry ( $\mathbf{P}_{D}^{G}$-MINRES). Here the number of iterations and the CPU times are two orders of magnitude lower than for $\mathbf{P}_{D}$-MINRES. CPU times for $\mathbf{P}_{D}^{G}$-MINRES are also significantly better than for IC(0)-MINRES, despite the fact the number of iterations is higher. We also remark that the number of iterations for $\mathbf{P}_{D}^{G}$-MINRES is only three times higher than $\mathbf{P}_{D^{-}}$ MINRES on the cube.

Finally, in Table 3.10 we present the computing times and the number of iterations of $\mathbf{P}_{T}^{G}$-GMRES and $\mathbf{P}_{C}^{G}$-GMRES. Also in this case, we do not report the performance of $\mathbf{P}_{T^{-}}$ GMRES and $\mathbf{P}_{C}$-GMRES because the effects of the non-inclusion of the geometry information are the same as for the block diagonal preconditioner. As for the cube domain, we see that the computing times of both GMRES based strategies are comparable with the computing times of $\mathbf{P}_{D}^{G}$-MINRES, even if the number of iterations is lower.

Hollow torus: variable $\nu$. In this paragraph we investigate the effect of a variable kinematic viscosity $\nu$ on our preconditioning strategies. We consider the hollow torus domain with

|  | $(\mathrm{TH})$ |  |  | $\mathbf{P}_{T}^{G}$-GMRES |  | Iterations $/$ Time |  |
| ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ |  | $p=3$ |  | $p=4$ | $p=5$ |  |
| 4 | $44 /$ | 0.30 | $50 / r 0.80$ | $57 / 2.39$ | $61 / r$ | 6.89 |  |
| 8 | $49 /$ | 1.25 | $54 / r$ | 4.54 | $58 / 11.98$ | $62 / r$ |  |
| 16 | $58 / r$ | 10.78 | $60 / 32.86$ | $63 / 73.52$ | $67 / 159.46$ |  |  |
| 32 | $68 / 105.31$ | $71 / 275.54$ | $*$ | $*$ |  |  |  |


|  | (TH) | $\mathbf{P}_{C}^{G}$-GMRE | Iterations / Time |  |
| :---: | :---: | :---: | :---: | :---: |
| $n_{e l}$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| 4 | $37 / 0.28$ | $41 / 0.74$ | $45 / 2.09$ | $50 / 6.09$ |
| 8 | $41 / 1.16$ | $45 / 4.07$ | 49 / 10.82 | $53 / 28.59$ |
| 16 | $51 / 10.27$ | $55 / 31.73$ | $59 / 72.91$ | $63 / 158.12$ |
| 32 | 69 / 113.81 | 72 / 299.62 | * | * |

Table 3.10: Stokes system. Hollow torus domain (TH). Performance of $\mathbf{P}_{T}^{G-}$ GMRES (upper table) and $\mathbf{P}_{C}^{G}$-GMRES (lower table)

|  | $\mathbf{P}_{D^{-}}$-MINRES | $\mathbf{P}_{D}^{\boldsymbol{G}}$-MINRES | $\mathbf{P}_{T}^{\boldsymbol{G}}$-GMRES |
| :--- | :---: | :---: | :---: |
| $k=1$ | $13426 / 29344.81$ | $147 / 344.34$ | $71 / 275.54$ |
| $k=100$ | $17254 / 37667.04$ | $180 / 400.46$ | $84 / 325.02$ |
| $k=10000$ | - | $180 / 407.68$ | $84 / 326.78$ |

Table 3.11: Stokes system. Hollow torus domain (TH). Performance of $\mathbf{P}_{D^{-}}$ MINRES, $\mathbf{P}_{D}^{G}$-MINRES and $\mathbf{P}_{T}^{G}$-GMRES for $p=3$ and $n_{e l}=32$. The symbol "-" denotes the fact the the solver does not converge because of stagnation.
$\nu=1+(k-1)(1+\cos (\arctan (x / z))) / 2)$ depending on a parameter $k, p=3$ and $n_{e l}=32$ and we compare in Table 3.11 the performances of $\mathbf{P}_{D^{-}}$-MINRES, $\mathbf{P}_{D}^{G}$-MINRES and $\mathbf{P}_{T}^{G}$-GMRES.
$\mathbf{P}_{D}$-MINRES is the worse strategy both in terms of number of iterations and in computing times for all values of $k$ and in the case $k=10000$ it does not even converge. The geometry inclusion strategy, on the other hand, succeeds in capturing the effect of the variable $\nu$; the number of iterations of $\mathbf{P}_{D}^{G}$-MINRES and $\mathbf{P}_{T}^{G}$-GMRES remains stable when $k$ varies.

We remark that $\mathbf{P}_{C}^{G}$-GMRES has a behaviour similar to $\mathbf{P}_{T}^{G}$-GMRES, as it is also highlighted in the previous testcases, and for this reason we do not consider it in the table.

### 3.7 Conclusions

In this chapter we have addressed the problem of finding good preconditioners for isogeometric discretizations of the Stokes system. Our approach exploits the tensor-product structure of the multivariate B-spline basis. The application of our preconditioners $\mathbf{P}_{D}, \mathbf{P}_{T}$ and $\mathbf{P}_{C}$ (and their coefficients-including variants $\mathbf{P}_{D}^{G}, \mathbf{P}_{T}^{G}$ and $\mathbf{P}_{C}^{G}$ ) requires the solution of linear systems that have a Kronecker structure, or a Sylvester-like equation structure. This can be performed by direct solvers with the highest efficiency. This also guarantees robustness with respect to both the spline degree $p$ and mesh resolution. Numerical tests show that $\mathbf{P}_{D}^{G}, \mathbf{P}_{T}^{G}$ and $\mathbf{P}_{C}^{G}$ allow to maintain the performance also in case of non-trivial geometries and highly oscillating coefficients.

We have performed a comparative numerical benchmarking with respect to a more common approach which uses a similar block structure for the preconditioner but applies it by an incomplete Cholesky factorization and an inner conjugate gradient. The solution time is always in favour of our preconditioners, despite that they are influenced by the geometry parametrization. Even more important is that our preconditioners are well suited for a matrix-free approach, which should lead to solvers that are orders of magnitude faster.

## Chapter 4

## The heat equation: least-squares method

In this chapter, we design and analyze an isogeometric method for parabolic equations, focusing on the heat equation as model problem. The most common numerical methods for timedependent PDEs are obtained by discretizing separately in time (e.g, by difference schemes) and in space (e.g., by a Galerkin method). We consider instead the alternative approach of discretizing the PDE simultaneously in space and time, that is, the so-called space-time (variational) approach. A first idea of space-time finite element method has been introduced in [51, 85, 86] and developed for the heat conduction problem in [24]. Further pioneering studies on space-time methods have been [99, 67], where the authors consider a Galerkin formulation and add a least-squares operator to enhance stability and mitigate spurious oscillations.

More recently, the mathematical analysis of Galerkin space-time methods for parabolic equations has been developed in [97] for a wavelet discretization, and in [103] for a Galerkin finite element discretization. In the IGA framework, the idea of using smooth splines in time has been first proposed in [107]. In [17] the authors consider $C^{0}$ coupling between the spacetime slabs with a suitable stabilized formulation that also yields to a sequential scheme. Spacetime Isogeometric Analysis involving fluid-structure interaction, again based on discontinuous approximation in time, are proposed in [108, 109, 110]. A stabilized space-time isogeometric method for the heat equation has been proposed in $[74,75]$ and its time-parallel multigrid solver has been developed in [63].

In contrast to the existing space-time IGA works, in this work we adopt an $L^{2}$ least-squares approximation. The first appearance of a least-squares space-time formulation was in [84]. However, as discussed in [13, 14], the discretized formulation of [84] departs from the leastsquares minimization principle. In $[13,14]$ the authors consider a least-squares finite element method for unsteady fluid dynamics problems. For second-order differential equations, the $L^{2}$ minimization of the equation residual would require $C^{1}$-continuous functions in the spatial variables, however $[13,14]$ recast the second-order equation into a set of first-order equations, whose least-squares formulation allows $C^{0}$ functions. Furthermore, $[13,14]$ introduce a timemarching approach to lower the memory requirement and the computational time. Henceforth, the most relevant contributions on space-time least-squares methods have retained these two features: 1) the minimization of first-order residuals and 2) the time-marching technique (similar to the use of time-slabs or discontinuous-in-time approximation). We refer to the book [16] for a review of the literature.

Our work departs from the setting described above: we consider high degree and smoothness splines in time and space with the following implications: 1) exploiting the $C^{1}$-continuity of our approximating function, we directly minimize the second-order residual and 2 ) we need to solve a global-in-time linear system. Point 1) represents an advantage while point 2) is
addressed by exploiting the tensor product structure of the spline basis functions: we do not need to form the global space-time matrix, which is given as sum of Kronecker products of matrices, and we set up a preconditioner that relies on the solution of a Sylvester-like equation. Indeed, the least-squares formulation allows us to use the same preconditioning technique introduced in [93] for the Poisson problem, based the fast diagonalization method (see also Section 2.3). For the space-time least-squares formulation, the computational cost of the preconditioner setup is at most $O\left(N_{d o f}\right)$ floating-point operations (FLOPs) while its application is $O\left(N_{d o f}^{1+1 / d}\right)$ FLOPs, where $d$ is the number of space dimensions and $N_{d o f}$ denotes the total number of degrees-of-freedom (for simplicity, here we consider the same number of degrees-of-freedom in time and in each space direction). In our numerical benchmarks the measured computational time of the preconditioner, for serial single-core execution, is close to optimality, that is proportional to $N_{d o f}$, with no dependence on $p$. Therefore, the preconditioner is robust with respect to the polynomial degree. Moreover, under the assumption that the coefficients of the equation do not depend on time, our approach requires a significantly small amount of memory compared to other space-time approaches: denoting by $N_{s}$ the total number of degrees-of-freedom in space (and assuming the number of degrees-of-freedom in time is not too large, as in typical applications) the storage cost is $O\left(p^{d} N_{s}+N_{d o f}\right)$. This is exactly what one would get for low-order time-marching schemes.

Space-time methods facilitate the full parallelization of the solver, see [42,54]. The preconditioner we propose fits in the framework, e.g., of [72]. We do not address this important issue in our work, that will be the focus of our further research.

The outline of the chapter as follows. In Section 4.1 we recall the notations for the univariate and multivariate B-Splines basis functions while the isogeometric spaces that we need for the discrete analysis are introduced in Section 4.2. The parabolic model problem is presented in Section 4.3, where we also discuss the well-posedness of the least-squares approximation and the a-priori error estimates. Section 4.4 focuses on preconditioning strategy and its spectral analysis. We show numerical results to assess the performance of the proposed preconditioner and to confirm the a-priori error estimates in Section 4.5. In Section 4.6 we draw conclusions and highlight future research directions. Section 4.7 contains some technical results while the last section resumes useful classical theorems used in this chapter.

### 4.1 Notations and main assumptions for the spline spaces

In this section we summarize the notations and the assumptions for the univariate and multivariate spline space that we employ in the rest of the chapter.

We consider functions of space and time, where the space domain is $d$-dimensional. Even if the analysis works for a general $d$, in the numerical tests we will focus on $d=2,3$, which are the most interesting cases in practical applications. Therefore we introduce $d+1$ univariate knot vectors $\Xi_{l}:=\left\{\xi_{l, 1} \leq \cdots \leq \xi_{l, m_{l}+p_{l}+1}\right\}$ for $l=1, \ldots, d$ and $\Xi_{t}:=\left\{\xi_{t, 1} \leq \cdots \leq \xi_{t, m_{t}+p_{t}+1}\right\}$. For the definition of univariate B-splines in each parametric direction we refer to Section 2.1.1. We collect the degree indexes in a vector $\boldsymbol{p}:=\left(\boldsymbol{p}_{s}, p_{t}\right)$, where $\boldsymbol{p}_{s}:=\left(p_{1}, \ldots, p_{d}\right) \in \mathbb{N}^{d}$. For the sake of simplicity, we consider $p_{1}=\cdots=p_{d}=: p_{s}$ but the general case is similar.

In the following, $h_{s}$ will denote the maximum mesh size in all spatial directions and $h_{t}$ the mesh size in the time direction. We assume that the following quasi-uniformity condition on the knot vectors holds.

Assumption 4.1. We assume that the knot vectors are quasi-uniform, that is, there exists $\alpha$ such that $0<\alpha \leq 1$, independent of $h_{s}$ and $h_{t}$, such that each non-empty knot span $\left(\xi_{l, i}, \xi_{l, i+1}\right)$ fulfills $\alpha h_{s} \leq \xi_{l, i+1}-\xi_{l, i} \leq h_{s}$, for $1 \leq l \leq d$, and each non-empty knot span $\left(\xi_{t, i}, \xi_{t, i+1}\right)$ fulfills $\alpha h_{t} \leq \xi_{t, i+1}-\xi_{t, i} \leq h_{t}$.

We introduce the univariate spline spaces $\widehat{\mathcal{S}}_{h_{s}}^{p_{s}}$ and $\widehat{\mathcal{S}}_{h_{t}}^{p_{t}}$ and we denote by $\widehat{\Omega}:=(0,1)^{d}$ the spatial parameter domain. Following (2.1.2), we denote the multivariate B-spline on $\widehat{\Omega} \times[0,1]$ as

$$
\widehat{B}_{i, \boldsymbol{p}}(\boldsymbol{\eta}, \tau):=\widehat{B}_{\boldsymbol{i}_{s}, \boldsymbol{p}_{s}}(\boldsymbol{\eta}) \widehat{b}_{i_{t}, p_{t}}(\tau)
$$

where $\widehat{B}_{\boldsymbol{i}_{\boldsymbol{s}}, \boldsymbol{p}_{\boldsymbol{s}}}(\boldsymbol{\eta}):=\widehat{b}_{i_{1}, p_{s}}\left(\eta_{1}\right) \ldots \widehat{b}_{i_{d}, p_{s}}\left(\eta_{d}\right), \boldsymbol{i}_{\boldsymbol{s}}:=\left(i_{1}, \ldots, i_{d}\right), \boldsymbol{i}:=\left(\boldsymbol{i}_{\boldsymbol{s}}, i_{t}\right)$ and $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{d}\right)$. The corresponding spline space is denoted as

$$
\widehat{\mathcal{S}}_{h}^{p}:=\operatorname{span}\left\{\widehat{B}_{i, p} \mid i_{k}=1, \ldots, m_{k} \text { for } k=1, \ldots, d ; i_{t}=1, \ldots, m_{t}\right\}
$$

where $h:=\max \left\{h_{s}, h_{t}\right\}$. We have $\widehat{\mathcal{S}}_{h}^{p}=\widehat{\mathcal{S}}_{h_{s}}^{p_{s}} \otimes \widehat{\mathcal{S}}_{h_{t}}^{p_{t}}=\widehat{\mathcal{S}}_{h_{s}}^{p_{s}} \otimes \cdots \otimes \widehat{\mathcal{S}}_{h_{s}}^{p_{s}} \otimes \widehat{\mathcal{S}}_{h_{t}}^{p_{t}}$, where $\widehat{\mathcal{S}}_{h_{s}}^{p_{s}}:=$ $\operatorname{span}\left\{\widehat{B}_{\boldsymbol{i}_{\boldsymbol{s}}, \boldsymbol{p}_{\boldsymbol{s}}}(\boldsymbol{\eta}) \mid i_{k}=1, \ldots, m_{k}\right.$ for $\left.k=1, \ldots, d\right\}$.

The minimum regularity of the spline spaces that we assume is the following.
Assumption 4.2. We assume that $p_{s} \geq 2, \widehat{\mathcal{S}}_{h_{s}}^{p_{s}} \subset C^{1}(\widehat{\Omega}), p_{t} \geq 1$ and $\widehat{\mathcal{S}}_{h_{t}}^{p_{t}} \subset C^{0}(\widehat{\Omega})$.

### 4.2 Isogeometric spaces

The space domain $\Omega \subset \mathbb{R}^{d}$ is given as a spline non-singular single-patch, that is, the following conditions are fulfilled.
Assumption 4.3. We assume that $\boldsymbol{F}: \widehat{\Omega} \rightarrow \Omega$, with $\boldsymbol{F} \in\left[\widehat{\mathcal{S}}_{h_{s}}^{\boldsymbol{p}_{s}}\right]^{d}$ on the closure of $\widehat{\Omega}$.
Assumption 4.4. We assume that $\boldsymbol{F}^{-1}$ has piecewise bounded derivatives of any order.
Let $\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right):=\boldsymbol{F}(\boldsymbol{\eta})$. Given $T>0$, the space-time computational domain $\Omega \times[0, T]$ is given by the parametrization $\boldsymbol{G} \in\left[\widehat{\mathcal{S}}_{h}^{p}\right]^{d+1}$ such that $\boldsymbol{G}: \widehat{\Omega} \times[0,1] \rightarrow \Omega \times[0, T]$ with $\boldsymbol{G}(\boldsymbol{\eta}, \tau):=(\boldsymbol{F}(\boldsymbol{\eta}), T \tau)=(\boldsymbol{x}, t)$, and where $t:=T \tau$. We introduce, in the parametric domain, the space with boundary conditions

$$
\widehat{\mathcal{V}}_{h, 0}:=\left\{\widehat{v}_{h} \in \widehat{\mathcal{S}}_{h}^{\boldsymbol{p}} \mid \widehat{v}_{h}=0 \text { on } \partial \widehat{\Omega} \times(0,1) \text { and } \widehat{v}_{h}=0 \text { on } \widehat{\Omega} \times\{0\}\right\}
$$

Note that $\widehat{\mathcal{V}}_{h, 0}=\widehat{\mathcal{V}}_{s, h_{s}, 0} \otimes \widehat{\mathcal{V}}_{t, h_{t}, 0}$, where

$$
\begin{align*}
\widehat{\mathcal{V}}_{s, h_{s}, 0} & :=\left\{\widehat{w}_{h} \in \widehat{\mathcal{S}}_{h_{s}}^{p_{s}} \mid \widehat{w}_{h}=0 \text { on } \partial \widehat{\Omega}\right\} \\
& =\operatorname{span}\left\{\widehat{b}_{i_{1}, p_{s}} \ldots \widehat{b}_{i_{d}, p_{s}} \mid i_{k}=2, \ldots, m_{k}-1 ; k=1, \ldots, d\right\}  \tag{4.2.1a}\\
\widehat{\mathcal{V}}_{t, h_{t}, 0} & :=\left\{\widehat{w}_{h} \in \widehat{\mathcal{S}}_{h_{t}}^{p_{t}} \mid \widehat{w}_{h}(0)=0\right\}=\operatorname{span}\left\{\widehat{b}_{i_{t}, p_{t}} \mid i_{t}=2, \ldots, m_{t}\right\} \tag{4.2.1b}
\end{align*}
$$

Reordering the basis and then introducing the colexicographical ordering of the degrees-offreedom, we have

$$
\begin{gathered}
\widehat{\mathcal{V}}_{s, h_{s}, 0}=\operatorname{span}\left\{\widehat{b}_{i_{1}, p_{s}} \ldots \widehat{b}_{i_{d}, p_{s}} \mid i_{k}=1, \ldots, n_{s, k} ; k=1, \ldots, d\right\}=\operatorname{span}\left\{\widehat{B}_{i, \boldsymbol{p}_{s}} \mid i=1, \ldots, N_{s}\right\} \\
\widehat{\mathcal{V}}_{t, h_{t}, 0}=\operatorname{span}\left\{\widehat{b}_{i, p_{t}} \mid i=1, \ldots, n_{t}\right\}
\end{gathered}
$$

and

$$
\begin{equation*}
\widehat{\mathcal{V}}_{h, 0}=\operatorname{span}\left\{\widehat{B}_{i, \boldsymbol{p}} \mid i=1, \ldots, N_{d o f}\right\} \tag{4.2.2}
\end{equation*}
$$

where we have defined

$$
n_{t}:=m_{t}-1, \quad n_{s, k}:=m_{k}-2, \quad N_{s}:=\prod_{k=1}^{d} n_{s, k}, \quad N_{d o f}:=N_{s} n_{t}
$$

The isogeometric space we consider is the isoparametric push-forward of $\widehat{\mathcal{V}}_{h, 0}$, i.e.

$$
\begin{equation*}
\mathcal{V}_{h, 0}:=\operatorname{span}\left\{B_{i, \boldsymbol{p}}:=\widehat{B}_{i, \boldsymbol{p}} \circ \boldsymbol{G}^{-1} \mid i=1, \ldots, N_{d o f}\right\} . \tag{4.2.3}
\end{equation*}
$$

Note that $\mathcal{V}_{h, 0}$ can be written as

$$
\mathcal{V}_{h, 0}=\mathcal{V}_{s, h_{s}, 0} \otimes \mathcal{V}_{t, h_{t}, 0}
$$

where

$$
\begin{aligned}
\mathcal{V}_{s, h_{s}, 0} & :=\operatorname{span}\left\{B_{i, \boldsymbol{p}_{s}}:=\widehat{B}_{i, \boldsymbol{p}_{s}} \circ \boldsymbol{F}^{-1} \mid i=1, \ldots, N_{s}\right\}, \\
\mathcal{V}_{t, h_{t}, 0} & :=\operatorname{span}\left\{b_{i, p_{t}}:=\widehat{b}_{i, p_{t}}(\cdot / T) \mid i=1, \ldots, n_{t}\right\} .
\end{aligned}
$$

### 4.3 Parabolic model problem and its discretization

### 4.3.1 The heat equation and the regularity of its solution

In this section, after the definition of the model problem, we prove some results on the regularity of its solution. In order to help the reading of the proofs, we report in Section 4.8 the classical results of functional analysis that we employ, rewritten in our simplified setting.

We denote by $\partial_{t}$ the partial time derivative and by $\Delta$ the laplacian w.r.t. spatial variables. If $A$ and $B$ are Hilbert spaces, $A \otimes B$ denotes the closure of their tensor product (see $[3$, Definition 12.3.2]). We also identify the spaces $H^{m}\left((0, T) ; H^{n}(\Omega)\right), H^{n}(\Omega) \otimes H^{m}(0, T)$ and $H^{n, m}(\Omega \times$ $(0, T))$, (see $[3$, Section 12.7$])$. We denote by $H_{\Delta}(\Omega)$ the space $\left\{z \in L^{2}(\Omega) \mid \Delta z \in L^{2}(\Omega)\right\}$, we have the following result.

Proposition 4.1. Under Assumptions 4.2-4.4, there exists a constant $C_{\Delta}>0$, depending only on the space parametrization $\boldsymbol{F}$, such that

$$
\begin{equation*}
\|z\|_{H^{2}(\Omega)}^{2} \leq C_{\Delta}\|\Delta z\|_{L^{2}(\Omega)}^{2} \quad \forall z \in H_{0}^{1}(\Omega) \cap H^{2}(\Omega) \tag{4.3.1}
\end{equation*}
$$

Proof. From Assumptions 4.2-4.4, $\Omega$ has a piecewise smooth boundary with bounded curvature and, in particular, it has non-null interior angles (see the definition in [73, Chapitre III, pag. 161], reported in Definition 4.1) of Section 4.8. Then, we can use [73, Chapitre III, Lemme 11.1], reported in Lemma 4.8 of Section 4.8.

We define the space

$$
\mathcal{V}_{0}:=\left\{v \in\left[\left(H_{0}^{1}(\Omega) \cap H^{2}(\Omega)\right) \otimes L^{2}(0, T)\right] \cap\left[L^{2}(\Omega) \otimes H^{1}(0, T)\right] \mid v=0 \text { on } \Omega \times\{0\}\right\}
$$

endowed with the norm

$$
\begin{equation*}
\|v\|_{\mathcal{V}_{0}}^{2}:=\int_{0}^{T}\|\Delta v(\cdot, t)\|_{L^{2}(\Omega)}^{2} \mathrm{dt}+\int_{0}^{T}\left\|\partial_{t} v(\cdot, t)\right\|_{L^{2}(\Omega)}^{2} \mathrm{dt} \tag{4.3.2}
\end{equation*}
$$

Thanks to Proposition $4.1, \mathcal{V}_{0}$ is a Hilbert space and the $\|\cdot\|_{\mathcal{V}_{0}}$-norm is equivalent to

$$
\begin{equation*}
\|\mid v\|\left\|^{2}:=\right\| v\left\|_{H^{2}(\Omega) \otimes L^{2}(0, T)}^{2}+\right\| v \|_{L^{2}(\Omega) \otimes H^{1}(0, T)}^{2} \tag{4.3.3}
\end{equation*}
$$

Our model problem is the heat equation, with initial and homogeneous boundary conditions: we seek for a solution $u$ such that

$$
\begin{cases}\partial_{t} u-\Delta u=f & \text { in } \quad \Omega \times(0, T)  \tag{4.3.4}\\ u=0 & \text { on } \quad \partial \Omega \times(0, T) \\ u=0 & \text { in } \quad \Omega \times\{0\}\end{cases}
$$

with $f \in L^{2}(\Omega \times(0, T))$. Before proving the theorem assessing the regularity of the solution $u$ of (4.3.4), we need the following lemma.

Lemma 4.1. Let Assumptions 4.3-4.4 hold and let $r \in L^{2}(\Omega)$. Then, there exists a unique weak solution $z \in H^{2}(\Omega)$ to the Poisson problem

$$
\left\{\begin{array}{rlc}
-\Delta z=r & \text { in } \quad \Omega  \tag{4.3.5}\\
z=0 & \text { on } & \partial \Omega
\end{array}\right.
$$

Moreover, there exists a constant $C$ depending only on $\boldsymbol{F}$ such that

$$
\begin{equation*}
\|z\|_{H^{2}(\Omega)} \leq C\|r\|_{L^{2}(\Omega)} \tag{4.3.6}
\end{equation*}
$$

Proof. We recall that $z$ is a weak solution of (4.3.5) if $z \in H_{0}^{1}(\Omega)$ and if $\int_{\Omega} \nabla z \cdot \nabla q \mathrm{~d} \Omega=$ $\int_{\Omega} r q \mathrm{~d} \Omega \forall q \in H_{0}^{1}(\Omega)$. Then, we have that $z \in H_{0}^{1}(\Omega)$ is a weak solution of (4.3.5) if and only if $w:=z \circ \boldsymbol{F} \in H_{0}^{1}(\widehat{\Omega})$ is a weak solution of

$$
\left\{\begin{align*}
-\nabla \cdot(\boldsymbol{R} \nabla w)=g & \text { in } \quad \widehat{\Omega}  \tag{4.3.7}\\
w=0 & \text { on } \quad \partial \widehat{\Omega}
\end{align*}\right.
$$

where $g:=\left|\operatorname{det}\left(J_{\boldsymbol{F}}\right)\right| r \circ \boldsymbol{F}$ and $\boldsymbol{R}:=J_{\boldsymbol{F}}^{-1} J_{\boldsymbol{F}}^{-T}\left|\operatorname{det}\left(J_{\boldsymbol{F}}\right)\right|$. Thanks to Assumptions 4.3-4.4, we have that $\boldsymbol{F}: \widehat{\Omega} \rightarrow \Omega$ fulfils $\boldsymbol{F} \in C^{1,1}$ on the closure of $\widehat{\Omega}$ and $\boldsymbol{F}^{-1} \in C^{1,1}(\bar{\Omega})$. Therefore, we have that the entries of the matrix $\boldsymbol{R}$ are Lipschitz continuous and we can apply [59, Theorem 3.2.1.2], reported in Theorem 4.5 in Section 4.8, to conclude that there exists a unique solution $w \in H^{2}(\widehat{\Omega})$ of problem (4.3.7). Thanks to [73, Chapitre III, Lemme 11.1], reported in Lemma 4.8 in Section 4.8, we also have

$$
\|w\|_{H^{2}(\widehat{\Omega})}^{2} \leq c_{1}\left(\|\nabla \cdot(\boldsymbol{R} \nabla w)\|_{L^{2}(\widehat{\Omega})}^{2}+\|w\|_{L^{2}(\widehat{\Omega})}^{2}\right) \leq c_{2}\|\nabla \cdot(\boldsymbol{R} \nabla w)\|_{L^{2}(\widehat{\Omega})}^{2}=c_{2}\|g\|_{L^{2}(\widehat{\Omega})}^{2}
$$

where $c_{1}$ and $c_{2}$ are constants depending only on $\boldsymbol{R}$, that is, on $\boldsymbol{F}$ and its inverse. Finally, we conclude

$$
\|z\|_{H^{2}(\Omega)} \leq C_{1}\|w\|_{H^{2}(\widehat{\Omega})} \leq C_{2}\|g\|_{L^{2}(\widehat{\Omega})} \leq C\|r\|_{L^{2}(\Omega)}
$$

where the constants $C_{1}, C_{2}$ and $C$ depend only on $\boldsymbol{F}$.
Theorem 4.1. Let $f \in L^{2}(\Omega \times(0, T))$ and let Assumptions 4.1-4.4 hold. Then there exists a unique weak solution (as defined in [49, Chapter 7], see also Definition 4.2 in Section 4.8) $u \in\left(H^{2}(\Omega) \otimes L^{2}(0, T)\right) \cap\left(L^{2}(\Omega) \otimes H^{1}(0, T)\right) \cap\left(H_{0}^{1}(\Omega) \otimes L^{\infty}(0, T)\right)$ of (4.3.4). We also have

$$
\|u\|_{H^{2}(\Omega) \otimes L^{2}(0, T)}+\|u\|_{L^{2}(\Omega) \otimes H^{1}(0, T)}+\|u\|_{H_{0}^{1}(\Omega) \otimes L^{\infty}(0, T)} \leq C\|f\|_{L^{2}(\Omega \times(0, T))},
$$

where $C$ is a constant depending only on $\boldsymbol{F}$.
Proof. Following the same arguments of step 1 and step 2 of the proof of [49, Chapter 7, Theorem 5] (see Theorem 4.6 in Section 4.8), we conclude that $u \in\left(H_{0}^{1}(\Omega) \otimes L^{\infty}(0, T)\right) \cap$
$\left(L^{2}(\Omega) \otimes H^{1}(0, T)\right)$ and that

$$
\begin{equation*}
\|u\|_{L^{2}(\Omega) \otimes H^{1}(0, T)}+\|u\|_{H_{0}^{1}(\Omega) \otimes L^{\infty}(0, T)} \leq D_{1}\|f\|_{L^{2}(\Omega \times(0, T))} \tag{4.3.8}
\end{equation*}
$$

where $D_{1}$ is a constant depending only on $\boldsymbol{F}$.
We write for a.e. $t \in[0, T]$

$$
\int_{\Omega} \nabla u(\boldsymbol{x}, t) \cdot \nabla v(\boldsymbol{x}) \mathrm{d} \Omega=\int_{\Omega} r(\boldsymbol{x}, t) v(\boldsymbol{x}) \mathrm{d} \Omega \quad \forall v \in H_{0}^{1}(\Omega)
$$

where $r:=f-\partial_{t} u \in L^{2}(\Omega \times(0, T))$ and in particular $r(\cdot, t) \in L^{2}(\Omega)$ for a.e. $t \in[0, T]$. Therefore, thanks to Lemma 4.1, we conclude that $u(\cdot, t) \in H^{2}(\Omega)$ for a.e. $t \in[0, T]$ and thus $u \in H^{2}(\Omega) \otimes L^{2}(0, T)$ : indeed, integrating in time, (4.3.6) and (4.3.8) yield to the following estimate
$\|u\|_{H^{2}(\Omega) \otimes L^{2}(0, T)}^{2} \leq C^{2}\|r\|_{L^{2}(\Omega \times(0, T))}^{2} \leq C^{2}\left(\|f\|_{L^{2}(\Omega \times(0, T))}^{2}+\|u\|_{L^{2}(\Omega) \otimes H^{1}(0, T)}^{2}\right) \leq D_{2}^{2}\|f\|_{L^{2}(\Omega \times(0, T))}^{2}$,
where $D_{2}^{2}:=C^{2}+D_{1}^{2}$. This concludes the proof.
More generally, non-homogeneous initial and boundary conditions are allowed. For example, if $u=u_{0}$ in $\Omega \times\{0\}$, with $u_{0} \in H_{0}^{1}(\Omega)$, we lift ${ }^{1} u_{0}$ to $\widetilde{u}_{0} \in\left(H_{0}^{1}(\Omega) \cap H^{2}(\Omega)\right) \otimes L^{2}(0, T) \cap$ $L^{2}(\Omega) \otimes H^{1}(0, T)$. Then $\widetilde{u}=u-\widetilde{u}_{0} \in \mathcal{V}_{0}$ is the solution of

$$
\begin{cases}\partial_{t} \widetilde{u}-\Delta \widetilde{u}=\widetilde{f} & \text { in } \quad \Omega \times(0, T),  \tag{4.3.9}\\ \widetilde{u}=0 & \text { on } \partial \Omega \times(0, T), \\ \widetilde{u}=0 & \text { in } \quad \Omega \times\{0\},\end{cases}
$$

where $\widetilde{f}:=f-\partial_{t} \widetilde{u}_{0}+\Delta \widetilde{u}_{0}$. For a detailed description of the variational formulation of problems (4.3.4)-(4.3.9) and their well-posedness see, for example, [49, 97].

### 4.3.2 Space-time least-squares variational formulation

We consider the following variational formulation for the system (4.3.4): find $u \in \mathcal{V}_{0}$ such that

$$
\begin{equation*}
u=\underset{v \in \mathcal{V}_{0}}{\arg \min } \frac{1}{2}\left\|\partial_{t} v-\Delta v-f\right\|_{L^{2}(\Omega \times(0, T))}^{2} \tag{4.3.10}
\end{equation*}
$$

Its Euler-Lagrange equation is

$$
\begin{equation*}
\mathcal{A}(u, v)=\mathcal{F}(v) \quad \forall v \in \mathcal{V}_{0} \tag{4.3.11}
\end{equation*}
$$

where the bilinear form $\mathcal{A}(\cdot, \cdot)$ and the linear form $\mathcal{F}(\cdot)$ are defined as

$$
\begin{gather*}
\mathcal{A}(v, w):=\int_{0}^{T} \int_{\Omega}\left(\partial_{t} v \partial_{t} w+\Delta v \Delta w-\partial_{t} v \Delta w-\Delta v \partial_{t} w\right) \mathrm{d} \Omega \mathrm{dt}  \tag{4.3.12}\\
\mathcal{F}(w):=\int_{0}^{T} \int_{\Omega} f\left(\partial_{t} w-\Delta w\right) \mathrm{d} \Omega \mathrm{dt}
\end{gather*}
$$

For an equivalent way of writing the minimization problem (4.3.10), we refer to Section 4.7.2. The variational formulation (4.3.11) is well-posed, thanks to the following Lemmas 4.2-4.4 and Proposition 4.2.

[^0]Lemma 4.2. The bilinear form $\mathcal{A}(\cdot, \cdot)$ is continuous in $\mathcal{V}_{0}$. Particularly, it holds

$$
|\mathcal{A}(v, w)| \leq 2\|v\|_{\mathcal{V}_{0}}\|w\|_{\mathcal{V}_{0}} \quad \forall v, w \in \mathcal{V}_{0}
$$

Proof. Given $v, w \in \mathcal{V}_{0}$, by Cauchy-Schwarz inequality

$$
\begin{aligned}
|\mathcal{A}(v, w)| \leq & \|v\| \mathcal{V}_{0}\|w\|_{\mathcal{V}_{0}}+\int_{0}^{T} \int_{\Omega}\left|\partial_{t} v \Delta w\right| \mathrm{d} \Omega \mathrm{dt}+\int_{0}^{T} \int_{\Omega}\left|\Delta v \partial_{t} w\right| \mathrm{d} \Omega \mathrm{dt} \\
\leq & \|v\|_{\mathcal{V}_{0}}\|w\|_{\mathcal{V}_{0}}+\left[\int_{0}^{T}\left(\left\|\partial_{t} v(\cdot, t)\right\|_{L^{2}(\Omega)}^{2}+\|\Delta v(\cdot, t)\|_{L^{2}(\Omega)}^{2}\right) \mathrm{dt}\right]^{1 / 2} \\
& *\left[\int_{0}^{T}\left(\left\|\partial_{t} w(\cdot, t)\right\|_{L^{2}(\Omega)}^{2}+\|\Delta w(\cdot, t)\|_{L^{2}(\Omega)}^{2}\right) \mathrm{dt}\right]^{1 / 2} \\
\leq & 2\|v\|_{\mathcal{V}_{0}}\|w\|_{\mathcal{V}_{0}}
\end{aligned}
$$

which concludes the proof.
Lemma 4.3. The bilinear form $\mathcal{A}(\cdot, \cdot)$ is $\mathcal{V}_{0}$-elliptic. In particular, it holds

$$
\mathcal{A}(v, v) \geq\|v\|_{\mathcal{V}_{0}}^{2} \quad \forall v \in \mathcal{V}_{0}
$$

Proof. Let $v \in \mathcal{V}_{0}$. Thanks to [23, Lemme 3.3] (see also Lemma 4.9 of Section 4.8), we can write

$$
-2 \int_{0}^{T} \int_{\Omega} \partial_{t} v \Delta v \mathrm{~d} \Omega \mathrm{dt}=\int_{\Omega}|\nabla v(\boldsymbol{x}, T)|^{2} \mathrm{~d} \Omega-\int_{\Omega}|\nabla v(\boldsymbol{x}, 0)|^{2} \mathrm{~d} \Omega
$$

where $\nabla:=\left[\partial_{x_{1}}, \ldots, \partial_{x_{d}}\right]^{T}$ denotes the gradient w.r.t. spatial variables $x_{1}, \ldots, x_{d}$. In particular, as $\nabla v(\boldsymbol{x}, 0)=0$, we have that
$\mathcal{A}(v, v)=\int_{0}^{T}\left\|\partial_{t} v(\cdot, t)\right\|_{L^{2}(\Omega)}^{2} \mathrm{dt}+\int_{0}^{T}\|\Delta v(\cdot, t)\|_{L^{2}(\Omega)}^{2} \mathrm{dt}+\int_{\Omega}|\nabla v(\boldsymbol{x}, T)|^{2} \mathrm{~d} \Omega \geq\|v\|_{\mathcal{V}_{0}}^{2} \quad \forall v \in \mathcal{V}_{0}$, which concludes the proof.

Lemma 4.4. The linear form $\mathcal{F}(\cdot)$ is continuous in $\mathcal{V}_{0}$. In particular it holds

$$
\mathcal{F}(v) \leq \sqrt{2}\|f\|_{L^{2}(\Omega \times(0, T))}\|v\|_{\mathcal{V}_{0}} \quad \forall v \in \mathcal{V}_{0}
$$

Proof. Given $v \in \mathcal{V}_{0}$, by Cauchy-Schwarz inequality we get

$$
\begin{aligned}
|\mathcal{F}(v)| & \leq\|f\|_{L^{2}(\Omega \times(0, T))}\left(\int_{0}^{T}\left\|\partial_{t} v(\cdot, t)-\Delta v(\cdot, t)\right\|_{L^{2}(\Omega)}^{2} \mathrm{dt}\right)^{1 / 2} \\
& \leq \sqrt{2}\|f\|_{L^{2}(\Omega \times(0, T))}\left(\int_{0}^{T}\left\|\partial_{t} v(\cdot, t)\right\|_{L^{2}(\Omega)}^{2} \mathrm{dt}+\int_{0}^{T}\|\Delta v(\cdot, t)\|_{L^{2}(\Omega)}^{2} \mathrm{dt}\right)^{1 / 2} \\
& =\sqrt{2}\|f\|_{L^{2}(\Omega \times(0, T))}\|v\|_{\mathcal{V}_{0}}
\end{aligned}
$$

which concludes the proof.
Proposition 4.2. Under Assumptions 4.2-4.4, the minimization problem (4.3.10) and the variational problem (4.3.11) are equivalent and they admit a unique solution $u \in \mathcal{V}_{0}$.

Proof. The proof follows using Lemmas 4.2-4.4 and the Lax-Milgram theorem.

### 4.3.3 Space-time least-squares approximation

Thanks to Assumption 4.2, we have

$$
\begin{equation*}
\mathcal{V}_{h, 0} \subset\left(H_{0}^{1}(\Omega) \cap H^{2}(\Omega)\right) \otimes H^{1}(0, T) \subset \mathcal{V}_{0} . \tag{4.3.13}
\end{equation*}
$$

Therefore, we consider a Galerkin method for (4.3.11), that is, the least-squares approximation of the system (4.3.4): find $u_{h} \in \mathcal{V}_{h, 0}$ such that

$$
\begin{equation*}
u_{h}=\underset{v_{h} \in \mathcal{V}_{h, 0}}{\arg \min } \frac{1}{2}\left\|\partial_{t} v_{h}-\Delta v_{h}-f\right\|_{L^{2}(\Omega \times(0, T))}^{2} . \tag{4.3.14}
\end{equation*}
$$

Its Euler-Lagrange equation is

$$
\begin{equation*}
\mathcal{A}\left(u_{h}, v_{h}\right)=\mathcal{F}\left(v_{h}\right) \quad \forall v_{h} \in \mathcal{V}_{h, 0} . \tag{4.3.15}
\end{equation*}
$$

Well-posedness and quasi-optimality follow from standard arguments.
Proposition 4.3. The minimization problem (4.3.14) and the variational problem (4.3.15) are equivalent and they admit a unique solution $u_{h} \in \mathcal{V}_{h, 0}$. It also holds:

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{\mathcal{V}_{0}} \leq \sqrt{2} \inf _{v_{h} \in \mathcal{V}_{h, 0}}\left\|u-v_{h}\right\|_{\mathcal{V}_{0}} . \tag{4.3.16}
\end{equation*}
$$

Proof. The proof of the equivalence and of the existence and uniqueness of a solution follow by using Lemmas 4.2-4.4 and the Lax-Milgram theorem, while the proof of (4.3.16) is a consequence of the Céa Lemma and the symmetry of the bilinear form $\mathcal{A}$.

The following result states the convergence of our method.
Theorem 4.2. Under Assumptions 4.2-4.4, we have $\lim _{h \rightarrow 0}\left\|u-u_{h}\right\|_{\nu_{0}}=0$.
Proof. To prove the theorem, we show that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \inf _{v_{h} \in \mathcal{V}_{h, 0}}\left\|u-v_{h}\right\|_{\mathcal{V}_{0}}=0 \tag{4.3.17}
\end{equation*}
$$

and then use (4.3.16).
Given $u \in \mathcal{V}_{0}$, let $\widehat{u}=u \circ \boldsymbol{G}^{-1}$ be its pullback. Since $\boldsymbol{G}$ and $\boldsymbol{G}^{-1}$ are both of class $W^{2, \infty}$ and since the $\mathcal{V}_{0}$-norm (4.3.2) is equivalent to the $|\| \cdot||\mid$-norm (4.3.3), the pullback is an isomorphism between $\mathcal{V}_{0}$ and

$$
\widehat{\mathcal{V}}_{0}=\left\{v \in\left[\left(H^{2}(\widehat{\Omega}) \cap H_{0}^{1}(\widehat{\Omega})\right) \otimes L^{2}(0,1)\right] \cap\left[L^{2}(\widehat{\Omega}) \otimes H^{1}(0,1)\right] \mid v=0 \text { on } \widehat{\Omega} \times\{0\}\right\},
$$

endowed with the norm

$$
\|v\|_{\widehat{\mathcal{V}}_{0}}^{2}:=\int_{0}^{1}\|\Delta v(\cdot, \tau)\|_{L^{2}(\widehat{\Omega})}^{2} \mathrm{~d} \tau+\int_{0}^{1}\left\|\partial_{\tau} v(\cdot, \tau)\right\|_{L^{2}(\widehat{\Omega})}^{2} \mathrm{~d} \tau .
$$

Then, by using Lemma 4.7 reported in Section 4.7.1, we can approximate, as close as we want, $\widehat{u} \in \widehat{\mathcal{V}}_{0}$ by a smooth function fulfilling the same boundary conditions of $\widehat{u}$, and then by a spline in $\widehat{\mathcal{V}}_{h, 0}$ (see (4.2.2)), on a fine enough mesh. This implies (4.3.17).

### 4.3.4 A priori error analysis

We investigate in this section the approximation properties of the isogeometric space $\mathcal{V}_{h, 0}$ under $h$-refinement.

Proposition 4.4. Let $q_{s}$ and $q_{t}$ be two integers such that $2 \leq q_{s} \leq p_{s}+1$ and $1 \leq q_{t} \leq$ $p_{t}+1$. Under Assumption 4.1, there exists a projection $\Pi_{h}: \mathcal{V}_{0} \cap\left(H^{q_{s}}(\Omega) \otimes H^{1}(0, T)\right) \cap$ $\left(H^{2}(\Omega) \otimes H^{q_{t}}(0, T)\right) \rightarrow \mathcal{V}_{h, 0}$ such that

$$
\begin{equation*}
\left\|v-\Pi_{h} v\right\|_{\mathcal{V}_{0}} \leq C\left(h_{s}^{q_{s}-2}\|v\|_{H^{q_{s}}(\Omega) \otimes H^{1}(0, T)}+h_{t}^{q_{t}-1}\|v\|_{H^{2}(\Omega) \otimes H^{q_{t}(0, T)}}\right) \tag{4.3.18}
\end{equation*}
$$

where the constant $C$ depends on $p_{s}, p_{t}, \alpha$ and the parametrization $\boldsymbol{G}$.
Proof. The result follows from the anisotropic approximation estimates that are developed in [11]. We remark that [11] states its error analysis for 2 dimensions, but the results therein straightforwardly generalize to higher dimension. We give an overview of the proof, for the sake of completeness.

As space and time coordinates in $\Omega \times[0, T]$ are orthogonal, the parametric coordinate (tangent) vectors are

$$
\begin{aligned}
& \boldsymbol{g}_{i}(\boldsymbol{x}):=\partial_{\eta_{i}} \boldsymbol{G} \circ \boldsymbol{G}^{-1}(\boldsymbol{x}, t)=\left[\begin{array}{c}
\partial_{\eta_{i}} \boldsymbol{F} \circ \boldsymbol{F}^{-1}(\boldsymbol{x}) \\
0
\end{array}\right] \in \mathbb{R}^{d} \times\{0\} \subset \mathbb{R}^{d+1} \quad \text { for } i=1, \ldots, d, \\
& \boldsymbol{g}_{t}(t):=\partial_{\tau} \boldsymbol{G} \circ \boldsymbol{G}^{-1}(\boldsymbol{x}, t)=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
T
\end{array}\right] \in \mathbb{R}^{d+1}
\end{aligned}
$$

Then, given $v \in \mathcal{V}_{0}$, the directional derivatives w.r.t. $\boldsymbol{g}_{i}$ and $\boldsymbol{g}_{t}$ that are used in [11, Section 5], become

$$
\left[\begin{array}{c}
\frac{\partial v(\boldsymbol{x}, t)}{\partial \boldsymbol{g}_{1}} \\
\vdots \\
\frac{\partial v(\boldsymbol{x}, t)}{\partial \boldsymbol{g}_{d}}
\end{array}\right]=\left(J_{\boldsymbol{F}} \circ \boldsymbol{F}^{-1}(\boldsymbol{x})\right)^{T} \nabla_{\boldsymbol{x}} v(\boldsymbol{x}, t), \quad \quad \frac{\partial v}{\partial \boldsymbol{g}_{t}}(\boldsymbol{x}, t)=T \partial_{t} v(\boldsymbol{x}, t)
$$

Higher-order directional derivatives can be defined similarly, as in [11, Section 5]. We also have that

$$
\begin{align*}
\left\|\frac{\partial}{\partial \boldsymbol{g}_{i_{1}}}\left(\cdots \frac{\partial v}{\partial \boldsymbol{g}_{i_{k}}}\right)\right\|_{L^{2}(\Omega \times(0, T))} & \leq C\|v\|_{H^{k}(\Omega) \otimes L^{2}(0, T)}  \tag{4.3.19a}\\
\left\|\frac{\partial^{k} v}{\partial \boldsymbol{g}_{t}^{k}}\right\|_{L^{2}(\Omega \times(0, T))} & \leq C\|v\|_{L^{2}(\Omega) \otimes H^{k}(0, T)} \tag{4.3.19b}
\end{align*}
$$

for a suitable constant $C, k \geq 0$ and $i_{j} \in\{1, \ldots, d\}, j=1, \ldots, k$. Therefore, [11, Theorem 5.1] generalized to $d+1$ dimensions gives the existence of a projection $\Pi_{h}$ on the space $\mathcal{V}_{h, 0}$ such that

$$
\begin{aligned}
& \left\|v-\Pi_{h} v\right\|_{H^{2}(\Omega) \otimes L^{2}(0, T)} \leq C\left(h_{s}^{q_{s}-2}\|v\|_{H^{q_{s}}(\Omega) \otimes L^{2}(0, T)}+h_{t}^{q_{t}-1}\|v\|_{H^{2}(\Omega) \otimes H^{q_{t}-1}(0, T)}\right) \\
& \left\|v-\Pi_{h} v\right\|_{L^{2}(\Omega) \otimes H^{1}(0, T)} \leq C\left(h_{s}^{q_{s}-2}\|v\|_{H^{q_{s}-2}(\Omega) \otimes H^{1}(0, T)}+h_{t}^{q_{t}-1}\|v\|_{L^{2}(\Omega) \otimes H^{q_{t}(0, T)}}\right)
\end{aligned}
$$

with $C$ depending only on $p_{s}, p_{t}, \alpha$ and the space parametrization $\boldsymbol{G}$. Squaring and summing the two inequalities above, using (4.3.19) and that $\int_{0}^{T}\left\|\Delta\left(v-\Pi_{h} v\right)(\cdot, t)\right\|_{L^{2}(\Omega)}^{2} \mathrm{dt} \leq$
$\left\|v-\Pi_{h} v\right\|_{H^{2}(\Omega) \otimes L^{2}(0, T)}^{2}$, leads to

$$
\begin{aligned}
\left\|v-\Pi_{h} v\right\|_{\mathcal{V}_{0}} \leq & C h_{s}^{q_{s}-2}\left(\|v\|_{H^{q_{s}}(\Omega) \otimes L^{2}(0, T)}+\|v\|_{H^{q_{s}-2}(\Omega) \otimes H^{1}(0, T)}\right) \\
& +C h_{t}^{q_{t}-1}\left(\|v\|_{H^{2}(\Omega) \otimes H^{q_{t}-1}(0, T)}+\|v\|_{L^{2}(\Omega) \otimes H^{q_{t}}(0, T)}\right)
\end{aligned}
$$

and finally (4.3.18) by the obvious upperbound of the right-hand-side norms.
As a direct corollary of Proposition 4.3 and 4.4, we can now state the a-priori error estimate for the least-squares method.

Theorem 4.3. Let $q_{s}$ and $q_{t}$ be two integers such that $q_{s} \geq 2$ and $q_{t} \geq 1$. If $u \in \mathcal{V}_{0} \cap$ $\left(H^{q_{s}}(\Omega) \otimes H^{1}(0, T)\right) \cap\left(H^{2}(\Omega) \otimes H^{q_{t}}(0, T)\right)$ is the solution of (4.3.4) and $u_{h} \in \mathcal{V}_{h, 0}$ is the solution of (4.3.15), then

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{\nu_{0}} \leq C\left(h_{s}^{k_{s}-2}\|u\|_{H^{k_{s}}(\Omega) \otimes H^{1}(0, T)}+h_{t}^{k_{t}-1}\|u\|_{H^{2}(\Omega) \otimes H^{k_{t}}(0, T)}\right) \tag{4.3.20}
\end{equation*}
$$

where $k_{s}:=\min \left\{q_{s}, p_{s}+1\right\}, k_{t}:=\min \left\{q_{t}, p_{t}+1\right\}, C$ is a constant that depends only on $p_{s}$, $p_{t}, \alpha$ and the parametrization $\boldsymbol{G}$.

### 4.3.5 Discrete system

Before introducing the discrete system, we rewrite the bilinear form $\mathcal{A}(\cdot, \cdot)$ in an equivalent way, through the following Lemma.

Lemma 4.5. The bilinear form $\mathcal{A}(\cdot, \cdot)$ can be written as
$\mathcal{A}\left(v_{h}, w_{h}\right)=\int_{0}^{T} \int_{\Omega} \partial_{t} v_{h} \partial_{t} w_{h} \mathrm{~d} \Omega \mathrm{dt}+\int_{0}^{T} \int_{\Omega} \Delta v_{h} \Delta w_{h} \mathrm{~d} \Omega \mathrm{dt}+\int_{\Omega} \nabla v_{h}(\boldsymbol{x}, T) \cdot \nabla w_{h}(\boldsymbol{x}, T) \mathrm{d} \Omega$
for all $v_{h}, w_{h} \in \mathcal{V}_{h, 0}$.
Proof. Let $v_{h}, w_{h} \in \mathcal{V}_{h, 0}$. First note that $\partial_{t} v_{h}, \partial_{t} w_{h} \in\left(H_{0}^{1}(\Omega) \cap H^{2}(\Omega)\right) \otimes L^{2}(0, T)$, from (4.3.13), and $\partial_{t} v_{h}=\partial_{t} w_{h}=0$ on $\partial \Omega \times[0, T]$. Using Green formula and integrating by parts yields to

$$
\begin{aligned}
-\int_{0}^{T} \int_{\Omega}\left(\partial_{t} v_{h} \Delta w_{h}+\partial_{t} w_{h} \Delta v_{h}\right) \mathrm{d} \Omega \mathrm{dt}= & -\int_{0}^{T} \int_{\partial \Omega}\left(\partial_{t} v_{h} \nabla w_{h} \cdot \boldsymbol{\nu}+\partial_{t} w_{h} \nabla v_{h} \cdot \boldsymbol{\nu}\right) \mathrm{d} \Omega \mathrm{dt} \\
& +\int_{0}^{T} \int_{\Omega}\left[\nabla\left(\partial_{t} v_{h}\right) \cdot \nabla w_{h}+\nabla\left(\partial_{t} w_{h}\right) \cdot \nabla v_{h}\right] \mathrm{d} \Omega \mathrm{dt} \\
= & \int_{0}^{T}\left[\partial_{t}\left(\int_{\Omega} \nabla v_{h} \cdot \nabla w_{h} \mathrm{~d} \Omega\right)\right] \mathrm{dt} \\
= & \int_{\Omega}\left[\nabla v_{h}(\boldsymbol{x}, T) \cdot \nabla w_{h}(\boldsymbol{x}, T)-\nabla v_{h}(\boldsymbol{x}, 0) \cdot \nabla w_{h}(\boldsymbol{x}, 0)\right] \mathrm{d} \Omega \\
= & \int_{\Omega} \nabla v_{h}(\boldsymbol{x}, T) \cdot \nabla w_{h}(\boldsymbol{x}, T) \mathrm{d} \Omega
\end{aligned}
$$

where $\boldsymbol{\nu} \in \mathbb{R}^{d}$ is the external normal unit vector to $\partial \Omega$. Then (4.3.21) follows.
Remark 4.1. Note that the identity (4.3.21) holds also in the continuous setting (see Section 4.7.2).

After the introduction of the basis (4.2.3) for $\mathcal{V}_{h, 0}$, the linear system associated to (4.3.15) is

$$
\mathbf{A} \mathbf{u}=\mathbf{b}
$$

where $[\mathbf{A}]_{i, j}:=\mathcal{A}\left(B_{i, \boldsymbol{p}}, B_{j, \boldsymbol{p}}\right)$ and $[\mathbf{b}]_{i}:=\mathcal{F}\left(B_{i, \boldsymbol{p}}\right)$. The discrete system matrix $\mathbf{A}$ can be written as the sum of Kronecker product matrices (see (4.3.21))

$$
\begin{equation*}
\mathbf{A}=K_{t} \otimes M_{s}+M_{t} \otimes L_{s}+S_{t} \otimes K_{s} \tag{4.3.22}
\end{equation*}
$$

where the time matrices are for $i, j=1, \ldots, n_{t}$

$$
\left[K_{t}\right]_{i, j}:=\int_{0}^{T} b_{i, p_{t}}^{\prime}(t) b_{j, p_{t}}^{\prime}(t) \mathrm{dt}, \quad\left[M_{t}\right]_{i, j}:=\int_{0}^{T} b_{i, p_{t}}(t) b_{j, p_{t}}(t) \mathrm{dt}, \quad\left[S_{t}\right]_{i, j}:=b_{i, p_{t}}(T) b_{j, p_{t}}(T)
$$

and the spatial matrices are for $i, j=1, \ldots, N_{s}$

$$
\begin{gathered}
{\left[L_{s}\right]_{i, j}:=\int_{\Omega} \Delta B_{i, \boldsymbol{p}_{s}}(\boldsymbol{x}) \Delta B_{j, \boldsymbol{p}_{s}}(\boldsymbol{x}) \mathrm{d} \Omega, \quad\left[M_{s}\right]_{i, j}:=\int_{\Omega} B_{i, \boldsymbol{p}_{s}}(\boldsymbol{x}) B_{j, \boldsymbol{p}_{s}}(\boldsymbol{x}) \mathrm{d} \Omega} \\
{\left[K_{s}\right]_{i, j}:=\int_{\Omega} \nabla B_{i, \boldsymbol{p}_{s}}(\boldsymbol{x}) \nabla B_{j, \boldsymbol{p}_{s}}(\boldsymbol{x}) \mathrm{d} \Omega}
\end{gathered}
$$

### 4.4 Preconditioner definition and application

In this section we analyze solving strategies for the least-squares method (4.3.15) and we present a suitable preconditioner. Thanks to the least-squares formulation of the heat equation, the matrix $\mathbf{A}$ in (4.3.22) is symmetric and positive definite. Thus, we can design and analyze a suitable symmetric positive definite preconditioner to be used for a preconditioned Conjugate Gradient method.

The simpler version of our preconditioner is associated with the bilinear form $\widehat{\mathcal{P}}: \widehat{\mathcal{V}}_{h, 0} \times$ $\widehat{\mathcal{V}}_{h, 0} \rightarrow \mathbb{R}$ defined as

$$
\begin{equation*}
\widehat{\mathcal{P}}\left(w_{h}, v_{h}\right):=\int_{0}^{1} \int_{\widehat{\Omega}} \partial_{\tau} w_{h} \partial_{\tau} v_{h} \mathrm{~d} \widehat{\Omega} \mathrm{~d} \tau+\sum_{k=1}^{d} \int_{0}^{1} \int_{\widehat{\Omega}} \frac{\partial^{2} w_{h}}{\partial \eta_{k}^{2}} \frac{\partial^{2} v_{h}}{\partial \eta_{k}^{2}} \mathrm{~d} \widehat{\Omega} \mathrm{~d} \tau \tag{4.4.1}
\end{equation*}
$$

and with the corresponding norm

$$
\begin{equation*}
\left\|v_{h}\right\|_{\widehat{\mathcal{P}}}^{2}:=\widehat{\mathcal{P}}\left(v_{h}, v_{h}\right) \tag{4.4.2}
\end{equation*}
$$

The preconditioner matrix is given by

$$
[\mathbf{P}]_{i, j}=\widehat{\mathcal{P}}\left(\widehat{B}_{i, \boldsymbol{p}}(\boldsymbol{\eta}, \tau), \widehat{B}_{j, \boldsymbol{p}}(\boldsymbol{\eta}, \tau)\right) \quad i, j=1, \ldots, N_{d o f}
$$

and has the following structure:

$$
\begin{equation*}
\mathbf{P}=\widehat{K}_{t} \otimes \widehat{M}_{s}+\widehat{M}_{t} \otimes \widetilde{L}_{s} \tag{4.4.3}
\end{equation*}
$$

where, referring to (4.2.1) for the notation of the basis functions, we have defined for $i, j=$ $1, \ldots, n_{t}$

$$
\left[\widehat{K}_{t}\right]_{i, j}:=\int_{0}^{1} \widehat{b}_{i, p_{t}}^{\prime}(\tau) \widehat{b}_{j, p_{t}}^{\prime}(\tau) \mathrm{d} \tau, \quad\left[\widehat{M}_{t}\right]_{i, j}:=\int_{0}^{1} \widehat{b}_{i, p_{t}}(\tau) \widehat{b}_{j, p_{t}}(\tau) \mathrm{d} \tau
$$

and for $i, j=1, \ldots, N_{s}$

$$
\left[\widetilde{L}_{s}\right]_{i, j}:=\sum_{k=1}^{d} \int_{\widehat{\Omega}} \frac{\partial^{2} \widehat{B}_{i, \boldsymbol{p}_{s}}(\boldsymbol{\eta})}{\partial \eta_{k}^{2}} \frac{\partial^{2} \widehat{B}_{j, \boldsymbol{p}_{s}}(\boldsymbol{\eta})}{\partial \eta_{k}^{2}} \mathrm{~d} \widehat{\Omega}, \quad\left[\widehat{M}_{s}\right]_{i, j}:=\int_{\widehat{\Omega}} \widehat{B}_{i, \boldsymbol{p}_{s}}(\boldsymbol{\eta}) \widehat{B}_{j, \boldsymbol{p}_{s}}(\boldsymbol{\eta}) \mathrm{d} \widehat{\Omega}
$$

Note that $\widehat{K}_{t}, \widehat{M}_{t}$ and $\widehat{M}_{s}$ correspond to $K_{t}, M_{t}$ and $M_{s}$, respectively, where the integration is performed on the parametric domain $\widehat{\Omega}$. The matrices $\widetilde{L_{s}}$ and $\widehat{M}_{s}$ can be further factorized as sum of Kronecker products as

$$
\widetilde{L}_{s}=\sum_{k=1}^{d} \widehat{M}_{d} \otimes \cdots \otimes \widehat{M}_{k+1} \otimes \widehat{L}_{k} \otimes \widehat{M}_{k-1} \otimes \cdots \otimes \widehat{M}_{1}, \quad \widehat{M}_{s}=\widehat{M}_{d} \otimes \cdots \otimes \widehat{M}_{1},
$$

where for $k=1, \ldots, d$ and for $i, j=1, \ldots, n_{s, k}$

$$
\left[\widehat{L}_{k}\right]_{i, j}:=\int_{0}^{1} \widehat{b}_{i, p_{s}}^{\prime \prime}\left(\eta_{k}\right) \widehat{b}_{j, p_{s}}^{\prime \prime}\left(\eta_{k}\right) \mathrm{d} \eta_{k}, \quad\left[\widehat{M}_{k}\right]_{i, j}:=\int_{0}^{1} \widehat{b}_{i, p_{s}}\left(\eta_{k}\right) \widehat{b}_{j, p_{s}}\left(\eta_{k}\right) \mathrm{d} \eta_{k}
$$

If $d=3$, that is the case addressed in the numerical tests, we have that (4.4.3) becomes
$\mathbf{P}=\widehat{K}_{t} \otimes \widehat{M}_{3} \otimes \widehat{M}_{2} \otimes \widehat{M}_{1}+\widehat{M}_{t} \otimes \widehat{L}_{3} \otimes \widehat{M}_{2} \otimes \widehat{M}_{1}+\widehat{M}_{t} \otimes \widehat{M}_{3} \otimes \widehat{L}_{2} \otimes \widehat{M}_{1}+\widehat{M}_{t} \otimes \widehat{M}_{3} \otimes \widehat{M}_{2} \otimes \widehat{L}_{1}$.

### 4.4.1 Spectral properties

We now focus on the spectral analysis of $\mathbf{P}^{-1} \mathbf{A}$. We need to define the bilinear form $\mathcal{P}$ : $\mathcal{V}_{h, 0} \times \mathcal{V}_{h, 0} \rightarrow \mathbb{R}$

$$
\mathcal{P}\left(w_{h}, v_{h}\right):=\int_{0}^{T} \int_{\Omega} \partial_{t} w_{h} \partial_{t} v_{h} \mathrm{~d} \Omega \mathrm{dt}+\sum_{k=1}^{d} \int_{0}^{T} \int_{\Omega} \frac{\partial^{2} w_{h}}{\partial x_{k}^{2}} \frac{\partial^{2} v_{h}}{\partial x_{k}^{2}} \mathrm{~d} \Omega \mathrm{dt}
$$

and the associated norm

$$
\left\|v_{h}\right\|_{\mathcal{P}}^{2}:=\mathcal{P}\left(v_{h}, v_{h}\right) .
$$

Note that $\mathcal{P}(\cdot, \cdot)$ and $\|\cdot\|_{\mathcal{P}}$ are analogous to $\widehat{\mathcal{P}}(\cdot, \cdot)$ and $\|\cdot\|_{\widehat{\mathcal{P}}}$ but integration is performed on the physical domain (see (4.4.1) and (4.4.2)).

We first prove the equivalence between the norms $\|\cdot\|_{\mathcal{P}}$ and $\|\cdot\|_{\nu_{0}}$ in $\mathcal{V}_{h, 0}$.
Proposition 4.5. Under Assumptions 4.2-4.3, it holds

$$
\frac{1}{C_{\Delta}}\left\|v_{h}\right\|_{\mathcal{P}}^{2} \leq\left\|v_{h}\right\|_{\mathcal{V}_{0}}^{2} \leq d\left\|v_{h}\right\|_{\mathcal{P}}^{2} \quad \forall v_{h} \in \mathcal{V}_{h, 0}
$$

where $C_{\Delta}$ is the constant defined in (4.3.1).
Proof. Given $v_{h} \in \mathcal{V}_{h, 0}$, recalling (4.3.13) and thanks to (4.3.1), we have that

$$
\begin{aligned}
\sum_{k=1}^{d} \int_{0}^{T} \int_{\Omega}\left|\frac{\partial^{2} v_{h}}{\partial x_{k}^{2}}\right|^{2} \mathrm{~d} \Omega \mathrm{dt} & \leq \int_{0}^{T} \int_{\Omega}\left(\sum_{k, l=1}^{d}\left|\frac{\partial^{2} v_{h}}{\partial x_{k} \partial x_{l}}\right|^{2}\right) \mathrm{d} \Omega \mathrm{dt}=\int_{0}^{T}\left|v_{h}(\cdot, t)\right|_{H^{2}(\Omega)}^{2} \mathrm{dt} \\
& \leq \int_{0}^{T}\left\|v_{h}(\cdot, t)\right\|_{H^{2}(\Omega)}^{2} \mathrm{dt} \leq C_{\Delta} \int_{0}^{T}\left\|\Delta v_{h}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2} \mathrm{dt} .
\end{aligned}
$$

Thus, the first inequality holds. We also have

$$
\begin{aligned}
\int_{0}^{T}\left\|\Delta v_{h}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2} \mathrm{dt} & =\sum_{k, l=1}^{d} \int_{0}^{T} \int_{\Omega} \frac{\partial^{2} v_{h}}{\partial x_{k}^{2}} \frac{\partial^{2} v_{h}}{\partial x_{l}^{2}} \mathrm{~d} \Omega \mathrm{dt} \\
& \leq \frac{1}{2} \sum_{k, l=1}^{d} \int_{0}^{T}\left[\left\|\frac{\partial^{2} v_{h}}{\partial x_{k}^{2}}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2}+\left\|\frac{\partial^{2} v_{h}}{\partial x_{l}^{2}}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2}\right] \mathrm{dt} \\
& \leq d \sum_{k=1}^{d} \int_{0}^{T}\left\|\frac{\partial^{2} v_{h}}{\partial x_{k}^{2}}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2} \mathrm{dt}=d \sum_{k=1}^{d} \int_{0}^{T} \int_{\Omega}\left|\frac{\partial^{2} v_{h}}{\partial x_{k}^{2}}\right|^{2} \mathrm{~d} \Omega \mathrm{dt}
\end{aligned}
$$

and we can conclude that the second inequality holds.
Corollary 4.1. Under Assumptions 4.2-4.3, it holds

$$
\begin{equation*}
\frac{1}{C_{\Delta}}\left\|v_{h}\right\|_{\mathcal{P}}^{2} \leq \mathcal{A}\left(v_{h}, v_{h}\right) \leq 2 d\left\|v_{h}\right\|_{\mathcal{P}}^{2} \quad \forall v_{h} \in \mathcal{V}_{h, 0} \tag{4.4.4}
\end{equation*}
$$

Proof. The statement follows from Lemma 4.2, Lemma 4.3 and Proposition 4.5.
Proposition 4.6. Under Assumptions 4.2-4.4, there exist constants $Q_{1}, Q_{2}>0$ independent of $h_{s}, h_{t}, p_{s}, p_{t}$, but dependent on $\boldsymbol{G}$ such that

$$
Q_{1}\left\|v_{h}\right\|_{\mathcal{P}}^{2} \leq\left\|\widehat{v}_{h}\right\|_{\widehat{\mathcal{P}}}^{2} \leq Q_{2}\left\|v_{h}\right\|_{\mathcal{P}}^{2} \quad \forall \widehat{v}_{h} \in \widehat{\mathcal{V}}_{h, 0} \text { and } v_{h}:=\widehat{v}_{h} \circ \boldsymbol{G}^{-1}
$$

Proof. Let $\widehat{v}_{h} \in \widehat{\mathcal{V}}_{h, 0}$ and $v_{h}:=\widehat{v}_{h} \circ \boldsymbol{G}^{-1} \in \mathcal{V}_{h, 0}$. First we prove the first inequality. Observing that $\boldsymbol{G}^{-1}(\boldsymbol{x}, t)=\left(\boldsymbol{F}^{-1}(\boldsymbol{x}), t / T\right)$, we get

$$
\begin{aligned}
\int_{0}^{T} \int_{\Omega}\left(\partial_{t} v_{h}\right)^{2} \mathrm{~d} \Omega \mathrm{dt} & =\frac{1}{T} \int_{0}^{1} \int_{\widehat{\Omega}}\left(\partial_{\tau} \widehat{v}_{h}\right)^{2}\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right| \mathrm{d} \widehat{\Omega} \mathrm{~d} \tau \\
& \leq \frac{1}{T} \sup _{\widehat{\Omega}}\left\{\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|\right\} \int_{0}^{1}\left\|\partial_{\tau} \widehat{v}_{h}(\cdot, \tau)\right\|_{L^{2}(\widehat{\Omega})}^{2} \mathrm{~d} \tau \\
& \leq \frac{1}{T} \sup _{\widehat{\Omega}}\left\{\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|\right\}\left\|\widehat{v}_{h}\right\|_{\widehat{\mathcal{P}}}^{2}
\end{aligned}
$$

Let $\mathbb{H}_{\widehat{v}_{h}}$ be the Hessian of $\widehat{v}_{h}$ with respect to the spatial parametric variables $\eta_{1}, \ldots, \eta_{d}$, i.e. $\mathbb{H}_{\widehat{v}_{h}} \in \mathbb{R}^{d \times d}$ with $\left[\mathbb{H}_{\widehat{v}_{h}}\right]_{i, j}=\frac{\partial^{2} \widehat{v}_{h}}{\partial \eta_{i} \partial \eta_{j}}$ for $i, j=1, \ldots, d$, and let $\left[J_{\boldsymbol{G}}^{-1}\right]_{, i} \in \mathbb{R}^{d}$ denote the $i$-th column of $J_{\boldsymbol{G}}^{-1}$. Then, for $i=1, \ldots, d$, it holds

$$
\begin{aligned}
\int_{0}^{T} \int_{\Omega}\left(\frac{\partial^{2} v_{h}}{\partial x_{i}^{2}}\right)^{2} \mathrm{~d} \Omega \mathrm{dt} & =\int_{0}^{1} \int_{\widehat{\Omega}}\left(\left[J_{G}^{-1}\right]_{\cdot, i}^{T} \mathbb{H}_{\widehat{v}_{h}}\left[J_{\boldsymbol{G}}^{-1}\right]_{\cdot, i}+\nabla \widehat{v}_{h}^{T} \frac{\partial\left[J_{G}^{-1}\right]_{\cdot, i}}{\partial \eta_{i}}\right)^{2} T\left|\operatorname{det}\left(J_{G}\right)\right| \mathrm{d} \widehat{\Omega} \mathrm{~d} \tau \\
& \leq \int_{0}^{1} \int_{\widehat{\Omega}}\left(\widehat{C}_{1}\left\|\mathbb{H}_{\widehat{v}_{h}}\right\|_{F}^{2}+\widehat{C}_{2}\left\|\nabla \widehat{v}_{h}\right\|_{2}^{2}\right) \mathrm{d} \widehat{\Omega} \mathrm{~d} \tau
\end{aligned}
$$

where $\|\cdot\|_{F}$ and $\|\cdot\|_{2}$ denote the Frobenius norm and the two-norm of matrices (the norm induced by the Euclidean vector norm), respectively, $\widehat{C}_{1}:=2 \operatorname{Timaxsup}_{\hat{\Omega}}\left\{\left(\left\|\left[J_{\boldsymbol{G}}^{-1}\right]_{, i}\right\|_{2}\right)^{4}\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|\right\}$, $\widehat{C}_{2}:=2 T \operatorname{maxsup}_{i}\left\{\left(\left\|\frac{\partial\left[J_{G}^{-1}\right]_{, i,}}{\partial \eta_{i}}\right\|_{2}\right)^{2}\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|\right\}$ and where we used that $\left\|\mathbb{H}_{\widehat{v}_{h}}\right\|_{2} \leq\left\|\mathbb{H}_{\widehat{v}_{h}}\right\|_{F}$.

Following the proof of Proposition 4.5, we can prove that

$$
\int_{0}^{1}\left\|\Delta \widehat{v}_{h}(\cdot, \tau)\right\|_{L^{2}(\widehat{\Omega})}^{2} \mathrm{~d} \tau \leq d\left\|\widehat{v}_{h}\right\|_{\widehat{\mathcal{P}}}^{2} \quad \forall \widehat{v}_{h} \in \widehat{\mathcal{V}}_{h, 0}
$$

Thus it holds

$$
\begin{gathered}
\int_{0}^{1} \int_{\widehat{\Omega}}\left\|\mathbb{H}_{\widehat{v}_{h}}\right\|_{F}^{2} \mathrm{~d} \widehat{\Omega} \mathrm{~d} \tau \leq 2 \int_{0}^{1}\left|\widehat{v}_{h}(\cdot, \tau)\right|_{H^{2}(\widehat{\Omega})}^{2} \mathrm{~d} \tau \leq 2 \widehat{C}_{\Delta} \int_{0}^{1}\left\|\Delta \widehat{v}_{h}(\cdot, \tau)\right\|_{L^{2}(\widehat{\Omega})}^{2} \mathrm{~d} \tau \leq 2 d \widehat{C}_{\Delta}\left\|\widehat{v}_{h}\right\|_{\widehat{\mathcal{P}}}^{2} \\
\int_{0}^{1} \int_{\widehat{\Omega}}\left\|\nabla \widehat{v}_{h}\right\|_{2}^{2} \mathrm{~d} \widehat{\Omega} \mathrm{~d} \tau=\int_{0}^{1}\left|\widehat{v}_{h}(\cdot, \tau)\right|_{H^{1}(\widehat{\Omega})}^{2} \mathrm{~d} \tau \leq \widehat{C}_{\Delta} \int_{0}^{1}\left\|\Delta \widehat{v}_{h}(\cdot, \tau)\right\|_{L^{2}(\widehat{\Omega})}^{2} \mathrm{~d} \tau \leq d \widehat{C}_{\Delta}\left\|\widehat{v}_{h}\right\|_{\widehat{\mathcal{P}}}^{2}
\end{gathered}
$$

where $\widehat{C}_{\Delta}>0$ is the constant such that $\|z\|_{H^{2}(\widehat{\Omega})}^{2} \leq \widehat{C}_{\Delta}\|\Delta z\|_{L^{2}(\widehat{\Omega})}^{2}$, for $z \in H_{0}^{1}(\widehat{\Omega}) \cap H^{2}(\widehat{\Omega})$. Therefore, we have

$$
\int_{0}^{T} \int_{\Omega}\left(\frac{\partial^{2} v_{h}}{\partial x_{i}^{2}}\right)^{2} \mathrm{~d} \Omega \mathrm{dt} \leq d \widehat{C}_{\Delta}\left(2 \widehat{C}_{1}+\widehat{C}_{2}\right)\left\|\widehat{v}_{h}\right\|_{\widehat{\mathcal{P}}}^{2}
$$

and, summing all terms that define $\|\cdot\|_{\mathcal{P}}$, we conclude

$$
Q_{1}\left\|v_{h}\right\|_{\mathcal{P}}^{2} \leq\left\|\widehat{v}_{h}\right\|_{\widehat{\mathcal{P}}}^{2}
$$

with $\frac{1}{Q_{1}}:=\frac{1}{T} \sup _{\widehat{\Omega}}\left\{\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|\right\}+d^{2} \widehat{C}_{\Delta}\left(2 \widehat{C}_{1}+\widehat{C}_{2}\right)$.
Now we prove the other bound. We observe that $\widehat{v}_{h}=v_{h} \circ \boldsymbol{G}$ and $\boldsymbol{G}(\boldsymbol{\eta}, \tau)=(\boldsymbol{F}(\boldsymbol{\eta}), T \tau)$. Thus, with similar arguments and using (4.3.1), we have

$$
\int_{0}^{1} \int_{\widehat{\Omega}} \partial_{\tau} \widehat{v}_{h}^{2} \mathrm{~d} \widehat{\Omega} \mathrm{~d} \tau \leq \sin _{\Omega}\left\{\left|\operatorname{det}\left(J_{\boldsymbol{G}^{-1}}\right)\right|\right\}\left\|v_{h}\right\|_{\mathcal{P}}^{2}
$$

and

$$
\int_{0}^{1} \int_{\widehat{\Omega}}\left(\frac{\partial^{2} \widehat{v}_{h}}{\partial \eta_{i}^{2}}\right)^{2} \mathrm{~d} \widehat{\Omega} \mathrm{~d} \tau \leq d C_{\Delta}\left(2 C_{1}+C_{2}\right)\left\|v_{h}\right\|_{\mathcal{P}}^{2}
$$

where

$$
C_{1}:=2 \frac{1}{T} \operatorname{maxsup}_{i}\left\{\left(\left\|\left[J_{G^{-1}}^{-1}\right]_{\cdot, i}\right\|_{2}\right)^{4}\left|\operatorname{det}\left(J_{G^{-1}}\right)\right|\right\}
$$

and

$$
C_{2}:=2 \frac{1}{T} \max _{i} \sup _{\Omega}\left\{\left(\left\|\frac{\partial\left[J_{G^{-1}}^{-1}\right]_{, i}}{\partial \eta_{i}}\right\|_{2}\right)^{2}\left|\operatorname{det}\left(J_{\boldsymbol{G}^{-1}}\right)\right|\right\} .
$$

We conclude that

$$
\left\|\widehat{v}_{h}\right\|_{\widehat{\mathcal{P}}}^{2} \leq Q_{2}\left\|v_{h}\right\|_{\mathcal{P}}^{2}
$$

with $Q_{2}:=\operatorname{Tinup}_{\Omega}\left\{\left|\operatorname{det}\left(J_{\boldsymbol{G}^{-1}}\right)\right|\right\}+d^{2} C_{\Delta}\left(2 C_{1}+C_{2}\right)$.
Theorem 4.4. Under Assumptions 4.2-4.4, it holds

$$
\theta \leq \lambda_{\min }\left(\mathbf{P}^{-1} \mathbf{A}\right), \quad \lambda_{\max }\left(\mathbf{P}^{-1} \mathbf{A}\right) \leq \Theta
$$

where $\theta$ and $\Theta$ are positive constants that do not depend on $h_{s}, h_{t}, p_{s}$ and $p_{t}$.

Proof. Let $\widehat{v}_{h} \in \widehat{\mathcal{V}}_{h, 0}$, $\mathbf{v}$ its coordinate vector with respect to the basis (4.2.2) and $v_{h}=$ $\widehat{v}_{h} \circ \boldsymbol{G}^{-1} \in \mathcal{V}_{h, 0}$. Thanks to Courant-Fischer theorem, we have to show that there are bounds $\theta$ and $\Theta$ such that

$$
\theta \leq \frac{\mathbf{v}^{T} \mathbf{A} \mathbf{v}}{\mathbf{v}^{T} \mathbf{P} \mathbf{v}} \leq \Theta
$$

holds for all $\mathbf{v}$. Equivalently, using (4.4.4) and noting that $\mathbf{v}^{T} \mathbf{A} \mathbf{v}=\mathcal{A}\left(v_{h}, v_{h}\right)$ and $\mathbf{v}^{T} \mathbf{P} \mathbf{v}=$ $\widehat{\mathcal{P}}\left(\widehat{v}_{h}, \widehat{v}_{h}\right)=\left\|\widehat{v}_{h}\right\|_{\widehat{\mathcal{P}}}^{2}$, it is sufficient to show that there are bounds $\theta$ and $\Theta$ such that

$$
\theta C_{\Delta} \leq \frac{\left\|v_{h}\right\|_{\mathcal{P}}^{2}}{\left\|\widehat{v}_{h}\right\|_{\widehat{\mathcal{P}}}^{2}} \leq \frac{\Theta}{2 d} \quad \forall \widehat{v}_{h} \in \widehat{\mathcal{V}}_{h, 0}
$$

with $v_{h}=\widehat{v}_{h} \circ \boldsymbol{G}^{-1}$. Using Proposition 4.6, we can conclude that the previous inequalities hold with $\theta:=\frac{1}{C_{\Delta} Q_{2}}$ and $\Theta:=\frac{2 d}{Q_{1}}$.

### 4.4.2 Preconditioner application by fast diagonalization method

The application of the preconditioner is a solution of a Sylvester-like equation: given $\mathbf{r}$ find $\mathbf{s}$ such that

$$
\begin{equation*}
\mathbf{P s}=\mathbf{r} \tag{4.4.5}
\end{equation*}
$$

Following [93], to solve (4.4.5), we use FD method. It is a direct method that, at the first step, computes the eigendecomposition of the pencils $\left(\widehat{M}_{i}, \widehat{L}_{i}\right)$ for $i=1, \ldots, d$ and of $\left(\widehat{M}_{t}, \widehat{K}_{t}\right)$, i.e.

$$
\begin{equation*}
\widehat{L}_{i} U_{i}=\widehat{M}_{i} U_{i} \Lambda_{i}, \quad \widehat{K}_{t} U_{t}=\widehat{M}_{t} U_{t} \Lambda_{t} \tag{4.4.6}
\end{equation*}
$$

where $\Lambda_{i}$ and $\Lambda_{t}$ are diagonal eigenvalue matrices while the columns of $U_{i}$ and $U_{t}$ contain the corresponding generalized eigenvectors and they are such that

$$
\widehat{M}_{i}=U_{i}^{-T} U_{i}^{-1}, \quad \widehat{L}_{i}=U_{i}^{-T} \Lambda_{i} U_{i}^{-1}, \quad \widehat{M}_{t}=U_{t}^{-T} U_{t}^{-1}, \quad \widehat{K}_{t}=U_{t}^{-T} \Lambda_{t} U_{t}^{-1} .
$$

Then, we can rewrite $\widehat{M}_{s}$ as

$$
\begin{aligned}
\widehat{M}_{s} & =\left(U_{d}^{-T} U_{d}^{-1}\right) \otimes \cdots \otimes\left(U_{1}^{-T} U_{1}^{-1}\right)=\left(U_{d}^{-T} \otimes \cdots \otimes U_{1}^{-T}\right)\left(U_{d}^{-1} \otimes \cdots \otimes U_{1}^{-1}\right) \text { using }(2.2 .2), \\
& =\left(U_{d} \otimes \cdots \otimes U_{1}\right)^{-T}\left(U_{d} \otimes \cdots \otimes U_{1}\right)^{-1}=U_{s}^{-T} U_{s}^{-1} \quad \text { using }(2.2 .1) \text { and }(2.2 .3),
\end{aligned}
$$

where $U_{s}:=U_{d} \otimes \cdots \otimes U_{1}$. Similarly, denoting with $\mathbb{I}_{m} \in \mathbb{R}^{m \times m}$ the identity matrix of size $m$ and defining $\Lambda_{s}:=\sum_{i=1}^{d} \mathbb{I}_{n_{s}^{i-1}} \otimes \Lambda_{i} \otimes \mathbb{I}_{n_{s}^{d-i}}$, we rewrite $\widetilde{L}_{s}$ as

$$
\begin{array}{rlrl}
\widetilde{L}_{s} & =\sum_{i=1}^{d}\left(U_{d}^{-T} U_{d}^{-1}\right) \otimes \cdots \otimes\left(U_{i+1}^{-T} U_{i+1}^{-1}\right) \otimes\left(U_{i}^{-T} \Lambda_{i} U_{i}^{-1}\right) \otimes\left(U_{i-1}^{-T} U_{i-1}^{-1}\right) \otimes \cdots \otimes\left(U_{1}^{-T} U_{1}^{-1}\right) \\
& =\sum_{i=1}^{d}\left(U_{d}^{-T} \otimes \cdots \otimes U_{1}^{-T}\right)\left(\mathbb{I}_{n_{s}^{i-1}} \otimes \Lambda_{i} \otimes \mathbb{I}_{n_{s}^{d-i}}\right)\left(U_{d}^{-1} \otimes \cdots \otimes U_{1}^{-1}\right) \quad \text { using (2.2.2), } \\
& =U_{s}^{-T} \otimes \Lambda_{s} \otimes U_{s}^{-1} \quad & u \operatorname{sing}(2.2 .1),(2.2 .2) \text { and }(2.2 .3) .
\end{array}
$$

Then, $\mathbf{P}$ can be factorized as

$$
\mathbf{P}=\left(U_{t} \otimes U_{s}\right)^{-T}\left(\Lambda_{t} \otimes \mathbb{I}_{n_{s}^{d}}+\mathbb{I}_{n_{t}} \otimes \Lambda_{s}\right)\left(U_{t} \otimes U_{s}\right)^{-1}
$$

where we have used (2.2.1), (2.2.2) and (2.2.3). Therefore, after introducing the tensors $\mathfrak{R}, \widetilde{\mathfrak{Q}} \in \mathbb{R}^{n_{s, 1} \times \ldots n_{s, d} \times n_{t}}$ s.t. $\operatorname{vec}(\mathfrak{R})=\mathbf{r}$ and $\operatorname{vec}(\widetilde{\mathfrak{Q}})=\widetilde{\mathbf{q}}$, the solution of (4.4.5) can be obtained by the following algorithm.

```
Algorithm 3 ( \(d+1\) )-dimensional FD
    Setup: Compute the generalized eigendecompositions (4.4.6)
    Application: Compute \(\widetilde{\mathbf{r}}=\left(U_{t} \otimes U_{s}\right)^{T} \mathbf{r}=\left(U_{t} \otimes U_{d} \otimes \cdots \otimes U_{1}\right)^{T} \boldsymbol{r}=\mathfrak{R} \times{ }_{1} U_{1}^{T} \cdots \times_{d+1} U_{t}^{T}\).
    Compute \(\widetilde{\mathbf{q}}=\left(\Lambda_{t} \otimes \mathbb{I}_{n_{s}^{d}}+\mathbb{I}_{n_{t}} \otimes \Lambda_{s}\right)^{-1} \widetilde{\mathbf{r}}\).
    Compute \(\mathbf{s}=\left(U_{t} \otimes U_{s}\right) \widetilde{\mathbf{q}}=\left(U_{t} \otimes U_{d} \otimes \cdots \otimes U_{1}\right) \widetilde{\mathbf{q}}=\widetilde{\mathfrak{Q}} \times{ }_{1} U_{1} \cdots \times_{d+1} U_{t}\).
```


### 4.4.3 Inclusion of the geometry and coefficient information in the preconditioner

The spectral estimates in Section 4.4 .1 show the dependence on $\boldsymbol{G}$ (see the proof of Theorem 4.4): the geometry parametrization affects the performance of our preconditioner (4.4.3), as it is confirmed by the numerical tests in Section 4.5. In this section, we present a strategy to partially incorporate $\boldsymbol{G}$ in the preconditioner, without increasing its computational cost. The same idea has been used in Chapter 3 for the Stokes problem (see also [81]).

We begin by splitting the bilinear form $\mathcal{A}(\cdot, \cdot)$ as

$$
\mathcal{A}\left(v_{h}, w_{h}\right)=\mathcal{K}_{t}\left(v_{h}, w_{h}\right)+\mathcal{K}_{s}\left(v_{h}, w_{h}\right)-\mathcal{O}\left(v_{h}, w_{h}\right) \quad \forall v_{h}, w_{h} \in \mathcal{V}_{h, 0}
$$

where

$$
\begin{aligned}
\mathcal{K}_{t}\left(v_{h}, w_{h}\right):= & \int_{0}^{T} \int_{\Omega} \partial_{t} v_{h} \partial_{t} w_{h} \mathrm{~d} \Omega \mathrm{dt}, \quad \mathcal{K}_{s}\left(v_{h}, w_{h}\right):=\int_{0}^{T} \int_{\Omega} \Delta v_{h} \Delta w_{h} \mathrm{~d} \Omega \mathrm{dt} \\
& \mathcal{O}\left(v_{h}, w_{h}\right):=\int_{0}^{T} \int_{\Omega}\left(\partial_{t} v_{h} \Delta w_{h}+\partial_{t} w_{h} \Delta v_{h}\right) \mathrm{d} \Omega \mathrm{dt}
\end{aligned}
$$

Using that $v_{h}:=\widehat{v}_{h} \circ \boldsymbol{G}^{-1}, w_{h}:=\widehat{w}_{h} \circ \boldsymbol{G}^{-1}$ and

$$
\frac{\partial^{2} v_{h}}{\partial x_{i}^{2}}=\sum_{j, k=1}^{d} \frac{\partial^{2} \widehat{v}_{h} \circ \boldsymbol{G}^{-1}}{\partial \eta_{j} \partial \eta_{k}}\left[J_{\boldsymbol{G}}^{-1}\right]_{k, i}\left[J_{\boldsymbol{G}}^{-1}\right]_{j, i}+\sum_{j=1}^{d} \frac{\partial \widehat{v}_{h} \circ \boldsymbol{G}^{-1}}{\partial \eta_{j}} \frac{\partial\left[J_{\boldsymbol{G}}^{-1}\right]_{j, i}}{\partial \eta_{i}},
$$

we can rewrite $\mathcal{K}_{t}$ and $\mathcal{K}_{s}$ as

$$
\mathcal{K}_{t}\left(v_{h}, w_{h}\right)=\int_{0}^{1} \int_{\widehat{\Omega}} c_{d+1} \partial_{\tau} \widehat{v}_{h} \partial_{\tau} \widehat{w}_{h} \mathrm{~d} \widehat{\Omega} \mathrm{~d} \tau, \quad \mathcal{K}_{s}\left(v_{h}, w_{h}\right)=\mathcal{K}_{s, 1}\left(\widehat{v}_{h}, \widehat{w}_{h}\right)+\mathcal{K}_{s, 2}\left(\widehat{v}_{h}, \widehat{w}_{h}\right)
$$

where

$$
\begin{aligned}
\mathcal{K}_{s, 1}\left(\widehat{v}_{h}, \widehat{w}_{h}\right):= & \sum_{k=1}^{d} \int_{0}^{1} \int_{\widehat{\Omega}} c_{k} \frac{\partial^{2} \widehat{v}_{h}}{\partial \eta_{k}^{2}} \frac{\partial^{2} \widehat{w}_{h}}{\partial \eta_{k}^{2}} \mathrm{~d} \widehat{\Omega} \mathrm{~d} \tau, \\
\mathcal{K}_{s, 2}\left(\widehat{v}_{h}, \widehat{w}_{h}\right):= & \sum_{\substack{r, s=1 \\
r \neq s}}^{d} \sum_{j, k=1}^{d} \int_{0}^{1} \int_{\widehat{\Omega}} g_{r s j k}^{1} \frac{\partial^{2} \widehat{v}_{h}}{\partial \eta_{k} \partial \eta_{j}} \frac{\partial^{2} \widehat{w}_{h}}{\partial \eta_{r} \partial \eta_{s}} \mathrm{~d} \widehat{\Omega} \mathrm{dt}+\sum_{j, k=1}^{d} \int_{0}^{1} \int_{\widehat{\Omega}} g_{j k}^{2} \frac{\partial \widehat{v}_{h}}{\partial \eta_{k}} \frac{\partial \widehat{w}_{h}}{\partial \eta_{j}} \mathrm{~d} \widehat{\Omega} \mathrm{dt} \\
& +\sum_{r=1}^{d} \sum_{j, k=1}^{d} \int_{0}^{1} \int_{\widehat{\Omega}} g_{r j k}^{3}\left(\frac{\partial^{2} \widehat{v}_{h}}{\partial \eta_{k} \partial \eta_{j}} \frac{\partial \widehat{w}_{h}}{\partial \eta_{r}}+\frac{\partial^{2} \widehat{w}_{h}}{\partial \eta_{k} \partial \eta_{j}} \frac{\partial \widehat{v}_{h}}{\partial \eta_{r}}\right) \mathrm{d} \widehat{\Omega} \mathrm{dt}
\end{aligned}
$$

and where we have defined

$$
\begin{equation*}
c_{k}:=\left(\left\|\left[J_{\boldsymbol{G}}^{-1}\right]_{, k}\right\|_{2}\right)^{4}\left|\operatorname{det}\left(J_{\boldsymbol{F}}\right)\right| T \quad \text { for } k=1, \ldots, d, \quad c_{d+1}:=\left|\operatorname{det}\left(J_{\boldsymbol{F}}\right)\right| T^{-1}, \tag{4.4.7}
\end{equation*}
$$

while $g_{r s j k}^{1}, g_{j k}^{2}, g_{r j k}^{3}$ are functions that depend on the parametrization $\boldsymbol{G}$.
The preconditioner will be based on an approximation of $\mathcal{K}_{t}+\mathcal{K}_{s, 1}$ only. In particular we approximate $c_{k}$, for $k=1, \ldots, d+1$ as

$$
\begin{align*}
& c_{k}(\boldsymbol{\eta}, \tau) \approx \mu_{1}\left(\eta_{1}\right) \ldots \mu_{k-1}\left(\eta_{k-1}\right) \omega_{k}\left(\eta_{k}\right) \mu_{k+1}\left(\eta_{k+1}\right) \ldots \mu_{d}\left(\eta_{d}\right) \mu_{d+1}(\tau) \quad \text { for } k=1, \ldots, d, \\
& c_{d+1}(\boldsymbol{\eta}, \tau) \approx \mu_{1}\left(\eta_{1}\right) \ldots \mu_{d}\left(\eta_{d}\right) \omega_{d+1}(\tau) \tag{4.4.8}
\end{align*}
$$

The functions $c_{k}$ in (4.4.8) are first interpolated by constants in each element and then the construction of the univariate factors $\mu_{k}$, and $\omega_{k}$ is performed by the separation of variable algorithm detailed in the Appendix A. The resulting computational cost is therefore proportional to the number of elements, which for smooth splines is roughly equal to $N_{d o f}$, and independent of the degrees $p_{s}$ and $p_{t}$. As a consequence, the computation of (4.4.8) has a negligible cost in the whole iterative strategy. This first step leads to a matrix of this form

$$
\overline{\mathbf{P}^{\boldsymbol{G}}}:=\widehat{K}_{t}^{\boldsymbol{G}} \otimes \widehat{M}_{s}^{\boldsymbol{G}}+\widehat{M}_{t}^{\boldsymbol{G}} \otimes \widetilde{L}_{s}^{\boldsymbol{G}}
$$

where, referring to (4.2.1) for the notation of the basis functions, for $i, j=1, \ldots, n_{t}$,

$$
\begin{align*}
& {\left[\widehat{K}_{t}^{\boldsymbol{G}}\right]_{i, j}:=\int_{0}^{1} \omega_{d+1}(\tau) \widehat{b}_{i, p_{t}}^{\prime}(\tau) \widehat{b}_{j, p_{t}}^{\prime}(\tau) \mathrm{d} \tau, \quad\left[\widehat{M}_{t}^{\boldsymbol{G}}\right]_{i, j}:=\int_{0}^{1} \mu_{d+1}(\tau) \widehat{b}_{i, p_{t}}(\tau) \widehat{b}_{j, p_{t}}(\tau) \mathrm{d} \tau}  \tag{4.4.9}\\
& \widetilde{L}_{s}^{G}:=\sum_{k=1}^{d} \widehat{M}_{d}^{\boldsymbol{G}} \otimes \cdots \otimes \widehat{M}_{k+1}^{\boldsymbol{G}} \otimes \widehat{L}_{k}^{G} \otimes \widehat{M}_{k-1}^{G} \otimes \cdots \otimes \widehat{M}_{1}^{\boldsymbol{G}}, \quad \widehat{M}_{s}^{\boldsymbol{G}}:=\widehat{M}_{d}^{\boldsymbol{G}} \otimes \cdots \otimes \widehat{M}_{1}^{G},
\end{align*}
$$

with for $i, j=1, \ldots, n_{s, k}$ and $k=1, \ldots, d$,

$$
\begin{equation*}
\left[\widehat{L}_{k}^{G}\right]_{i, j}:=\int_{0}^{1} \omega_{k}\left(\eta_{k}\right) \widehat{b}_{i, p_{s}}^{\prime \prime}\left(\eta_{k}\right) \widehat{b}_{j, p_{s}}^{\prime \prime}\left(\eta_{k}\right) \mathrm{d} \eta_{k}, \quad\left[\widehat{M}_{k}^{G}\right]_{i, j}:=\int_{0}^{1} \mu_{k}\left(\eta_{k}\right) \widehat{b}_{i, p_{s}}\left(\eta_{k}\right) \widehat{b}_{j, p_{s}}\left(\eta_{k}\right) \mathrm{d} \eta_{k} \tag{4.4.10}
\end{equation*}
$$

The matrix $\overline{\mathbf{P}^{\boldsymbol{G}}}$ maintains the Kronecker structure of (4.4.3) and Algorithm 3 can still be used to compute its application.

Finally, as in [81], we apply a diagonal scaling and we define the preconditioner as $\mathbf{P}^{G}:=\mathbf{D}^{1 / 2} \overline{\mathbf{P}^{G}} \mathbf{D}^{1 / 2}$ where $\mathbf{D}$ is the diagonal matrix whose diagonal entries are $[\mathbf{D}]_{i, i}:=$ $[\mathbf{A}]_{i, i} /\left[\overline{\mathbf{P}^{\boldsymbol{G}}}\right]_{i, i}$.

Remark 4.2. For the model problem considered in this chapter, the approximation of the geometry parametrization in the time direction is trivial. Notice that the coefficients in (4.4.7) do not depend on $\tau$. Indeed, in our case it holds

$$
K_{t}=\frac{1}{T} \widehat{K}_{t}, \quad M_{t}=T \widehat{M}_{t},
$$

and hence we could set explicitly $\widehat{K}_{t}^{G}=K_{t}$ and $\widehat{M}_{t}^{\boldsymbol{G}}=M_{t}$, which is exact. However, we want to present the more general approximating strategy above which could be used also when the spatial geometry or equation's coefficients depend on time.

### 4.4.4 Computational cost and memory consumption of the linear solver

The cost of our preconditioning strategies consists of two parts: setup cost and application cost.

The setup cost of both $\mathbf{P}$ and $\mathbf{P}^{G}$ includes the eigendecomposition of the pencils ( $\widehat{L}_{i}, \widehat{M}_{i}$ ) and $\left(\widehat{K}_{t}, \widehat{M}_{t}\right)$ or $\left(\widehat{L}_{i}^{G}, \widehat{M}_{i}^{G}\right)$ and $\left(\widehat{K}_{t}^{\boldsymbol{G}}, \widehat{M}_{t}^{\boldsymbol{G}}\right)$, respectively, that is, Step 1 of Algorithm 1. If we
assume for simplicity that $\widehat{L}_{i}, \widehat{M}_{i}, \widehat{L}_{i}^{G}, \widehat{M}_{i}^{G}$ for $i=1, \ldots, d$ have size $n_{s} \times n_{s}$ and that $\widehat{K}_{t}$, $\widehat{M}_{t}, \widehat{K}_{t}^{G}$ and $\widehat{M}_{t}^{G}$ have size $n_{t} \times n_{t}$, then the cost of the eigendecomposition is $O\left(d n_{s}^{3}+n_{t}^{3}\right)$ FLOPs. This cost is optimal for $d=2$ and negligible for $d=3$, provided that $n_{t} \approx n_{s}$. For $\mathbf{P}^{\boldsymbol{G}}$, we also have to include in the setup cost the creation of the diagonal matrix $\mathbf{D}$, which is negligible, and the construction of the $2(d+1)$ univariate approximations $\mu_{1}, \ldots, \mu_{d+1}$ and $\omega_{1}, \ldots, \omega_{d+1}$, that are used to incorporate some geometry information into the preconditioner. As explained in Section 4.4.3, this has a cost which is $O\left(N_{d o f}\right)$ FLOPs.

The application of $\mathbf{P}$ and $\overline{\mathbf{P}^{\boldsymbol{G}}}$, is performed by Algorithm 3, Steps 2-4. Step 2 and Step 4 are efficiently performed exploiting property (2.2.5) and they need a total of $4\left(d n_{s}^{d+1} n_{t}+\right.$ $\left.n_{t}^{2} n_{s}^{d}\right)=4 N_{d o f}\left(d n_{s}+n_{t}\right)$ FLOPs, while Step 3 has an optimal cost, as it requires $O\left(N_{d o f}\right)$ FLOPs. Thus, the total cost of Algorithm 1 is $4 N_{d o f}\left(d n_{s}+n_{t}\right)+O\left(N_{d o f}\right)$ FLOPs. The non-optimal dominant cost is given by the dense matrix-matrix products of Step 2 and Step 4, which, however, are usually implemented on modern computers in a high-efficient way, as they are BLAS level 3 operations. In our numerical tests, the overall serial computational time grows almost as $O\left(N_{d o f}\right)$ up to the largest problem considered, as we will show in Section 4.5.

Clearly, the computational cost of each iteration of the CG solver depends on both the preconditioner application and the residual computation. For the sake of completeness, we also discuss the cost of the residual computation, which consists in the multiplication between A and a vector. Note that this multiplication can be computed by exploiting the special structure (4.3.22) and the formula (2.2.4). In this case, we do not need to compute and store the whole matrix A, but only its factors $K_{t}, S_{t}, M_{t}, K_{s}, L_{s}$ and $M_{s}$. With this matrixfree approach, noting that the time matrices $K_{t}, S_{t}, M_{t}$ are banded matrices with a band of width $2 p_{t}+1$ and the spatial matrices $K_{s}, L_{s}, M_{s}$ have a number of non-zeros per row approximately equal to $\left(2 p_{s}+1\right)^{d}$, the computational cost of a single matrix-vector product is $6\left[\left(2 p_{s}+1\right)^{d}+2 p_{t}+1\right] N_{d o f} \approx 6(2 p+1)^{d} N_{d o f}$, if $p=p_{s} \approx p_{t}$. Even if this cost is lower than what one would get by using A explicitly, the comparison with the cost of the preconditioner shows that the residual computation easily turns out to be the dominant cost of the iterative solver (see Table 4.3 in Section 4.5). This issue was already recognized in [93, 81] (see also Chapter 3).

We now analyze the memory consumption. For the preconditioner, we need to store the eigenvector matrices $U_{t}, U_{1}, \ldots, U_{d}$ and the diagonal eigenvalue matrix $\left(\Lambda_{t} \otimes I_{n_{s}^{d}}+I_{n_{t}} \otimes \Lambda_{s}\right)$. The memory required is

$$
n_{t}^{2}+d n_{s}^{2}+N_{d o f}
$$

For the system matrix, we need to store the matrices $K_{t}, M_{t}, M_{s}, K_{s}$ and $L_{s}$ (the storage of $S_{t}$ is negligible). The memory required is roughly

$$
2\left(2 p_{t}+1\right) n_{t}+3\left(2 p_{s}+1\right)^{d} N_{s} .
$$

These numbers show that memory-wise our space-time strategy is very appealing when compared to other approaches, even when spatial and time variables are discretized separately, e.g., with finite differences in time or other time-stepping schemes. To see this, take $d=3$ and $p_{t} \approx p_{s}=p$, and assume $n_{t}^{2} \leq C p^{3} N_{s}$. In this case, the total memory consumption is then $O\left(p^{3} N_{s}+N_{d o f}\right)$ which is the memory required to store the Galerkin matrices associated to spatial variables, plus the memory required to store the solution of the problem.

We emphasize that it is possible, though beyond the scope of this work, to take the matrixfree paradigm one step further by using the approach developed in [94]. Using this approach, where even the factors of $\mathbf{A}$ as in (4.3.22) are not needed, would significantly improve the overall iterative solver in terms of memory and computational cost (both for the setup and for the matrix-vector computations).

### 4.5 Numerical results

In this section, we show numerical experiments that confirm the convergence behaviour (4.3.20) of the least-squares approximation method defined in Section 4.3.3, and then we present some numerical results regarding the performance of our preconditioner.

The tests are performed with Matlab R2015a and GeoPDEs toolbox [111], on a Intel Core i7-5820K processor, running at 3.30 GHz , with 64 GB of RAM.

In Algorithm 3, the eigendecomposition of Step 1 is done by eig Matlab function, while the multiplications of Kronecker matrices, appearing in Step 2 and 4, are performed by Tensorlab toolbox [102]. We fix the tolerance of CG equal to $10^{-8}$ and the initial guess equal to the null vector in all tests.

We set $h_{s}=h_{t}=: h$, and we denote the number of subdivisions in each parametric direction by $n_{\text {sub }}$.

### 4.5.1 Orders of convergence

We perform accuracy tests in a 2D spatial domain since the calculation of the numerical errors on 3D spatial domains is expensive in terms of computational time, when element-wise Gaussian quadrature is adopted. We set $T=1$ and we consider a 2D spatial domain: the quarter of annulus with internal radius equal to 1 and external radius equal to 2 (see Figure 4.1a). The initial and Dirichlet boundary conditions and the source term $f$ are fixed such that the exact solution is $u=-\left(x^{2}+y^{2}-1\right)\left(x^{2}+y^{2}-4\right) x y^{2} \sin (\pi t)$. We solved the linear system with Matlab direct solver (backslash " $\backslash$ " operator). Figure 4.2 a shows the $\|\cdot\| \mathcal{V}_{0}$ relative errors with splines of degree $p_{s}=p_{t}$ from 2 to 6 : the rate of convergence of $O\left(h^{p_{t}-1}\right)$ confirms the results of Theorem 4.3. As predicted by the theory, if we increase the degree of spatial B-splines and we set $p_{s}=p_{t}+1$, we can gain an order of convergence. Indeed, Figure 4.2 b shows that in this case the $\|\cdot\| \mathcal{V}_{0}$ relative errors have order $p_{t}$.

Even if theoretical results do not cover this case, we also analyze in Figures 4.2c and 4.2d the error behaviour for $p_{t}=p_{s}$ in $L^{2}(\Omega \times[0, T])$ and $H^{1}(\Omega \times[0, T])$ norms, respectively. While the $H^{1}$ errors are optimal for every $p_{t}$ considered, i.e. they are of order $p_{t}$ for $p_{t} \geq 2$, the orders of convergence in $L^{2}$ norm are optimal and thus equal to $p_{t}+1$, only for $p_{t} \geq 3$. The suboptimal behaviour of the error in $L^{2}$ norm for $p_{t}=p_{s}=2$ is in fact consistent with the Aubin-Nitsche type estimate and with the a-priori error estimates for fourth-order PDEs (see in particular the classical result [105, Theorem 3.7]).

### 4.5.2 Performance of the preconditioner

To assess the performance of our preconditioning strategy, we set $T=1$ and we focus on two 3 D spatial domains $\Omega \subset \mathbb{R}^{3}$, represented in Figure 4.1 b and Figure 4.1 c : the cube and the rotated quarter of annulus, respectively. As a comparison, we also consider as preconditioner for CG the Incomplete Cholesky with zero fill-in $(\operatorname{IC}(0))$ factorization of $\mathbf{A}$, that is executed by the Matlab routine ichol. Tables 4.1 and 4.2 report the number of iterations and the total solving time, that includes the setup time of the preconditioner. The symbol " $*$ " is used when the construction of the matrix $\mathbf{A}$ or its matrix factors go out-of-memory. We force the execution to be sequential and to use only a single computational thread.

As discussed in the previous section, the matrix-vector products of CG are computed in a matrix-free way using its factors as in (4.3.22). Matrix $\mathbf{A}$ is still assembled in order to use the $\mathrm{IC}(0)$ preconditioner. In any case, the assembly times are never included in the reported times.

For simplicity, we consider only the case where $p_{s}=p_{t}$. The case where $p_{s}=p_{t}+1$ will lead to a computational cost that is of the same order of the case $p_{t}=p_{s}$, as it can be inferred from Section 4.4.4.


(c) Rotated quarter of annulus.

Figure 4.1: Space-time least-squares. Computational domains.


Figure 4.2: Space-time least-squares. Relative errors.

Cube. We first consider the domain $\widehat{\Omega}=\Omega=(0,1)^{3}$ (Figure 4.1b). Note that in this case we have that $[\mathbf{P}]_{i, j}=\widehat{\mathcal{P}}\left(\widehat{B}_{i, \boldsymbol{p}}, \widehat{B}_{j, \boldsymbol{p}}\right)=\mathcal{P}\left(B_{i, \boldsymbol{p}}, B_{j, \boldsymbol{p}}\right)$. We set homogeneous Dirichlet and zero initial boundary conditions and we fix $f$ such that the exact solution is $u=$ $\sin (\pi x) \sin (\pi y) \sin (\pi z) \sin (t)$.

Table 4.1 shows the performance of $\mathbf{P}$ and $\mathrm{IC}(0)$ preconditioners in the case $p_{t}=p_{s}$. The number of iterations obtained with $\mathbf{P}$ are stable w.r.t $p_{t}$ and $n_{\text {sub }}$.

Even if the number of iterations of our strategy might be larger than that of $\operatorname{IC}(0)$, the overall computational time is significantly lower, up to two orders of magnitude for the problems considered. This is due to the higher setup and application cost of the $\operatorname{IC}(0)$ preconditioner.

Rotated quarter of annulus. Finally, we consider as computational domain $\Omega$ a quarter of annulus with center in the origin, internal radius 1 and external radius 2, rotated along the axis $\{(x,-1,0) \mid x \in \mathbb{R}\}$ by $\pi / 2$ (see Figure 4.1c). Boundary data and forcing function are set such that the exact solution is $u=-\left(x^{2}+y^{2}-1\right)\left(x^{2}+y^{2}-4\right) x y^{2} \sin (z) \sin (t)$.

Table 4.2 shows the results of CG coupled with $\mathbf{P}, \mathbf{P}^{G}$ or IC(0) preconditioner. From the spectral estimates of Theorem 4.4, we know that the geometry parametrization $\boldsymbol{G}$, which in this case is not trivial, plays a key-role in the performance of $\mathbf{P}$. This is confirmed by the results of Table 4.2: the number of iterations is higher than the ones obtained in the cube domain, where $\boldsymbol{G}$ is the identity map (see Table 4.1). However, the inclusion of some geometry information, and thus the use of $\mathbf{P}^{G}$ as a preconditioner, improves the performances, as we can see from the middle table of Table 4.2. Moreover, we show that $\operatorname{IC}(0)$ is not competitive neither with $\mathbf{P}$ nor with $\mathbf{P}^{G}$, in terms of computational time.

For the last domain, we analyze the percentage of computation time of a $\mathbf{P}^{G}$ application with respect to the overall CG time. The results, reported in Table 4.3, show that the time

|  | $\mathbf{P}+\mathrm{CG} p_{t}=p_{s}$ Iterations / Time |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $n_{\text {sub }}$ | $p_{t}=2$ | $p_{t}=3$ | $p_{t}=4$ | $p_{t}=5$ |
| 8 | $9 / 0.06$ | $11 / 0.07$ | $11 / 0.18$ | $11 / 0.28$ |
| 16 | $11 / 0.27$ | $11 / 0.69$ | $12 / 1.80$ | 12 / 3.80 |
| 32 | $12 / 5.10$ | 12/13.37 | 12 / 27.31 | 12 / 52.95 |
| 64 | $13 / 100.09$ | 13/227.93 | 13 / 458.86 | 13 / 924.44 |
| 128 | 13 / 2012.94 | 13 / 4235.96 | * | * |
|  | $\mathrm{IC}(0)+\mathrm{CG} p_{t}=p_{s}$ Iterations / Time |  |  |  |
| $n_{\text {sub }}$ | $p_{t}=2$ | $p_{t}=3$ | $p_{t}=4$ | $p_{t}=5$ |
| 8 | $9 / 0.18$ | $7 / 1.69$ | 6 / 14.04 | $6 / 80.39$ |
| 16 | $22 / 5.01$ | 16 / 45.54 | 12 / 355.99 | 10 / 1913.90 |
| 32 | $64 / 157.05$ | * | * | * |

Table 4.1: Space-time least-squares. Cube domain with $p_{t}=p_{s}$. Performance of $\mathbf{P}+\mathrm{CG}$ (upper table) and of $\mathrm{IC}(0)+\mathrm{CG}$ (lower table).
spent in the preconditioner application takes only a little amount of the overall solving time. The dominant cost, in this implementation is due to the matrix-vector products of the residual computation, that is the other main operation performed in a CG cycle.

Since we are primarily interested in the preconditioner performance, in Figure 4.3 we report in a $\log -\log$ scale the computational times required for the setup and for a single application of $\mathbf{P}^{G}$ versus the number of degrees-of-freedom. We see that the setup time is clearly asymptotically proportional to $N_{d o f}$, as expected. Remarkably, the single application time grows slower than the expected theoretical cost $O\left(N_{d o f}^{5 / 4}\right)$; indeed, it grows almost as the optimal rate $O\left(N_{d o f}\right)$, even for the largest problems tested. As already mentioned, this is likely due to the high efficiency of the BLAS level 3 routines that perform the computational core of the application of the preconditioner.

### 4.6 Conclusions

In this chapter, we have proposed and studied a least-squares method for the heat equation, that allows us to design an innovative preconditioner in the framework of Isogeometric Analysis. Even though we adopt a global-in-time space-time formulation, based on smooth splines in space and time, the preconditioner $\mathbf{P}$ that we have presented is highly efficient both in terms of FLOPs and memory, thanks to its matrix representation as suitable sum of Kronecker products, leading to a Sylvester-like problem.

The computational cost of the preconditioner setup is at most $O\left(N_{d o f}\right)$ FLOPs while its application is $O\left(N_{d o f}^{1+1 / d}\right)$ FLOPs. In our numerical benchmarks the computational time, for serial single-core execution, is in fact close to $O\left(N_{d o f}\right)$, with no dependence on $p$. The proposed preconditioner $\mathbf{P}$ is indeed robust with respect to the spline degree and its variant, denoted with $\mathbf{P}^{\boldsymbol{G}}$, has a good performance also when the geometry parametrization $\boldsymbol{G}$ of the patch is not trivial.

The storage cost is instead $O\left(p^{d} N_{s}+N_{d o f}\right)$, under the reasonable assumption that $n_{t}^{2} \leq$ $C p^{d} N_{s}$. We emphasize that is roughly the same storage cost that one would get by discretizing separately in space and time.

|  | $\mathbf{P}+\mathrm{CG} \quad p_{t}=p_{s}$ |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Iterations / Time |  |  |  |  |  |  |
| $n_{\text {sub }}$ | $p_{t}=2$ |  | $p_{t}=3$ |  | $p_{t}=4$ |  |
| 8 | $107 /$ | 0.21 | $107 /$ | 0.48 | $114 / r$ | 1.17 |


|  | $\mathbf{P}^{\boldsymbol{G}}+\mathrm{CG} p_{t}=p_{s}$ Iterations $/$ Time |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $n_{\text {sub }}$ | $p_{t}=2$ | $p_{t}=3$ | $p_{t}=4$ | $p_{t}=5$ |
| 8 | $24 / 0.09$ | $24 / 0.13$ | $26 / 0.37$ | $26 / 0.60$ |
| 16 | $35 / 0.77$ | $34 / 1.96$ | $33 / 4.62$ | $33 / 9.35$ |
| 32 | $42 / 17.03$ | $41 / 39.57$ | $40 / 82.35$ | $41 / 161.73$ |
| 64 | $46 / 333.20$ | $44 / 716.03$ | $49 / 1577.55$ | $53 / 3384.08$ |
| 128 | $48 / 6767.08$ | $50 / 14814.09$ | * | * |


|  | $\mathrm{IC}(0)+\mathrm{CG} p_{t}=p_{s}$ |  |  |  | Iterations $/$ Time |
| ---: | :---: | :---: | :---: | :---: | :---: |
| $n_{\text {sub }}$ | $p_{t}=2$ |  | $p_{t}=3$ | $p_{t}=4$ | $p_{t}=5$ |
| 8 | $11 /$ | 0.17 | $8 / \quad 1.71$ | $7 / 13.96$ | $6 / r$ |
| 16 | $29 /$ | 5.52 | $18 / 45.22$ | $14 / 377.47$ | $11 / 1895.55$ |
| 32 | $86 / 185.08$ | $*$ | $*$ | $*$ |  |

Table 4.2: Space-time least-squares. Rotated quarter domain with $p_{t}=p_{s}$. Performance of $\mathbf{P}+\mathrm{CG}$ (upper table), $\mathbf{P}^{\boldsymbol{G}}+\mathrm{CG}$ (middle table) and of IC(0) +CG (lower table).

|  | $\mathbf{P}^{\boldsymbol{G}}$ |  |  |  |
| ---: | :---: | :---: | :---: | :---: |
| $n_{\text {sub }}$ | $p_{t}=2$ | $p_{t}=3$ | $p_{t}=4$ | $p_{t}=5$ |
| 8 | $35.86 \%$ | $20.66 \%$ | $10.85 \%$ | $7.05 \%$ |
| 16 | $17.90 \%$ | $8.10 \%$ | $3.95 \%$ | $2.28 \%$ |
| 32 | $14.25 \%$ | $7.35 \%$ | $4.05 \%$ | $2.49 \%$ |
| 64 | $17.28 \%$ | $8.75 \%$ | $4.67 \%$ | $2.52 \%$ |
| 128 | $23.98 \%$ | $12.21 \%$ | $*$ | $*$ |

TABLE 4.3: Space-time least-squares. Rotated quarter domain with $p_{t}=p_{s}$. Percentage of computational time of the preconditioner $\mathbf{P}^{G}$ application in the overall CG cycle.


Figure 4.3: Space-time least-squares. Rotated quarter domain with $p_{t}=p_{s}$. Setup times and single application times of $\mathbf{P}^{G}$.

Our approach could be coupled with a matrix-free idea (see [94]), and this is expected to further improve the efficiency of the overall method. Everything is well-suited for parallelization: even though in this chapter we do not consider parallel implementation, this is a promising research direction for the future.

### 4.7 Technical results

### 4.7.1 Smooth approximation of $\widehat{\mathcal{V}}_{0}$

In this section we prove the density of spaces of smooth functions, with boundary conditions, in suitable Sobolev spaces on the parametric domain. The first result concerns $H_{0}^{1} \cap H^{2}$.

Lemma 4.6. Let $Q:=\widehat{\Omega} \times(a, b)$ be an open $(d+1)$-dimensional box. Then, the space $C^{\infty}(\bar{Q}) \cap H_{0}^{1}(Q)$ is dense in $H^{2}(Q) \cap H_{0}^{1}(Q)$.

Proof. Let $w \in H^{2}(Q) \cap H_{0}^{1}(Q)$ and $g:=-\Delta w \in L^{2}(Q)$. Clearly, $w$ solves, in a weak sense,

$$
\left\{\begin{aligned}
-\Delta w=g & \text { in } Q \\
w=0 & \text { on } \partial Q
\end{aligned}\right.
$$

Let $g_{n} \in C_{0}^{\infty}(Q)$ such that $g_{n} \rightarrow g$ in $L^{2}(Q)$ and let $w_{n} \in H_{0}^{1}(Q)$ be the weak solution of

$$
\left\{\begin{array}{cl}
-\Delta w_{n}=g_{n} & \text { in } Q \\
w_{n}=0 & \text { on } \partial Q
\end{array}\right.
$$

Then $w_{n} \rightarrow w$ in $H^{2}(Q)$. Note that $w_{n}$ is defined on $\bar{Q}$, vanishes on its boundary $\partial Q$ and is harmonic in a inner neighborhood of $\partial Q$ because $g_{n}$ has compact support, thus, employing recursively Schwarz reflection (see, e.g., [49, Exercise 9, Section 2.5] and [22, Remarque 10 , Section IX.2]) we can extend $w_{n}$ outside $\bar{Q}$, such that this extension is harmonic in a neighborhood of $\partial Q$. It follows that $w_{n} \in C^{\infty}(\bar{Q})$.

The second result focuses on the space which is needed for our least-squares formulation, that is, $H^{2}$ in space and $H^{1}$ in time, endowed with homogeneous initial and boundary conditions. This is used to show, in Theorem 4.2, the convergence of our method.

Lemma 4.7. Let

$$
\widehat{\mathcal{V}}_{0}=\left\{v \in\left[\left(H^{2}(\widehat{\Omega}) \cap H_{0}^{1}(\widehat{\Omega})\right) \otimes L^{2}(0,1)\right] \cap\left[L^{2}(\widehat{\Omega}) \otimes H^{1}(0,1)\right] \mid v=0 \text { on } \widehat{\Omega} \times\{0\}\right\}
$$

be a Hilbert space endowed with the norm

$$
\|v\|_{\widehat{\mathcal{V}}_{0}}^{2}:=\int_{0}^{1}\|\Delta v(\cdot, \tau)\|_{L^{2}(\widehat{\Omega})}^{2} \mathrm{~d} \tau+\int_{0}^{1}\left\|\partial_{\tau} v(\cdot, \tau)\right\|_{L^{2}(\widehat{\Omega})}^{2} \mathrm{~d} \tau
$$

Then, the space $C^{\infty}\left([0,1]^{d+1}\right) \cap \widehat{\mathcal{V}}_{0}$ is dense in $\widehat{\mathcal{V}}_{0}$.
Proof. Consider a given $w \in \widehat{\mathcal{V}}_{0}$ as the solution of a heat problem on the parametric domain $\widehat{\Omega} \times(0,1)=(0,1)^{d+1}$, with datum $g:=\left(\partial_{t} w-\Delta w\right) \in L^{2}\left((0,1)^{d+1}\right)$, i.e.

$$
\begin{cases}\partial_{t} w-\Delta w=g & \text { in } \quad \widehat{\Omega} \times(0,1)  \tag{4.7.1}\\ w=0 & \text { on } \partial \widehat{\Omega} \times(0,1) \\ w=0 & \text { in } \quad \widehat{\Omega} \times\{0\}\end{cases}
$$

Let $g_{n} \in C_{0}^{\infty}\left((0,1)^{d+1}\right)$ such that $g_{n} \rightarrow g$ in $L^{2}\left((0,1)^{d+1}\right)$ and let $w_{n}$ be the solution of the same heat problem (4.7.1) with datum $g_{n}$. Following the proof of Theorem 4.1 applied in $\widehat{\Omega} \times(0,1)$, we get $w_{n} \rightarrow w$ in $\widehat{\mathcal{V}}_{0}$ while, by [49, Chapter 7 , Theorem 6$]$, we also get $w_{n} \in L^{2}(\widehat{\Omega}) \otimes H^{2}(0,1)$.

We use now Lemma 4.6 to approximate $w_{n}$. Fix $\delta>0$ and consider an extension $z_{n}$ of $w_{n}$ and $z_{n} \in\left[\left(H^{2}(\widehat{\Omega}) \cap H_{0}^{1}(\widehat{\Omega})\right) \otimes L^{2}(0,1+\delta)\right] \cap\left[L^{2}(\widehat{\Omega}) \otimes H^{2}(0,1+\delta)\right]$ such that $z_{n}(\cdot, 1+\delta)=$ 0. ${ }^{2}$ Now observe that $z_{n}$ is a function in $H^{2}(\widehat{\Omega} \times(0,1+\delta)) \cap H_{0}^{1}(\widehat{\Omega} \times(0,1+\delta))$, we can then apply Lemma 4.6 to construct a sequence $z_{n, k} \in C^{\infty}\left([0,1]^{d} \times[0,1+\delta]\right) \cap H_{0}^{1}(\widehat{\Omega} \times(1+\delta))$ converging, as $k \rightarrow \infty$, to $z_{n}$ in the $H^{2}(\widehat{\Omega} \times(0,1+\delta))$ norm. The restriction of $z_{n, k}$ to $[0,1]^{d+1}$ belongs to the required space $C^{\infty}\left([0,1]^{d+1}\right) \cap \widehat{\mathcal{V}}_{0}$ and the sequence converges (as $k \rightarrow \infty)$ to $z_{n}$ in the $H^{2}\left((0,1)^{d+1}\right)$ norm, and thus in the $\widehat{\mathcal{V}}_{0}$-norm.

### 4.7.2 $\quad$ A variational formulation equivalent to (4.3.10)-(4.3.11)

In this section, we show that the least-squares space-time functional

$$
\begin{equation*}
\mathcal{E}_{L S}(v):=\frac{1}{2} \int_{0}^{T}\left\|\partial_{t} v(\cdot, t)-\Delta v(\cdot, t)-f(\cdot, t)\right\|_{L^{2}(\Omega)}^{2} \mathrm{dt} \quad \forall v \in \mathcal{V}_{0} \tag{4.7.2}
\end{equation*}
$$

that appears in the minimization problem (4.3.10), coincides with another space-time functional (4.7.3) appearing in the theory of gradient flows and curves of maximal slopes (see e.g., [1, 95]).

First, let us introduce the energy $\mathcal{J}: H_{0}^{1}(\Omega) \times[0, T] \rightarrow \mathbb{R}$ given by

$$
\mathcal{J}(w, t):=\int_{\Omega}\left(\frac{1}{2}|\nabla w(\boldsymbol{x})|^{2}-f(\boldsymbol{x}, t) w(\boldsymbol{x})\right) \mathrm{d} \Omega
$$

and assume, for the sake of simplicity, that $f \in H^{1}\left(0, T ; L^{2}(\Omega)\right)=L^{2}(\Omega) \otimes H^{1}(0, T)$. If $w \in H_{0}^{1}(\Omega) \cap H_{\Delta}(\Omega)$ then for all $z \in H_{0}^{1}(\Omega)$ and for all $t \in(0, T)$ by Green's formula we have

$$
\partial_{w} \mathcal{J}(w, t)[z]=\int_{\Omega}(-\Delta w(\boldsymbol{x})-f(\boldsymbol{x}, t)) z(\boldsymbol{x}) \mathrm{d} \Omega .
$$

Moreover, thanks to the regularity of $f$ we have

$$
\partial_{t} \mathcal{J}(w, t)=-\int_{\Omega} w(\boldsymbol{x}) \partial_{t} f(\boldsymbol{x}, t) \mathrm{d} \Omega
$$

At this point, let us see that the functional $\mathcal{E}_{L S}$ coincides with the following functional defined $\forall v \in \mathcal{V}_{0}$

$$
\begin{align*}
\mathcal{E}(v): & =\mathcal{J}(v(\cdot, T), T)+\frac{1}{2} \int_{0}^{T}\left(\left\|\partial_{t} v(\cdot, t)\right\|_{L^{2}(\Omega)}^{2}+\|\Delta v(\cdot, t)+f(\cdot, t)\|_{L^{2}(\Omega)}^{2}\right) \mathrm{dt} \\
& -\int_{0}^{T} \partial_{t} \mathcal{J}(v(\cdot, t), t) \mathrm{dt} . \tag{4.7.3}
\end{align*}
$$

[^1]For $v \in \mathcal{V}_{0}$ we know, e.g., by [23, Lemme 3.3], that the energy $t \mapsto \mathcal{J}(v(\cdot, t), t)$ is absolutely continuous and thus

$$
\begin{aligned}
\mathcal{J}(v(\cdot, T), T) & =\int_{0}^{T} \frac{\mathrm{~d}}{\mathrm{~d} t} \mathcal{J}(v(\cdot, t), t) \mathrm{dt}=\int_{0}^{T}\left(\partial_{w} \mathcal{J}(v(\cdot, t), t)\left[\partial_{t} v(\cdot, t)\right]+\partial_{t} \mathcal{J}(v(\cdot, t), t)\right) \mathrm{dt} \\
& =\int_{0}^{T} \int_{\Omega}(-\Delta v-f) \partial_{t} v \mathrm{~d} \Omega \mathrm{dt}-\int_{0}^{T} \int_{\Omega} v \partial_{t} f \mathrm{~d} \Omega \mathrm{dt}
\end{aligned}
$$

Then, we can re-write the least-squares functional (4.7.2) as follows:

$$
\begin{aligned}
\mathcal{E}_{L S}(v)= & \frac{1}{2} \int_{0}^{T}\left(\left\|\partial_{t} v(\cdot, t)\right\|_{L^{2}(\Omega)}^{2}+\|\Delta v(\cdot, t)+f(\cdot, t)\|_{L^{2}(\Omega)}^{2}\right) \mathrm{dt}-\int_{0}^{T} \int_{\Omega}(\Delta v+f) \partial_{t} v \mathrm{~d} \Omega \mathrm{dt} \\
= & \mathcal{J}(v(\cdot, T), T)+\frac{1}{2} \int_{0}^{T}\left(\left\|\partial_{t} v(\cdot, t)\right\|_{L^{2}(\Omega)}^{2}+\|\Delta v(\cdot, t)+f(\cdot, t)\|_{L^{2}(\Omega)}^{2}\right) \mathrm{dt} \\
& -\int_{0}^{T} \partial_{t} \mathcal{J}(v(\cdot, t), t) \mathrm{dt}=\mathcal{E}(v)
\end{aligned}
$$

As a consequence, the representation (4.3.21) in the discrete space $\mathcal{V}_{h, 0}$ holds also in the space $\mathcal{V}_{0}$, moreover, the bilinear form (4.3.12) turns out to be the Euler-Lagrange equation of the functional (4.7.3).

### 4.8 Some classical results

To help the reader going through the proofs of theorems, lemmas and propositions of Section 4.3.1 and Section 4.3.2, we report in this section some of the classical results we have used. For the sake of easiness, we decide to rewrite the original results with the notations of the present chapter. For the original statements, we refer to the corresponding works.

### 4.8.1 Results from [73]

We report the definition that we need for the following lemma, always referring to the original work [73] for more details and for an accurate definition of quadratic form and its proper values.

Definition 4.1 (Piecewise smooth surface with curvature bounded from below by the number $K$ (pag. 161)). A surface $S$ is said to be a piecewise smooth surface with curvature bounded from below by the number $K$ if the following two properties are satisfied:

1. $S$ is piecewise smooth with non null interior angles;
2. for almost every $x_{0} \in S$ there is a plane tangent to $S$ and the equation in local Cartesian coordinates of the neighborhood of $x_{0}$ has the form $y_{n}=\omega\left(y_{1}, \ldots, y_{n-1}\right)$, with $\omega$ two times differentiable (the axis $y_{n}$ is in the direction of the exterior normal derivative to $S$ at $x_{0}$ while the axes $y_{1}, \ldots, y_{n-1}$ are in the plane tangent to $S$ at $x_{0}$ ). We also require that the eigenvalues $\mu_{1}\left(x_{0}\right), \ldots, \mu_{n-1}\left(x_{0}\right)$ of the matrix $W$ with entries defined as $[W]_{k, l}=\frac{\partial^{2} \omega}{\partial y_{k} \partial y_{l}}$ for $k, l=1, \ldots, n-1$ evaluated at the point $x_{0}$ are bounded from below by a non negative constant $K \in \mathbb{R}$ as $\sup _{k=1, \ldots, n-1 ; x_{0} \in S}\left\{\mu_{k}\left(x_{0}\right)\right\} \leq-K$.
The lemma below is used in the proof of Proposition 4.1 and of Lemma 4.1.
Lemma 4.8 (Lemme 11.1 of Chapitre III). Let $\Omega \subset \mathbb{R}^{n}$ have piecewise bounded boundary with curvature bounded from below by the number $K$. Then, it holds

$$
\|u\|_{H^{2}(\Omega)} \leq c\left(\|\Delta u\|_{L^{2}(\Omega)}+\|u\|_{L^{2}(\Omega)}\right) \quad \forall u \in H_{0}^{1}(\Omega) \cap H^{2}(\Omega)
$$

where the constant $c$ depends only on $\Omega$.

### 4.8.2 Results from [59]

Theorem 3.2.1.2 of [59], that states the regularity of the solution of a Poisson problem in a convex domain, is reported below. We use this theorem in the proof of Lemma 4.1.

Theorem 4.5 (Theorem 3.2.1.2). Let $\Omega \subset \mathbb{R}^{n}$ be a convex, bounded and open subset of $\mathbb{R}^{n}$. Then for each $f \in L^{2}(\Omega)$, there exist a unique $u \in H^{2}(\Omega)$ solution of

$$
\begin{cases}-\Delta u=f & \text { in } \quad \Omega  \tag{4.8.1}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

### 4.8.3 Results from [49]

We first report the definition of weak solution for the heat equation, as it is defined in [49], then we recall the theorem that we employ in the proof of Theorem 4.1. In the following, as usually, we denote by $H^{-1}(\Omega)$ the dual space of $H_{0}^{1}(\Omega)$.

Definition 4.2 (Weak solution of the parabolic problem of in Chapter 7). A function $u \in$ $H_{0}^{1}(\Omega) \otimes L^{2}(0, T)$ with $\partial_{t} u \in H^{-1}(\Omega) \otimes L^{2}(0, T)$ is a weak solution of the problem

$$
\begin{cases}\partial_{t} u-\Delta u=f & \text { in } \quad \Omega \times(0, T)  \tag{4.8.2}\\ u=0 & \text { on } \partial \Omega \times(0, T) \\ u=0 & \text { in } \quad \Omega \times\{0\}\end{cases}
$$

with $f(\cdot, t) \in L^{2}(\Omega)$ for almost every $t \in[0, T]$ if the following two conditions are satisfied

- $\int_{\Omega} \partial_{t} u(\cdot, t) v \mathrm{~d} \Omega+\int_{\Omega} \nabla u(\cdot, t) \nabla v \mathrm{~d} \Omega=\int_{\Omega} f(\cdot, t) v \mathrm{~d} \Omega \forall v \in H_{0}^{1}(\Omega)$ and almost every $t \in[0, T]$,
- $u(\cdot, 0)=0$ almost everywhere in $\Omega$.

We now report the first statement of [49, Theorem 5, Chapter 7].
Theorem 4.6 (Theorem 5 in Chapter 7). Let $f \in L^{2}(\Omega) \otimes L^{2}(0, T)$. Suppose that $u \in H_{0}^{1}(\Omega) \otimes$ $L^{2}(0, T)$ with $\partial_{t} u \in H^{-1}(\Omega) \otimes L^{2}(0, T)$ is the weak solution of (4.8.2) as defined in Definition 4.2. Then we have that $u \in\left(H^{2}(\Omega) \otimes L^{2}(0, T)\right) \cap\left(H_{0}^{1}(\Omega) \otimes L^{\infty}(0, T)\right) \cap\left(L^{2}(\Omega) \otimes H^{1}(0, T)\right)$. Moreover it holds

$$
\|u\|_{H^{2}(\Omega) \otimes L^{2}(0, T)}+\|u\|_{L^{2}(\Omega) \otimes H^{1}(0, T)}+\|u\|_{H_{0}^{1}(\Omega) \otimes L^{\infty}(0, T)} \leq C\|f\|_{L^{2}(\Omega \times(0, T))}
$$

where $C$ is a constant that depends only on $\Omega$ and $T$.

### 4.8.4 Results from [23]

We report below the lemma of [23], in the simplified setting of this chapter, that allows us to prove Lemma 4.3.

Lemma 4.9 (Lemme 3.3). Let $u \in\left(\left(H_{0}^{1}(\Omega) \cap H^{2}(\Omega)\right) \otimes L^{2}(0, T)\right) \cap\left(L^{2}(\Omega) \otimes H^{1}(0, T)\right)$. Then the function $t \mapsto \frac{1}{2} \int_{\Omega}|\nabla u(\cdot, t)|^{2} \mathrm{~d} \Omega$ is absolutely continue in $[0, T]$.

## Chapter 5

## The heat equation: Galerkin method

In this chapter we focus again on the heat equation but, differently than the previous chapter, we consider a space-time Galerkin isogeometric discretization. We focus in particular on the plain Galerkin space-time method, whose well-posedness has been studied, for finite element discretizations and for the heat equation, in the recent papers [103] and [104]. As already seen in the previous chapter, a key issue, when adopting smooth approximation in space and time, is the design of an efficient solver for the space-time system, which is inherently global. This is indeed the aim of the work presented in this chapter. Exploiting the tensor product structure of the spline basis and assuming that the spatial domain does not change with time, the linear system has the structure

$$
\begin{equation*}
\gamma W_{t} \otimes M_{s}+\nu M_{t} \otimes K_{s} \tag{5.0.1}
\end{equation*}
$$

where $W_{t}$ is given by the Galerkin discretization of the time derivative, $K_{s}$ is given by the discretization of the Laplacian in the spatial variables, $M_{t}$ and $M_{s}$ are "mass matrices" in time and space, respectively, and $\gamma, \nu>0$ are constants of the problem. Adopting an iterative solver, we do not need to form the matrix (5.0.1) (observe that the cost of formation of the matrices in (5.0.1) is comparable to the cost of forming a steady-state diffusion matrix) but there is the need of an efficient preconditioning strategy. The main contribution of the work presented in this chapter of the thesis is the construction of a preconditioner for (5.0.1) generalizing the classical fast diagonalization method [77]. Indeed the fast diagonalization, as other fast solvers for (5.0.1), would require the eigendecomposition of the pencil ( $W_{t}, M_{t}$ ) which is numerically unstable. We circumvent this difficulty by introducing an ad-hoc factorization of the time matrices which allows to design a solver conceptually similar to the fast diagonalization method. The computational cost of the setup of the resulting preconditioner is $O\left(N_{d o f}\right)$ floating-point operations (FLOPs) while its application is $O\left(N_{d o f}^{1+1 / d}\right)$ FLOPs, where $d$ is the number of spatial dimensions and $N_{\text {dof }}$ denotes the total number of degrees-offreedom (assuming, for simplicity, to have the same number of degrees-of-freedom in time and in each spatial direction). Our numerical benchmarks show that the computing time (serial and single-core execution) is close to optimality, that is, proportional to $N_{d o f}$. The preconditioner is robust with respect to the polynomial degree. Furthermore, our approach is optimal in terms of memory requirement: denoting by $N_{s}$ the total number of degrees-of-freedom in space, the storage cost is $O\left(p^{d} N_{s}+N_{d o f}\right)$. We also remark that global space-time methods in principle facilitate the full parallelization of the solver, see [42, 54, 72]. A comparison between the $L^{2}$ least-squares variational formulation and the related preconditioner of the previous chapter and the Galerkin formulation and the related preconditioner of the current chapter is carried out in the numerical experiments, showing the higher efficiency of the plain Galerkin method.

The outline of this chapter is as follows. In Section 5.1 we recall the notations for the univariate and multivariate spline spaces while in Section 5.2 we present the isogeometric spaces we will use for the discretization. The model problem is introduced in Section 5.3 and in Section 5.4 we define the preconditioner and we discuss its application. We present the numerical results assessing the performance of the proposed preconditioner in Section 5.5. Finally, in the last section we draw some conclusions and we highlight some future research directions.

### 5.1 Notations and main assumptions for the spline spaces

In this section we summarize the notations and the assumptions for the univariate and multivariate spline spaces that we employ in the rest of the chapter.

We consider functions that depend on $d$ spatial variables and the time variable. Therefore we introduce $d+1$ univariate knot vectors $\Xi_{l}:=\left\{\xi_{l, 1} \leq \cdots \leq \xi_{l, m_{l}+p_{l}+1}\right\}$ for $l=1, \ldots, d$ and $\Xi_{t}:=\left\{\xi_{t, 1} \leq \cdots \leq \xi_{t, m_{t}+p_{t}+1}\right\}$. For the definition of univariate B-splines in each parametric direction we always refer to Section 2.1.1. Let $\boldsymbol{p}$ be the vector that contains the degree indexes, i.e. $\boldsymbol{p}:=\left(\boldsymbol{p}_{s}, p_{t}\right)$, where $\boldsymbol{p}_{s}:=\left(p_{s}, \ldots, p_{s}\right) \in \mathbb{N}^{d}$, that is, we assume to have the same polynomial degree in all spatial directions. Let $h_{s}$ be the maximal meshsize in all spatial knot vectors and let $h_{t}$ be the meshsize of the time knot vector. We assume that the following quasi-uniformity condition on the knot vectors holds.

Assumption 5.1. There exists $0<\alpha \leq 1$, independent of $h_{s}$ and $h_{t}$, such that each nonempty knot span ( $\xi_{l, i}, \xi_{l, i+1}$ ) fulfils $\alpha h_{s} \leq \xi_{l, i+1}-\xi_{l, i} \leq h_{s}$ for $1 \leq l \leq d$ and each non-empty knot-span $\left(\xi_{t, i}, \xi_{t, i+1}\right)$ fulfils $\alpha h_{t} \leq \xi_{t, i+1}-\xi_{t, i} \leq h_{t}$.

We then introduce the univariate spline spaces $\widehat{\mathcal{S}}_{h_{s}}^{p_{s}}$ and $\widehat{\mathcal{S}}_{h_{t}}^{p_{t}}$. The multivariate B-spline is defined as

$$
\widehat{B}_{i, p}(\boldsymbol{\eta}, \tau):=\widehat{B}_{i_{s}, p_{s}}(\boldsymbol{\eta}) \widehat{b}_{i_{t}, p_{t}}(\tau)
$$

where

$$
\begin{equation*}
\widehat{B}_{i_{s}, p_{s}}(\boldsymbol{\eta}):=\widehat{b}_{i_{1}, p_{s}}\left(\eta_{1}\right) \ldots \widehat{b}_{i_{d}, p_{s}}\left(\eta_{d}\right), \tag{5.1.1}
\end{equation*}
$$

$\boldsymbol{i}_{\boldsymbol{s}}:=\left(i_{1}, \ldots, i_{d}\right), \boldsymbol{i}:=\left(\boldsymbol{i}_{\boldsymbol{s}}, i_{t}\right)$ and $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{d}\right)$. The corresponding spline space is denoted as

$$
\widehat{\mathcal{S}}_{h}^{p}:=\operatorname{span}\left\{\widehat{B}_{i, \boldsymbol{p}} \mid i_{k}=1, \ldots, m_{k} \text { for } k=1, \ldots, d ; i_{t}=1, \ldots, m_{t}\right\},
$$

where $h:=\max \left\{h_{s}, h_{t}\right\}$. We have $\widehat{\mathcal{S}}_{h}^{p}=\widehat{\mathcal{S}}_{h_{s}}^{p_{s}} \otimes \widehat{\mathcal{S}}_{h_{t}}^{p_{t}}=\widehat{\mathcal{S}}_{h_{s}}^{p_{s}} \otimes \cdots \otimes \widehat{\mathcal{S}}_{h_{s}}^{p_{s}} \otimes \widehat{\mathcal{S}}_{h_{t}}^{p_{t}}$, where $\widehat{\mathcal{S}}_{h_{s}}^{p_{s}}:=$ span $\left\{\widehat{B}_{i_{s}, \boldsymbol{p}_{s}}(\boldsymbol{\eta}) \mid i_{k}=1, \ldots, m_{k}\right.$ for $\left.k=1, \ldots, d\right\}$.

We need the following assumptions on the regularity of the splines.
Assumption 5.2. We assume that $p_{t}, p_{s} \geq 1$ and that $\widehat{\mathcal{S}}_{h_{s}}^{p_{s}} \subset C^{0}(\widehat{\Omega})$ and $\widehat{\mathcal{S}}_{h_{t}}^{p_{t}} \subset C^{0}((0,1))$.

### 5.2 Isogeometric spaces

Even if similar to the previous chapter, in order to have a self-contained part, we define the isogeometric space-time spaces that we will need in the following.

The space-time computational domain that we consider is $\Omega \times(0, T)$, where $\Omega \subset \mathbb{R}^{d}$ and $T>0$ is the final time. We make the following assumptions.
Assumption 5.3. We assume that $\Omega$ is parametrized by $\boldsymbol{F}: \widehat{\Omega} \rightarrow \Omega$, with $\boldsymbol{F} \in\left[\widehat{\mathcal{S}}_{h_{s}}^{p_{s}}\right]^{d}$.
Assumption 5.4. We assume that $\boldsymbol{F}^{-1}$ has piecewise bounded derivatives of any order.

We define $\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right):=\boldsymbol{F}(\boldsymbol{\eta})$ and $t:=T \tau$. Then space-time domain is given by the parametrization $\boldsymbol{G}: \widehat{\Omega} \times(0,1) \rightarrow \Omega \times(0, T)$, such that $\boldsymbol{G}(\boldsymbol{\eta}, \tau):=(\boldsymbol{F}(\boldsymbol{\eta}), T \tau)=(\boldsymbol{x}, t)$.

We introduce the spline space with initial and boundary conditions, in parametric coordinates, as

$$
\widehat{\mathcal{X}}_{h}:=\left\{\widehat{v}_{h} \in \widehat{\mathcal{S}}_{h}^{p} \mid \widehat{v}_{h}=0 \text { on } \partial \widehat{\Omega} \times(0,1) \text { and } \widehat{v}_{h}=0 \text { on } \widehat{\Omega} \times\{0\}\right\}
$$

We also have that $\widehat{\mathcal{X}}_{h}=\widehat{\mathcal{X}}_{h_{s}} \otimes \widehat{\mathcal{X}}_{h_{t}}$, where

$$
\begin{gathered}
\widehat{\mathcal{X}}_{h_{s}}:=\left\{\widehat{w}_{h} \in \widehat{\mathcal{S}}_{h_{s}}^{p_{s}} \mid \widehat{w}_{h}=0 \text { on } \partial \widehat{\Omega}\right\}=\operatorname{span}\left\{\widehat{b}_{i_{1}, p_{s}} \ldots \widehat{b}_{i_{d}, p_{s}} \mid i_{k}=2, \ldots, m_{k}-1 ; k=1, \ldots, d\right\}, \\
\widehat{\mathcal{X}}_{h_{t}}:=\left\{\widehat{w}_{h} \in \widehat{\mathcal{S}}_{h_{t}}^{p_{t}} \mid \widehat{w}_{h}(0)=0\right\}=\operatorname{span}\left\{\widehat{b}_{i_{t}, p_{t}} \mid i_{t}=2, \ldots, m_{t}\right\} .
\end{gathered}
$$

By introducing a colexicographical reordering of the basis functions, we can write

$$
\begin{gathered}
\widehat{\mathcal{X}}_{h_{s}}=\operatorname{span}\left\{\widehat{b}_{i_{1}, p_{s}} \ldots \widehat{b}_{i_{d}, p_{s}} \mid\right. \\
\left.i_{k}=1, \ldots, n_{s, k} ; k=1, \ldots, d\right\}=\operatorname{span}\left\{\widehat{B}_{i, \boldsymbol{p}_{s}} \mid i=1, \ldots, N_{s}\right\} \\
\widehat{\mathcal{X}}_{h_{t}}=\operatorname{span}\left\{\widehat{b}_{i, p_{t}} \mid i=1, \ldots, n_{t}\right\}
\end{gathered}
$$

and then

$$
\begin{equation*}
\widehat{\mathcal{X}}_{h}=\operatorname{span}\left\{\widehat{B}_{i, \boldsymbol{p}} \mid i=1, \ldots, N_{d o f}\right\} \tag{5.2.2}
\end{equation*}
$$

where $n_{t}:=m_{t}-1, n_{s, k}:=m_{k}-2, N_{s}:=\prod_{k=1}^{d} n_{s, k}, N_{d o f}:=N_{s} n_{t}$.
Finally, the isogeometric space we consider is the isoparametric push-forward of (5.2.2) through the geometric $\operatorname{map} \boldsymbol{G}$, i.e.

$$
\begin{equation*}
\mathcal{X}_{h}:=\operatorname{span}\left\{B_{i, \boldsymbol{p}}:=\widehat{B}_{i, \boldsymbol{p}} \circ \boldsymbol{G}^{-1} \mid i=1, \ldots, N_{d o f}\right\} . \tag{5.2.3}
\end{equation*}
$$

We also have that $\mathcal{X}_{h}=\mathcal{X}_{h_{s}} \otimes \mathcal{X}_{h_{t}}$, where
$\mathcal{X}_{h_{s}}:=\operatorname{span}\left\{B_{i, \boldsymbol{p}_{s}}:=\widehat{B}_{i, \boldsymbol{p}_{s}} \circ \boldsymbol{F}^{-1} \mid i=1, \ldots, N_{s}\right\}, \mathcal{X}_{h_{t}}:=\operatorname{span}\left\{b_{i, p_{t}}:=\widehat{b}_{i, p_{t}}(\cdot / T) \mid i=1, \ldots, n_{t}\right\}$.

### 5.3 Parabolic model problem and its discretization

### 5.3.1 Space-time variational formulation

Our model problem is the heat equation: we look for a solution $u$ such that

$$
\left\{\begin{array}{rllr}
\gamma \partial_{t} u-\nabla \cdot(\nu \nabla u) & =f & \text { in } & \Omega \times(0, T),  \tag{5.3.1}\\
u & =0 & \text { on } & \partial \Omega \times[0, T], \\
u & = & u_{0} & \text { in }
\end{array} \quad \Omega \times\{0\},\right.
$$

where $\Omega \subset \mathbb{R}^{d}, T$ is the final time, $\gamma>0$ is the heat capacity constant and $\nu>0$ is the thermal conductivity constant. We assume that $f \in L^{2}\left(0, T ; H^{-1}(\Omega)\right)$ and that $u_{0} \in L^{2}(\Omega)$. This last assumption guarantees the existence of a lifting $\bar{u}_{0}$ of $u_{0}$ such that $\bar{u}_{0} \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap$ $H^{1}\left(0, T ; H^{-1}(\Omega)\right)$, see [49]. We introduce the Hilbert spaces

$$
\mathcal{X}:=\left\{v \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap H^{1}\left(0, T ; H^{-1}(\Omega)\right) \mid v(\boldsymbol{x}, 0)=0\right\} \quad \text { and } \mathcal{Y}:=L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)
$$

endowed with the following norms

$$
\|v\|_{\mathcal{X}}^{2}:=\frac{\gamma^{2}}{\nu}\left\|\partial_{t} v\right\|_{L^{2}\left(0, T ; H^{-1}(\Omega)\right)}^{2}+\nu\|v\|_{L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)}^{2} \quad \text { and } \quad\|v\|_{\mathcal{Y}}^{2}:=\nu\|v\|_{L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)}^{2}
$$

respectively. The variational formulation of (5.3.1) reads:

$$
\begin{equation*}
\text { Find } \bar{u} \in \mathcal{X} \text { such that } \mathcal{A}(\bar{u}, v)=\mathcal{F}_{0}(v):=\mathcal{F}(v)-\mathcal{A}\left(\bar{u}_{0}, v\right) \quad \forall v \in \mathcal{Y} \tag{5.3.2}
\end{equation*}
$$

where the bilinear form $\mathcal{A}(\cdot, \cdot)$ and the linear form $\mathcal{F}(\cdot)$ are defined $\forall v \in \mathcal{X}$ and $\forall w \in \mathcal{Y}$ as

$$
\mathcal{A}(v, w):=\int_{0}^{T} \int_{\Omega}\left(\gamma \partial_{t} v w+\nu \nabla v \cdot \nabla w\right) \mathrm{d} \Omega \mathrm{dt} \quad \text { and } \quad \mathcal{F}(w):=\int_{0}^{T} \int_{\Omega} f w \mathrm{~d} \Omega \mathrm{dt} .
$$

Then, the solution $u$ of (5.3.1) is $u:=\bar{u}+\overline{u_{0}}$. The well-posedness of the variational formulation above is a classical result, see for example [103].

### 5.3.2 Space-time Galerkin approximation

Let $\mathcal{X}_{h} \subset \mathcal{X}$ be the isogeometric space defined in (5.2.3). We consider the following Galerkin method for (5.3.2):

$$
\begin{equation*}
\text { Find } u_{h} \in \mathcal{X}_{h} \text { such that } \mathcal{A}\left(u_{h}, v_{h}\right)=\mathcal{F}_{0}\left(v_{h}\right) \quad \forall v_{h} \in \mathcal{X}_{h} . \tag{5.3.3}
\end{equation*}
$$

Following [103], let $N_{h}: L^{2}\left(0, T ; H^{-1}(\Omega)\right) \rightarrow \mathcal{X}_{h}$ be the discrete Newton potential operator: given $\phi \in L^{2}\left(0, T ; H^{-1}(\Omega)\right)$ then $N_{h} \phi \in \mathcal{X}_{h}$ fulfills

$$
\int_{0}^{T} \int_{\Omega} \nu \nabla\left(N_{h} \phi\right) \cdot \nabla v_{h} \mathrm{~d} \Omega \mathrm{dt}=\gamma \int_{0}^{T} \int_{\Omega} \phi v_{h} \mathrm{~d} \Omega \mathrm{dt} \quad \forall v_{h} \in \mathcal{X}_{h} .
$$

Thus, we define the norm in $\mathcal{X}_{h}$ as

$$
\|w\|_{\mathcal{X}_{h}}^{2}:=\nu\left\|N_{h}\left(\partial_{t} w\right)\right\|_{L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)}^{2}+\nu\|w\|_{L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)}^{2} .
$$

The stability and the well-posedness of the formulation (5.3.3) are guaranteed by a straightforward extension to IgA of [103, Equation (2.7)], [103, Theorem 3.1] and [103, Theorem 3.2].

Proposition 5.1. It holds

$$
\mathcal{A}(w, v) \leq \sqrt{2}\|w\|_{\mathcal{X}}\|v\|_{\mathcal{Y}} \quad \forall w \in \mathcal{X} \text { and } \forall v \in \mathcal{Y},
$$

and

$$
\left\|w_{h}\right\|_{\mathcal{X}_{h}} \leq 2 \sqrt{2} \sup _{v_{h} \in \mathcal{X}_{h}} \frac{\mathcal{A}\left(w_{h}, v_{h}\right)}{\left\|v_{h}\right\| \mathcal{Y}_{\mathcal{Y}}} \quad \forall w_{h} \in \mathcal{X}_{h} .
$$

Theorem 5.1. There exists a unique solution $u_{h} \in \mathcal{X}_{h}$ to the discrete problem (5.3.3). Moreover, it holds

$$
\left\|u-u_{h}\right\|_{\mathcal{X}_{h}} \leq 5 \inf _{w_{h} \in \mathcal{X}_{h}}\left\|u-w_{h}\right\|_{\mathcal{X}}
$$

where $u \in \mathcal{X}$ is the solution of (5.3.2).
We have then the following a-priori estimate for $h$-refinement.
Theorem 5.2. Let $q$ be an integer such that $1 \leq q \leq \min \left\{p_{s}, p_{t}\right\}+1$. If $u \in \mathcal{X} \cap$ $H^{1}\left(0, T ; H^{q}(\Omega)\right) \cap H^{q}\left(0, T ; H^{1}(\Omega)\right)$ is the solution of (5.3.2) and $u_{h} \in \mathcal{X}_{h}$ is the solution
of (5.3.3), then it holds

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{\mathcal{X}_{h}} \leq C \sqrt{\frac{\gamma^{2}}{\nu}+\nu}\left(h_{s}^{q-1}\|u\|_{H^{1}\left(0, T ; H^{q}(\Omega)\right)}+h_{t}^{q-1}\|u\|_{H^{q}\left(0, T ; H^{1}(\Omega)\right)}\right) \tag{5.3.4}
\end{equation*}
$$

where $C$ is independent of $h_{s}, h_{t}, \gamma, \nu$ and $u$.
Proof. We use the approximation estimates of the isogeometric spaces from [11]. We report here only the main steps, since the proof is similar to the one of Proposition 4.4 in Chapter 4 ( see also [80, Proposition 4]).

Let $u \in \mathcal{X} \cap H^{1}\left(0, T ; H^{q}(\Omega)\right) \cap H^{q}\left(0, T ; H^{1}(\Omega)\right)$. Let $\Pi_{h} u$ be a suitable projection of $u$ in $\mathcal{X}_{h}$, based on the construction of [11]. We have the a-priori bounds

$$
\begin{aligned}
\left\|\partial_{t}\left(u-\Pi_{h} u\right)\right\|_{L^{2}\left(0, T ; H^{-1}(\Omega)\right)} & \leq C_{1}\left\|\partial_{t}\left(u-\Pi_{h} u\right)\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)} \\
& \leq C_{2}\left(h_{s}^{q-1}\|u\|_{H^{1}\left(0, T ; H^{q-1}(\Omega)\right)}+h_{t}^{q-1}\|u\|_{H^{q}\left(0, T ; L^{2}(\Omega)\right)}\right)
\end{aligned}
$$

and also

$$
\left\|u-\Pi_{h} u\right\|_{L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)} \leq C_{3}\left(h_{s}^{q-1}\|u\|_{L^{2}\left(0, T ; H^{q}(\Omega)\right)}+h_{t}^{q-1}\|u\|_{H^{q-1}\left(0, T ; H^{1}(\Omega)\right)}\right)
$$

Therefore, we get

$$
\left\|u-\Pi_{h} u\right\|_{\mathcal{X}}^{2} \leq C_{4}\left(\frac{\gamma^{2}}{\nu}+\nu\right)\left[h_{s}^{2(q-1)}\|u\|_{H^{1}\left(0, T ; H^{q}(\Omega)\right)}^{2}+h_{t}^{2(q-1)}\|u\|_{H^{q}\left(0, T ; H^{1}(\Omega)\right)}^{2}\right]
$$

which gives (5.3.4) thanks to Theorem 5.1. The constants $C_{1}, C_{2}, C_{3}$ and $C_{4}$ above are independent of $h_{s}, h_{t}, \gamma, \nu$ and $u$.

Remark 5.1. The constants in the estimates of Proposition 5.1 and of Theorem 5.1 can be improved by considering a different norm in the functional space $\mathcal{X}$, i.e. by choosing $\|\mid v\|\left\|^{2}:=\right\| v\left\|_{\mathcal{X}}^{2}+\gamma\right\| v(T) \|_{L^{2}(\Omega)}^{2}$, as remarked in [103, 104].

### 5.3.3 Discrete system

The linear system associated to (5.3.3) is

$$
\begin{equation*}
\mathbf{A} \mathbf{u}=\mathbf{b} \tag{5.3.5}
\end{equation*}
$$

where $[\mathbf{A}]_{i, j}=\mathcal{A}\left(B_{j, \boldsymbol{p}}, B_{i, \boldsymbol{p}}\right)$ and $[\mathbf{b}]_{i}=\mathcal{F}_{0}\left(B_{i, \boldsymbol{p}}\right)$. The tensor-product structure of the isogeometric space (5.2.3) allows to write the system matrix $\mathbf{A}$ as sum of Kronecker products of matrices as

$$
\begin{equation*}
\mathbf{A}=\gamma W_{t} \otimes M_{s}+\nu M_{t} \otimes K_{s} \tag{5.3.6}
\end{equation*}
$$

where for $i, j=1, \ldots, n_{t}$

$$
\begin{equation*}
\left[W_{t}\right]_{i, j}=\int_{0}^{T} b_{j, p_{t}}^{\prime}(t) b_{i, p_{t}}(t) \mathrm{dt} \quad \text { and } \quad\left[M_{t}\right]_{i, j}=\int_{0}^{T} b_{i, p_{t}}(t) b_{j, p_{t}}(t) \mathrm{dt} \tag{5.3.7a}
\end{equation*}
$$

while for $i, j=1, \ldots, N_{s}$

$$
\begin{equation*}
\left[K_{s}\right]_{i, j}=\int_{\Omega} \nabla B_{i, \boldsymbol{p}_{s}}(\boldsymbol{x}) \cdot \nabla B_{j, \boldsymbol{p}_{s}}(\boldsymbol{x}) \mathrm{d} \Omega \quad \text { and } \quad\left[M_{s}\right]_{i, j}=\int_{\Omega} B_{i, \boldsymbol{p}_{s}}(\boldsymbol{x}) B_{j, \boldsymbol{p}_{s}}(\boldsymbol{x}) \mathrm{d} \Omega \tag{5.3.7b}
\end{equation*}
$$

### 5.4 Preconditioner definition and application

We introduce, for the system (5.3.5), the preconditioner

$$
[\widehat{\mathbf{A}}]_{i, j}:=\widehat{\mathcal{A}}\left(\widehat{B}_{j, \boldsymbol{p}}, \widehat{B}_{i, \boldsymbol{p}}\right)
$$

where

$$
\widehat{\mathcal{A}}(\widehat{v}, \widehat{w}):=\int_{0}^{1} \int_{\widehat{\Omega}}\left(\gamma \partial_{t} \widehat{v} \widehat{w}+\nu \nabla \widehat{v} \cdot \nabla \widehat{w}\right) \mathrm{d} \widehat{\Omega} \mathrm{~d} \tau \quad \forall \widehat{v}, \widehat{w} \in \widehat{\mathcal{X}}_{h}
$$

We have again

$$
\begin{equation*}
\widehat{\mathbf{A}}=\gamma \widehat{W}_{t} \otimes \widehat{M}_{s}+\nu \widehat{M}_{t} \otimes \widehat{K}_{s} \tag{5.4.1}
\end{equation*}
$$

where $\widehat{W}_{t}, \widehat{K}_{t}, \widehat{K}_{s}$ and $\widehat{M}_{s}$ are the equivalent of (5.3.7a) and (5.3.7b), respectively, in the parametric domain, i.e. for $i, j=1, \ldots, n_{t}$

$$
\begin{equation*}
\left[\widehat{W}_{t}\right]_{i, j}=\int_{0}^{1} \widehat{b}_{j, p_{t}}^{\prime}(\tau) \widehat{b}_{i, p_{t}}(\tau) \mathrm{d} \tau \quad \text { and } \quad\left[\widehat{M}_{t}\right]_{i, j}=\int_{0}^{1} \widehat{b}_{i, p_{t}}(\tau) \widehat{b}_{j, p_{t}}(t) \mathrm{d} \tau \tag{5.4.2a}
\end{equation*}
$$

while for $i, j=1, \ldots, N_{s}$

$$
\begin{equation*}
\left[\widehat{K}_{s}\right]_{i, j}=\int_{\widehat{\Omega}} \nabla \widehat{B}_{i, \boldsymbol{p}_{s}}(\boldsymbol{\eta}) \cdot \nabla \widehat{B}_{j, \boldsymbol{p}_{s}}(\boldsymbol{\eta}) \mathrm{d} \widehat{\Omega} \quad \text { and } \quad\left[\widehat{M}_{s}\right]_{i, j}=\int_{\widehat{\Omega}} \widehat{B}_{i, \boldsymbol{p}_{s}}(\boldsymbol{\eta}) \widehat{B}_{j, \boldsymbol{p}_{s}}(\boldsymbol{\eta}) \mathrm{d} \widehat{\Omega} \tag{5.4.2b}
\end{equation*}
$$

Thanks to the definition of the spline spaces in the parametric domain (5.1.1), the spatial matrices (5.4.2b) have the following structure

$$
\begin{equation*}
\widehat{K}_{s}=\sum_{k=1}^{d} \widehat{M}_{d} \otimes \cdots \otimes \widehat{M}_{k+1} \otimes \widehat{K}_{k} \otimes \widehat{M}_{k-1} \otimes \cdots \otimes \widehat{M}_{1} \quad \text { and } \quad \widehat{M}_{s}=\widehat{M}_{d} \otimes \cdots \otimes \widehat{M}_{1} \text {, } \tag{5.4.3}
\end{equation*}
$$

where for $k=1, \ldots, d$ and for $i, j=1, \ldots, n_{s, k}$

$$
\left[\widehat{K}_{k}\right]_{i, j}:=\int_{0}^{1} \widehat{b}_{i, p_{s}}^{\prime}\left(\eta_{k}\right) \widehat{b}_{j, p_{s}}^{\prime}\left(\eta_{k}\right) \mathrm{d} \eta_{k} \quad \text { and } \quad\left[\widehat{M}_{k}\right]_{i, j}:=\int_{0}^{1} \widehat{b}_{i, p_{s}}\left(\eta_{k}\right) \widehat{b}_{j, p_{s}}\left(\eta_{k}\right) \mathrm{d} \eta_{k}
$$

The efficient application of the proposed preconditioner, that is, the solution of a system with matrix $\widehat{\mathbf{A}}$, should exploit the structure highlighted above. When the pencils ( $\widehat{W}_{t}, \widehat{M}_{t}$ ), $\left(\widehat{K}_{1}, \widehat{M}_{1}\right), \ldots,\left(\widehat{K}_{d}, \widehat{M}_{d}\right)$ admit a stable generalized eigendecomposition, a possible approach is the fast diagonalization (FD) method, see [40] and [77] for details. We will see in Section 5.4.1 that the spatial pencils $\left(\widehat{K}_{1}, \widehat{M}_{1}\right), \ldots,\left(\widehat{K}_{d}, \widehat{M}_{d}\right)$ admit a stable diagonalization, but this is not the case of $\left(\widehat{W}_{t}, \widehat{M}_{t}\right)$, that needs a special treatment as explained in Section 5.4.2.

### 5.4.1 Stable factorization of the pencils $\left(\widehat{K}_{i}, \widehat{M}_{i}\right) i=1, \ldots, d$

The spatial stiffness and mass matrices $\widehat{K}_{i}$ and $\widehat{M}_{i}$ are symmetric and positive definite. Thus, the pencils $\left(\widehat{K}_{i}, \widehat{M}_{i}\right)$ for $i=1, \ldots, d$ admit the generalized eigendecomposition

$$
\begin{equation*}
\widehat{K}_{i} U_{i}=\widehat{M}_{i} U_{i} \Lambda_{i} \tag{5.4.4}
\end{equation*}
$$

where the matrices $U_{i}$ contain in each column the $\widehat{M}_{i}$-orthonormal generalized eigenvectors, and $\Lambda_{i}$ are diagonal matrices whose entries contain the generalized eigenvalues. Therefore we have for $i=1, \ldots, d$ the factorizations

$$
\begin{equation*}
U_{i}^{T} \widehat{K}_{i} U_{i}=\Lambda_{i} \quad \text { and } \quad U_{i}^{T} \widehat{M}_{i} U_{i}=\mathbb{I}_{n_{s, i}} \tag{5.4.5}
\end{equation*}
$$

where $\mathbb{I}_{n_{s, i}}$ denotes the identity matrix of dimension $n_{s, i} \times n_{s, i}$. The stability of the decomposition (5.4.5) is expressed by the condition number of the eigenvector matrix. In particular $U_{i}^{T} \widehat{M}_{i} U_{i}=\mathbb{I}_{n_{s, i}}$ implies that

$$
\kappa_{\widehat{M_{i}}}\left(U_{i}\right):=\left\|U_{i}\right\|_{\widehat{M}_{i}}\left\|U_{i}^{-1}\right\|_{\widehat{M}_{i}}=1
$$

where $\|\cdot\|_{\widehat{M}_{i}}$ is the norm induced by the vector norm $\|\boldsymbol{v}\|_{\widehat{M}_{i}}:=\left(\boldsymbol{v}^{T} \widehat{M}_{i} \boldsymbol{v}\right)^{1 / 2}$ for $\boldsymbol{v} \in \mathbb{R}^{n_{s, i}}$. Furthermore,

$$
\kappa_{2}\left(U_{i}\right):=\left\|U_{i}\right\|_{2}\left\|U_{i}^{-1}\right\|_{2}=\sqrt{\kappa_{2}\left(\widehat{M}_{i}\right)}
$$

where $\|\cdot\|_{2}$ is the norm induced by the Euclidean vector norm. The condition number $\kappa_{2}\left(\widehat{M}_{i}\right)$ has been studied in [53] and it does not depend on $n_{s u b}$ but it depends on the polynomial degree. Indeed, we report in Table 5.1 the behavior of $\kappa_{2}\left(U_{i}\right)$ that exhibits a dependence only on the degree $p_{s}$, but stays moderately low for all low polynomial degrees that are in the range of interest.

| $n_{\text {sub }}$ | $p_{s}=2$ | $p_{s}=3$ | $p_{s}=4$ | $p_{s}=5$ | $p_{s}=6$ | $p_{s}=7$ | $p_{s}=8$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 32 | $2.7 \cdot 10^{0}$ | $4.5 \cdot 10^{0}$ | $7.6 \cdot 10^{0}$ | $1.3 \cdot 10^{1}$ | $2.1 \cdot 10^{1}$ | $3.5 \cdot 10^{1}$ | $5.7 \cdot 10^{1}$ |
| 64 | $2.7 \cdot 10^{0}$ | $4.5 \cdot 10^{0}$ | $7.6 \cdot 10^{0}$ | $1.3 \cdot 10^{1}$ | $2.1 \cdot 10^{1}$ | $3.5 \cdot 10^{1}$ | $5.7 \cdot 10^{1}$ |
| 128 | $2.7 \cdot 10^{0}$ | $4.5 \cdot 10^{0}$ | $7.6 \cdot 10^{0}$ | $1.3 \cdot 10^{1}$ | $2.1 \cdot 10^{1}$ | $3.5 \cdot 10^{1}$ | $5.7 \cdot 10^{1}$ |
| 256 | $2.7 \cdot 10^{0}$ | $4.5 \cdot 10^{0}$ | $7.6 \cdot 10^{0}$ | $1.3 \cdot 10^{1}$ | $2.1 \cdot 10^{1}$ | $3.5 \cdot 10^{1}$ | $5.7 \cdot 10^{1}$ |
| 512 | $2.7 \cdot 10^{0}$ | $4.5 \cdot 10^{0}$ | $7.6 \cdot 10^{0}$ | $1.3 \cdot 10^{1}$ | $2.1 \cdot 10^{1}$ | $3.5 \cdot 10^{1}$ | $5.7 \cdot 10^{1}$ |
| 1024 | $2.7 \cdot 10^{0}$ | $4.5 \cdot 10^{0}$ | $7.6 \cdot 10^{0}$ | $1.3 \cdot 10^{1}$ | $2.1 \cdot 10^{1}$ | $3.5 \cdot 10^{1}$ | $5.7 \cdot 10^{1}$ |

Table 5.1: $\kappa_{2}\left(U_{i}\right)$ for different polynomial degree $p_{s}$ and number of dyadic subdivisions $n_{\text {sub }}$.

### 5.4.2 Stable factorization of the pencil $\left(\widehat{W}_{t}, \widehat{M}_{t}\right)$

## Numerical instability of the eigendecomposition

While $\widehat{M}_{t}$ is symmetric, $\widehat{W}_{t}$ is neither symmetric nor skew-symmetric. Indeed

$$
\begin{equation*}
\left[\widehat{W}_{t}\right]_{i, j}+\left[\widehat{W}_{t}\right]_{j, i}=\int_{0}^{1} \widehat{b}_{j, p_{t}}^{\prime}(t) \widehat{b}_{i, p_{t}}(\tau) \mathrm{d} \tau+\int_{0}^{1} \widehat{b}_{i, p_{t}}^{\prime}(\tau) \widehat{b}_{j, p_{t}}(\tau) \mathrm{d} \tau=\widehat{b}_{i, p_{t}}(1) \widehat{b}_{j, p_{t}}(1) \tag{5.4.6}
\end{equation*}
$$

where $\widehat{b}_{i, p_{t}}(1) \widehat{b}_{j, p_{t}}(1)$ vanishes for all $i=1, \ldots, n_{t}-1$ or $j=1, \ldots, n_{t}-1$. A numerical computation of the generalized eigendecomposition of the pencil $\left(\widehat{W}_{t}, \widehat{M}_{t}\right)$, that is

$$
\begin{equation*}
\widehat{W}_{t} U=\widehat{M}_{t} U \Lambda_{t} \tag{5.4.7}
\end{equation*}
$$

where $\Lambda_{t}$ is the diagonal matrix of the generalized complex eigenvalues and $U$ is the complex matrix whose columns are the generalized eigenvectors (with normalization w.r.t. the $\|\cdot\|_{\widehat{M}_{t}}-$ norm), reveals that the eigenvectors are far from $\widehat{M}_{t}$-orthogonality, i.e. the matrix $U^{*} \widehat{M}_{t} U$ is not diagonal. As seen in Table 5.2 and Table 5.3 , the numerically computed condition numbers $\kappa_{2}(U)$ and $\kappa_{\widehat{M}_{t}}(U)$ are large and grow exponentially with respect to the degree $p_{t}$ and the level of mesh refinement, in contrast to the spatial case (see Table 5.1).

| $n_{\text {sub }}$ | $p_{t}=2$ | $p_{t}=3$ | $p_{t}=4$ | $p_{t}=5$ | $p_{t}=6$ | $p_{t}=7$ | $p_{t}=8$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 32 | $8.9 \cdot 10^{2}$ | $3.0 \cdot 10^{4}$ | $5.0 \cdot 10^{4}$ | $3.4 \cdot 10^{5}$ | $3.1 \cdot 10^{6}$ | $4.2 \cdot 10^{7}$ | $7.0 \cdot 10^{8}$ |
| 64 | $4.4 \cdot 10^{3}$ | $2.6 \cdot 10^{5}$ | $5.0 \cdot 10^{5}$ | $5.4 \cdot 10^{6}$ | $8.9 \cdot 10^{7}$ | $3.1 \cdot 10^{9}$ | $2.0 \cdot 10^{10}$ |
| 128 | $2.3 \cdot 10^{4}$ | $1.2 \cdot 10^{6}$ | $5.8 \cdot 10^{6}$ | $1.0 \cdot 10^{8}$ | $3.0 \cdot 10^{9}$ | $6.4 \cdot 10^{11}$ | $1.3 \cdot 10^{12}$ |
| 256 | $1.2 \cdot 10^{5}$ | $9.4 \cdot 10^{6}$ | $7.6 \cdot 10^{7}$ | $2.1 \cdot 10^{9}$ | $1.2 \cdot 10^{11}$ | $1.2 \cdot 10^{13}$ | $2.1 \cdot 10^{13}$ |
| 512 | $7.0 \cdot 10^{5}$ | $8.3 \cdot 10^{7}$ | $1.1 \cdot 10^{9}$ | $4.9 \cdot 10^{10}$ | $4.5 \cdot 10^{12}$ | $3.6 \cdot 10^{13}$ | $4.9 \cdot 10^{12}$ |
| 1024 | $4.1 \cdot 10^{6}$ | $8.0 \cdot 10^{8}$ | $1.9 \cdot 10^{10}$ | $1.3 \cdot 10^{12}$ | $9.6 \cdot 10^{12}$ | $1.4 \cdot 10^{12}$ | $5.6 \cdot 10^{12}$ |

Table 5.2: $\kappa_{2}(U)$ for different degree $p_{t}$ and number of dyadic subdivisions $n_{\text {sub }}$.

| $n_{\text {sub }}$ | $p_{t}=2$ | $p_{t}=3$ | $p_{t}=4$ | $p_{t}=5$ | $p_{t}=6$ | $p_{t}=7$ | $p_{t}=8$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 32 | $1.8 \cdot 10^{3}$ | $7.7 \cdot 10^{4}$ | $1.3 \cdot 10^{5}$ | $6.3 \cdot 10^{5}$ | $4.1 \cdot 10^{6}$ | $3.6 \cdot 10^{7}$ | $4.3 \cdot 10^{8}$ |
| 64 | $9.9 \cdot 10^{3}$ | $7.9 \cdot 10^{5}$ | $1.5 \cdot 10^{6}$ | $1.3 \cdot 10^{7}$ | $1.5 \cdot 10^{8}$ | $3.6 \cdot 10^{9}$ | $1.4 \cdot 10^{10}$ |
| 128 | $5.5 \cdot 10^{4}$ | $4.0 \cdot 10^{6}$ | $2.1 \cdot 10^{7}$ | $3.1 \cdot 10^{8}$ | $6.8 \cdot 10^{9}$ | $1.1 \cdot 10^{12}$ | $1.1 \cdot 10^{12}$ |
| 256 | $3.2 \cdot 10^{5}$ | $3.3 \cdot 10^{7}$ | $3.3 \cdot 10^{8}$ | $8.6 \cdot 10^{9}$ | $3.5 \cdot 10^{11}$ | $2.3 \cdot 10^{13}$ | $2.8 \cdot 10^{13}$ |
| 512 | $1.8 \cdot 10^{6}$ | $3.1 \cdot 10^{8}$ | $5.6 \cdot 10^{9}$ | $2.5 \cdot 10^{11}$ | $1.9 \cdot 10^{13}$ | $1.6 \cdot 10^{14}$ | $9.3 \cdot 10^{12}$ |
| 1024 | $1.1 \cdot 10^{7}$ | $3.1 \cdot 10^{9}$ | $1.0 \cdot 10^{11}$ | $8.6 \cdot 10^{12}$ | $5.6 \cdot 10^{13}$ | $6.0 \cdot 10^{12}$ | $6.1 \cdot 10^{12}$ |

TABLE 5.3: $\kappa_{\widehat{M}_{t}}(U)$ for different degree $p_{t}$ and number of dyadic subdivisions $n_{\text {sub }}$.

These tests clearly indicate a numerical instability when computing the generalized eigendecomposition of $\left(\widehat{W}_{t}, \widehat{M}_{t}\right)$. Similar instabilities have also been highlighted in [63].

## Construction of the stable factorization

The analysis above motivates the search of a different but stable factorization of the pencil $\left(\widehat{W}_{t}, \widehat{M}_{t}\right)$. We look now for a factorization of the form

$$
\begin{equation*}
\widehat{W}_{t} U_{t}=\widehat{M}_{t} U_{t} \Delta_{t} \tag{5.4.8}
\end{equation*}
$$

where $\Delta_{t}$ is a complex matrix with non-zero entries allowed on the diagonal, on the last row and on the last column only. We also require that $U_{t}$ fulfils the orthogonality condition

$$
\begin{equation*}
U_{t}^{*} \widehat{M}_{t} U_{t}=\mathbb{I}_{n_{t}} \tag{5.4.9}
\end{equation*}
$$

From (5.4.8)-(5.4.9) we then obtain the factorizations

$$
\begin{equation*}
U_{t}^{*} \widehat{W}_{t} U_{t}=\Delta_{t} \quad \text { and } \quad U_{t}^{*} \widehat{M}_{t} U_{t}=\mathbb{I}_{n_{t}} \tag{5.4.10}
\end{equation*}
$$

With this aim, we look for $U_{t}$ as follows:

$$
U_{t}:=\left[\begin{array}{cc}
\stackrel{\circ}{U}_{t} & \mathbf{k}  \tag{5.4.11}\\
\mathbf{0}^{T} & \rho
\end{array}\right]
$$

where $\stackrel{\circ}{U}_{t} \in \mathbb{C}^{\left(n_{t}-1\right) \times\left(n_{t}-1\right)}, \mathbf{k} \in \mathbb{C}^{n_{t}-1}, \rho \in \mathbb{C}$ and where $\mathbf{0} \in \mathbb{R}^{n_{t}-1}$ denotes the null vector. In order to guarantee the non-singularity of $U_{t}$, we further impose $\rho \neq 0$. Accordingly, we split
the time matrices $\widehat{W}_{t}$ and $\widehat{M}_{t}$ as

$$
\widehat{W}_{t}=\left[\begin{array}{cc}
\stackrel{\circ}{W}_{t} & \mathbf{w}  \tag{5.4.12}\\
-\mathbf{w}^{T} & \omega
\end{array}\right] \quad \text { and } \quad \widehat{M}_{t}=\left[\begin{array}{cc}
\stackrel{\circ}{M}_{t} & \mathbf{m} \\
\mathbf{m}^{T} & \mu
\end{array}\right],
$$

where we have defined

$$
\begin{gather*}
\omega:=\left[\widehat{W}_{t}\right]_{n_{t}, n_{t}}, \quad \mu:=\left[\widehat{M_{t}}\right]_{n_{t}, n_{t}}, \\
{[\mathbf{w}]_{i}=\left[\widehat{W}_{t}\right]_{i, n_{t}} \quad \text { and } \quad[\mathbf{m}]_{i}=\left[\widehat{M}_{t}\right]_{i, n_{t}} \quad \text { for } \quad i=1, \ldots, n_{t}-1,} \\
{\left[\stackrel{\circ}{W}_{t}\right]_{i, j}=\left[\widehat{W_{t}}\right]_{i, j} \quad \text { and }\left[\stackrel{\circ}{M}_{t}\right]_{i, j}=\left[\widehat{M}_{t}\right]_{i, j} \quad \text { for } \quad i, j=1, \ldots, n_{t}-1 .} \tag{5.4.13}
\end{gather*}
$$

Recalling (5.4.6), we observe that ${ }_{W}^{\circ}$ is skew-symmetric and, since $\stackrel{\circ}{M}_{t}$ is symmetric, we can write the eigendecomposition of the pencils $\left(\stackrel{\circ}{W}_{t}, \stackrel{\circ}{M}_{t}\right)$ :

$$
\begin{equation*}
\stackrel{\circ}{W}_{t} \stackrel{\circ}{U}_{t}=\stackrel{\circ}{M}_{t} \stackrel{\circ}{U}_{t} \dot{\Lambda}_{t} \quad \text { with } \quad \stackrel{\circ}{U}_{t}^{*} \stackrel{\circ}{M}_{t} \stackrel{\circ}{U}_{t}=\mathbb{I}_{n_{t}-1} \tag{5.4.14}
\end{equation*}
$$

where $\stackrel{\circ}{U}_{t}$ contains the complex generalized eigenvectors and $\AA_{t}$ is the diagonal matrix of the generalized eigenvalues, that are pairs of complex conjugate pure imaginary numbers plus, eventually, the eigenvalue zero. From (5.4.11)-(5.4.12), it follows

$$
U_{t}^{*} \widehat{M}_{t} U_{t}=\left[\begin{array}{cc}
\mathbb{I}_{n_{t}-1} & \stackrel{\circ}{U}_{t}^{*} \stackrel{\circ}{M}_{t} \mathbf{k}+\stackrel{\circ}{U}_{t}^{*} \mathbf{m} \rho \\
\mathbf{k}^{*} \stackrel{\circ}{M}_{t} \stackrel{\circ}{U}_{t}+\rho^{*} \mathbf{m}^{T} \stackrel{\circ}{U}_{t} & {\left[\mathbf{k}^{*} \rho^{*}\right] \widehat{M}_{t}\left[\begin{array}{l}
\mathbf{k} \\
\rho
\end{array}\right]}
\end{array}\right],
$$

where for the top-left block we have used (5.4.14).
The orthogonality condition in (5.4.9) holds if and only if $\mathbf{k}$ and $\rho$ fulfil the two conditions:

$$
\begin{align*}
\stackrel{\circ}{U}_{t}^{*} \stackrel{\circ}{M}_{t} \mathbf{k}+\stackrel{\circ}{U}_{t}^{*} \mathbf{m} \rho & =\mathbf{0}  \tag{5.4.15a}\\
{\left[\mathbf{k}^{*} \rho^{*}\right] \widehat{M}_{t}\left[\begin{array}{c}
\mathbf{k} \\
\rho
\end{array}\right] } & =1 . \tag{5.4.15b}
\end{align*}
$$

In order to calculate $\mathbf{k}$ and $\rho$, we first find $\mathbf{v} \in \mathbb{C}^{n_{t}-1}$ such that

$$
\begin{equation*}
\stackrel{\circ}{M}_{t} \mathbf{v}=-\mathbf{m} ; \tag{5.4.16}
\end{equation*}
$$

then normalize the vector $\left[\begin{array}{l}\mathbf{v} \\ 1\end{array}\right]$ w.r.t. the $\|\cdot\|_{\widehat{M}_{t}}$-norm to get

$$
\left[\begin{array}{l}
\mathbf{k} \\
\rho
\end{array}\right]:=\frac{\left[\begin{array}{l}
\mathbf{v} \\
1
\end{array}\right]}{\left(\left[\begin{array}{ll}
\mathbf{v}^{*} & 1
\end{array}\right] \widehat{M}_{t}\left[\begin{array}{l}
\mathbf{v} \\
1
\end{array}\right]\right)^{\frac{1}{2}}}
$$

that fulfils (5.4.15a)-(5.4.15b). Finally, we get (5.4.8) by defining

$$
\Delta_{t}:=U_{t}^{*} \widehat{W}_{t} U_{t}=\left[\begin{array}{cc}
\Lambda_{t} & \mathbf{l}  \tag{5.4.17}\\
-\mathbf{l}^{*} & \sigma
\end{array}\right]
$$

where $\mathbf{l}:=\stackrel{\circ}{U}_{t}^{*}\left[\stackrel{\circ}{W}_{t} \mathbf{w}\right]\left[\begin{array}{l}\mathbf{k} \\ \rho\end{array}\right]$ and $\sigma:=\left[\mathbf{k}^{*} \rho^{*}\right] \widehat{W}_{t}\left[\begin{array}{l}\mathbf{k} \\ \rho\end{array}\right]$. Note that matrix (5.4.17) has an arrowhead structure.

To assess the stability of the new decomposition (5.4.10), we compute the condition numbers $\kappa_{2}\left(U_{t}\right)$ for dyadically refined uniform knot spans and different degrees. Thanks to (5.4.9), we have $\kappa_{2}\left(U_{t}\right)=\sqrt{\kappa_{2}\left(\widehat{M}_{t}\right)}$. The results, reported in Table 5.4, show that the condition numbers $\kappa_{2}\left(U_{t}\right)$ are uniformly bounded w.r.t. the mesh refinement, they grow with respect to the polynomial degree but they are moderately small for all the degrees of interest. As a consequence of (5.4.9), we also have that $\kappa_{\widehat{M}_{t}}\left(U_{t}\right)=1$. We conclude that the factorization (5.4.10) for the time pencil $\left(\widehat{W}_{t}, \widehat{M}_{t}\right)$ is stable.

| $n_{\text {sub }}$ | $p_{t}=2$ | $p_{t}=3$ | $p_{t}=4$ | $p_{t}=5$ | $p_{t}=6$ | $p_{t}=7$ | $p_{t}=8$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 32 | $3.2 \cdot 10^{0}$ | $5.2 \cdot 10^{0}$ | $8.3 \cdot 10^{0}$ | $1.3 \cdot 10^{1}$ | $2.2 \cdot 10^{1}$ | $3.6 \cdot 10^{1}$ | $5.9 \cdot 10^{1}$ |
| 64 | $3.3 \cdot 10^{0}$ | $5.2 \cdot 10^{0}$ | $8.3 \cdot 10^{0}$ | $1.3 \cdot 10^{1}$ | $2.2 \cdot 10^{1}$ | $3.6 \cdot 10^{1}$ | $5.9 \cdot 10^{1}$ |
| 128 | $3.3 \cdot 10^{0}$ | $5.2 \cdot 10^{0}$ | $8.3 \cdot 10^{0}$ | $1.3 \cdot 10^{1}$ | $2.2 \cdot 10^{1}$ | $3.6 \cdot 10^{1}$ | $5.9 \cdot 10^{1}$ |
| 256 | $3.3 \cdot 10^{0}$ | $5.2 \cdot 10^{0}$ | $8.3 \cdot 10^{0}$ | $1.3 \cdot 10^{1}$ | $2.2 \cdot 10^{1}$ | $3.6 \cdot 10^{1}$ | $5.9 \cdot 10^{1}$ |
| 512 | $3.3 \cdot 10^{0}$ | $5.2 \cdot 10^{0}$ | $8.3 \cdot 10^{0}$ | $1.3 \cdot 10^{1}$ | $2.2 \cdot 10^{1}$ | $3.6 \cdot 10^{1}$ | $5.9 \cdot 10^{1}$ |
| 1024 | $3.3 \cdot 10^{0}$ | $5.2 \cdot 10^{0}$ | $8.3 \cdot 10^{0}$ | $1.3 \cdot 10^{1}$ | $2.2 \cdot 10^{1}$ | $3.6 \cdot 10^{1}$ | $5.9 \cdot 10^{1}$ |

Table 5.4: $\kappa_{2}\left(U_{t}\right)$ for different degree $p_{t}$ and number of dyadic subdivisions

$$
n_{\text {sub }}
$$

### 5.4.3 Preconditioner application by the extended fast diagonalization method

The application of the preconditioner involves the solution of the linear system

$$
\begin{equation*}
\widehat{\mathbf{A}} \mathbf{s}=\mathbf{r} \tag{5.4.18}
\end{equation*}
$$

where $\widehat{\mathbf{A}}$ has the structure (5.4.1). We are able to efficiently solve system (5.4.18) by extending the fast diagonalization method. The starting points, that are involved in the setup of the preconditioner, are the following ones:

- for the pencils $\left(\widehat{K}_{i}, \widehat{M}_{i}\right)$ for $i=1, \ldots, d$ we have the factorizations (5.4.5);
- for the pencil ( $\left.\widehat{W}_{t}, \widehat{M}_{t}\right)$ we have the factorization (5.4.10).

Then, by defining $U_{s}:=U_{d} \otimes \cdots \otimes U_{1}$ and $\Lambda_{s}:=\sum_{i=1}^{d} \mathbb{I}_{n_{s, d}} \otimes \cdots \otimes \mathbb{I}_{n_{s, i+1}} \otimes \Lambda_{i} \otimes \mathbb{I}_{n_{s, i-1}} \otimes \cdots \otimes \mathbb{I}_{n_{s, 1}}$, we have for the matrix $\widehat{\mathbf{A}}$ the factorization

$$
\begin{equation*}
\widehat{\mathbf{A}}=\left(U_{t}^{*} \otimes U_{s}^{T}\right)^{-1}\left(\gamma \Delta_{t} \otimes \mathbb{I}_{N_{s}}+\nu \mathbb{I}_{n_{t}} \otimes \Lambda_{s}\right)\left(U_{t} \otimes U_{s}\right)^{-1} \tag{5.4.19}
\end{equation*}
$$

Note that the second factor in (5.4.19) has the block-arrowhead structure

$$
\gamma \Delta_{t} \otimes \mathbb{I}_{N_{s}}+\nu \mathbb{I}_{n_{t}} \otimes \Lambda_{s}=\left[\begin{array}{cccc}
H_{1} & & & B_{1}  \tag{5.4.20}\\
& \ddots & & \vdots \\
& & H_{n_{t}-1} & B_{n_{t}-1} \\
-B_{1}^{*} & \ldots & -B_{n_{t}-1}^{*} & H_{n_{t}}
\end{array}\right]
$$

where $H_{i}$ and $B_{i}$ are diagonal matrices defined as

$$
H_{i}:=\gamma\left[\Lambda_{t}\right]_{i i} \mathbb{I}_{N_{s}}+\nu \Lambda_{s} \quad \text { and } \quad B_{i}:=\gamma[\mathbf{l}]_{i} \mathbb{I}_{N_{s}} \quad \text { for } \quad i=1, \ldots, n_{t}-1
$$

$$
H_{n_{t}}:=\gamma \sigma \mathbb{I}_{N_{s}}+\nu \Lambda_{s}
$$

The matrix (5.4.20) has the following easy-to-invert block LU decomposition

$$
\gamma \Delta_{t} \otimes \mathbb{I}_{N_{s}}+\nu \mathbb{I}_{n_{t}} \otimes \Lambda_{s}=\left[\begin{array}{cccc}
\mathbb{I}_{N_{s}} & & &  \tag{5.4.21}\\
& \ddots & & \\
& & \mathbb{I}_{N_{s}} & \\
-B_{1}^{*} H_{1}^{-1} & \ldots & -B_{n_{t}-1}^{*} H_{n_{t}-1}^{-1} & \mathbb{I}_{N_{s}}
\end{array}\right]\left[\begin{array}{cccc}
H_{1} & & & B_{1} \\
& \ddots & & \vdots \\
& & H_{n_{t}-1} & B_{n_{t}-1} \\
& & & S
\end{array}\right]
$$

where $S:=H_{n_{t}}+\sum_{i=1}^{n_{t}-1} B_{i}^{*} H_{i}^{-1} B_{i}$ is a diagonal matrix.
Summarising, the solution of (5.4.18) can be computed by the following algorithm.

```
Algorithm 4 Extended FD
    Setup: Compute the factorizations (5.4.5) and (5.4.10).
    Application: Compute \(\widetilde{\mathbf{s}}=\left(U_{t}^{*} \otimes U_{s}^{T}\right) \mathbf{s}\).
    Compute \(\widetilde{\mathbf{q}}=\left(\gamma \Delta_{t} \otimes \mathbb{I}_{N_{s}}+\nu \mathbb{I}_{n_{t}} \otimes \Lambda_{s}\right)^{-1} \widetilde{\mathbf{s}}\).
    Compute \(\mathbf{r}=\left(U_{t} \otimes U_{s}\right) \widetilde{\mathbf{q}}\).
```


### 5.4.4 Inclusion of the geometry and coefficient information in the preconditioner

The preconditioner (5.4.1) does not incorporate any information on the geometry parametrization $\boldsymbol{G}$. Thus, the performance of $\widehat{\mathbf{A}}$ may depend on the geometry map: we see this trend in the numerical tests of Section 5.5 and, in particular, in the upper tables of Table 5.5 and Table 5.7. However, we can generalize (5.4.1) by including in the time matrices $\widehat{W}_{t}$ and $\widehat{M}_{t}$ and in the univariate spatial matrices $\widehat{K}_{i}, \widehat{M}_{i}$ for $i=1, \ldots, d$ a suitable approximation of $\boldsymbol{G}$, without increasing the asymptotic computational cost. A similar approach has been used also in [81] for the Stokes problem (see also Section 3.5.3) and in [80] for a least-squares formulation of the heat equation (see also Section 4.4.3). We briefly give an overview of this strategy.

Referring to Section 5.2 for the notation of the basis functions, we rewrite the entries of the system matrix (5.3.5) in the parametric domain as

$$
\begin{align*}
{[\mathbf{A}]_{i, j} } & =\mathcal{A}\left(B_{j, \boldsymbol{p}}, B_{i, \boldsymbol{p}}\right) \\
& =\gamma \int_{0}^{1} \int_{\widehat{\Omega}} \frac{1}{T} \partial_{\tau} \widehat{B}_{j, \boldsymbol{p}} \widehat{B}_{i, \boldsymbol{p}}\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right| \mathrm{d} \widehat{\Omega} \mathrm{~d} \tau+\int_{0}^{1} \int_{\widehat{\Omega}} \nu\left(\nabla \widehat{B}_{j, \boldsymbol{p}}\right)^{T} J_{\boldsymbol{G}}^{-1} J_{\boldsymbol{G}}^{-T} \nabla \widehat{B}_{i, \boldsymbol{p}}\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right| \mathrm{d} \widehat{\Omega} \mathrm{~d} \tau \\
& =\int_{0}^{1} \int_{\widehat{\Omega}}\left[\left(\nabla \widehat{B}_{j, \boldsymbol{p}}\right)^{T} \partial_{\tau} \widehat{B}_{j, \boldsymbol{p}}\right] \boldsymbol{C}\left[\left(\nabla \widehat{B}_{i, \boldsymbol{p}}\right)^{T} \widehat{B}_{i, \boldsymbol{p}}\right]^{T} \mathrm{~d} \widehat{\Omega} \mathrm{~d} \tau \tag{5.4.22}
\end{align*}
$$

where

$$
\boldsymbol{C}(\boldsymbol{\eta}, \tau):=\left[\begin{array}{ll}
\nu J_{\boldsymbol{F}}^{-1} J_{\boldsymbol{F}}^{-T}\left|\operatorname{det}\left(J_{\boldsymbol{F}}\right)\right| T & \\
& \gamma\left|\operatorname{det}\left(J_{\boldsymbol{F}}\right)\right|
\end{array}\right]
$$

and where we used that $B_{i, \boldsymbol{p}}=\widehat{B}_{i, \boldsymbol{p}} \circ \boldsymbol{G}^{-1}, B_{j, \boldsymbol{p}}=\widehat{B}_{j, \boldsymbol{p}} \circ \boldsymbol{G}^{-1}$ and $\left|\operatorname{det}\left(J_{\boldsymbol{G}}\right)\right|=T\left|\operatorname{det}\left(J_{\boldsymbol{F}}\right)\right|$. The construction of the preconditioner is based on the following approximation of the diagonal entries only of $\boldsymbol{C}$ :

$$
\begin{array}{r}
{[\boldsymbol{C}(\boldsymbol{\eta}, \tau)]_{k, k} \approx[\widetilde{\boldsymbol{C}}(\boldsymbol{\eta}, \tau)]_{k, k}:=\varphi_{1}\left(\eta_{1}\right) \ldots \varphi_{k-1}\left(\eta_{k-1}\right) \Phi_{k}\left(\eta_{k}\right) \varphi_{k+1}\left(\eta_{k+1}\right) \ldots \varphi_{d}\left(\eta_{d}\right) \varphi_{d+1}(\tau)} \\
k=1, \ldots, d,
\end{array}
$$

$$
\begin{equation*}
[\boldsymbol{C}(\boldsymbol{\eta}, \tau)]_{d+1, d+1} \approx[\widetilde{\boldsymbol{C}}(\boldsymbol{\eta}, \tau)]_{d+1, d+1}:=\varphi_{1}\left(\eta_{1}\right) \ldots \varphi_{d}\left(\eta_{d}\right) \Phi_{d+1}(\tau) . \tag{5.4.23b}
\end{equation*}
$$

We interpolate the functions $\widetilde{\boldsymbol{C}}_{k, k}$ in (5.4.23) by piecewise constants in each element and we build the univariate factors $\varphi_{k}$ and $\Phi_{k}$ by using the separation of variables algorithm detailed in the Appendix A. The computational cost of the approximation above is proportional to the number of elements, that, when using smooth B-splines, is almost equal to $N_{d o f}$ and it is independent of $p_{s}$ and $p_{t}$ and thus negligible in the whole iterative strategy.

Then we define

$$
[\widetilde{\mathbf{A}}]_{i, j}:=\int_{0}^{1} \int_{\widehat{\Omega}}\left[\begin{array}{ll}
\left(\nabla \widehat{B}_{j, \boldsymbol{p}}\right)^{T} & \partial_{\tau} \widehat{B}_{j, \boldsymbol{p}}
\end{array}\right] \widetilde{\boldsymbol{C}}\left[\begin{array}{ll}
\left(\nabla \widehat{B}_{i, \boldsymbol{p}}\right)^{T} & \widehat{B}_{i, \boldsymbol{p}}
\end{array}\right]^{T} \mathrm{~d} \widehat{\Omega} \mathrm{~d} \tau .
$$

The previous matrix maintains the same Kronecker structure as (5.4.1):

$$
\begin{equation*}
\widetilde{\mathbf{A}}=\widetilde{W}_{t} \otimes \widetilde{M}_{s}+\widetilde{M}_{t} \otimes \widetilde{K}_{s}, \tag{5.4.24}
\end{equation*}
$$

where for $i, j=1, \ldots, n_{t}$

$$
\begin{aligned}
{\left[\widetilde{W}_{t}\right]_{i, j} } & :=\int_{0}^{1} \Phi_{d+1}(\tau) \widehat{b}_{j, p_{t}}^{\prime}(\tau) \widehat{b}_{i, p_{t}}(\tau) \mathrm{d} \tau \quad \text { and } \quad\left[\widetilde{M}_{t}\right]_{i, j}:=\int_{0}^{1} \varphi_{d+1}(\tau) \widehat{b}_{i, p_{t}}(\tau) \widehat{b}_{j, p_{t}}(t) \mathrm{d} \tau, \\
\widetilde{K}_{s} & :=\sum_{k=1}^{d} \widetilde{M}_{d} \otimes \cdots \otimes \widetilde{M}_{k+1} \otimes \widetilde{K}_{k} \otimes \widetilde{M}_{k-1} \otimes \cdots \otimes \widetilde{M}_{1}, \quad \widetilde{M}_{s}:=\widetilde{M}_{d} \otimes \cdots \otimes \widetilde{M}_{1},
\end{aligned}
$$

and where for $k=1, \ldots, d$ and for $i, j=1, \ldots, n_{s, k}$ we define

$$
\left[\widetilde{K}_{k}\right]_{i, j}:=\int_{0}^{1} \Phi_{k}\left(\eta_{k}\right) \widehat{b}_{i, p_{s}}^{\prime}\left(\eta_{k}\right) \widehat{b}_{j, p_{s}}^{\prime}\left(\eta_{k}\right) \mathrm{d} \eta_{k} \quad \text { and } \quad\left[\widetilde{M}_{k}\right]_{i, j}:=\int_{0}^{1} \varphi_{k}\left(\eta_{k}\right) \widehat{b}_{i, p_{s}}\left(\eta_{k}\right) \widehat{b}_{j, p_{s}}\left(\eta_{k}\right) \mathrm{d} \eta_{k}
$$

We remark that the application of (5.4.24) can still be performed by Algorithm 4. Finally, we apply a diagonal scaling on $\widetilde{\mathbf{A}}$ and we define the preconditioner as

$$
\begin{equation*}
\widehat{\mathbf{A}}^{G}:=\mathbf{D}^{\frac{1}{2}} \widetilde{\mathbf{A}} \mathbf{D}^{\frac{1}{2}} \tag{5.4.25}
\end{equation*}
$$

where $[\mathbf{D}]_{i, i}:=[\mathbf{A}]_{i, i} /[\widetilde{\mathbf{A}}]_{i, i}$.
Remark 5.2. We remark that when $\gamma$ and $\nu$ do not depend on time, it holds

$$
W_{t}=\widehat{W}_{t} \quad \text { and } \quad M_{t}=T \widehat{M}_{t}
$$

and we can set explicitly $\widetilde{W}_{t}=W_{t}$ and $\widetilde{M}_{t}=M_{t}$. However, as in our numerical tests we consider a more general framework in which $\gamma$ and $\nu$ depend on time, we have presented the more general strategy above, that allows to incorporate in $\widehat{\mathbf{A}}^{\boldsymbol{G}}$ possible non-constant coefficients.

### 5.4.5 Computational cost and memory consumption of the linear solver

The linear system (5.3.5) is neither positive definite nor symmetric, and we choose GMRES as linear solver. In GMRES, the orthogonalization of the basis of the Krylov subspace makes the computational cost nonlinear with respect to the number of iterations. However, as long as this number is not too high, at each iteration the two dominant costs are the application of the preconditioning strategy and the computation of the residual. We assume, for simplicity that for $i=1, \ldots, d$ the matrices $\widehat{K}_{i}, \widehat{M}_{i}$ and $\widetilde{K}_{i}, \widetilde{M}_{i}$ have dimensions $n_{s} \times n_{s}$ and that the matrices
$\widehat{W}_{t}, \widehat{M}_{t}$ and $\widetilde{W}_{t}, \widetilde{M}_{t}$ have dimensions $n_{t} \times n_{t}$. Thus the total number of degrees-of-freedom is $N_{d o f}=N_{s} n_{t}=n_{s}^{d} n_{t}$.

The setup of $\widehat{\mathbf{A}}$ and $\widehat{\mathbf{A}}^{\mathbf{G}}$ includes the operations performed in Step 1 of Algorithm 4, i.e. $d$ spatial eigendecompositions, that have a total cost of $O\left(d n_{s}^{3}\right)$ FLOPs, and the factorization of the time matrices. The computational cost of the latter is the sum of the cost of the eigendecomposition (5.4.14) and of the cost of the solution of the linear system (5.4.16), yielding a cost of $O\left(n_{t}^{3}\right)$ FLOPs. Then, the total cost of the space and time factorizations is $O\left(d n_{s}^{3}+n_{t}^{3}\right)$ FLOPs. Note that, if $n_{t}=O\left(n_{s}\right)$., this cost is optimal for $d=2$ and negligible for $d=3$. The setup cost of $\widehat{\mathbf{A}}^{\mathbf{G}}$ includes also the the construction of the diagonal matrix $\mathbf{D}$, that has a negligible cost, and the computation of the $2(d+1)$ approximations $\varphi_{1}, \ldots, \varphi_{d+1}$ and $\Phi_{1}, \ldots, \Phi_{d+1}$ in (5.4.23), that, as mentioned in Section 5.4.4, has the optimal cost of $O\left(N_{d o f}\right)$ FLOPs. We remark that the setup of the preconditioners has to be performed only once, since the matrices involved do not change during the iterative procedure.

The application of the preconditioner is performed by Steps 2-4 of Algorithm 4. Exploiting (2.2.5), Step 2 and Step 4 costs $4\left(d n_{s}^{d+1} n_{t}+n_{t}^{2} n_{s}^{d}\right)=4 N_{d o f}\left(d n_{s}+n_{t}\right)$ FLOPs. The use of the block LU decomposition (5.4.21) makes the cost for Step 3 equal to $O\left(N_{d o f}\right)$ FLOPs.

In conclusion, the total cost of Algorithm 4 is $4 N_{d o f}\left(d n_{s}+n_{t}\right)+O\left(N_{d o f}\right)$ FLOPs. The non-optimal dominant cost of Step 2 and Step 4 is determined by the dense matrix-matrix products. However, these operations are usually implemented on modern computers in a very efficient way. For this reason, in our numerical tests, the overall serial computational time grows almost as $O\left(N_{d o f}\right)$, see Figure 5.3 in Section 5.5.

The other dominant computational cost in a GMRES iteration is the cost of the residual computation, that is the multiplication of the matrix $\mathbf{A}$ with a vector. This multiplication is done by exploiting the special structure (5.3.6), that allows a matrix-free approach and the use of formula (2.2.5). Note in particular that we do not need to compute and to store the whole matrix $\mathbf{A}$, but only its time and spatial factors. Since the time matrices $M_{t}$ and $W_{t}$ are banded with a band of width $2 p_{t}+1$ and the spatial matrices $K_{s}$ and $M_{s}$ have roughly $N_{s}\left(2 p_{s}+1\right)^{d}$ nonzero entries, we have that the computational cost of a single matrix-vector product is $6 N_{\text {dof }}\left[\left(2 p_{s}+1\right)^{d}+2 p_{t}+1\right] \approx 6 N_{d o f}(2 p+1)^{d}=O\left(N_{d o f} p^{d}\right)$ FLOPs, if we assume $p=p_{s} \approx p_{t}$. The numerical experiments reported in Table 5.6 of Section 5.5 show that the dominant cost in the iterative solver is represented by the residual computation. This is a typical behaviour of the FD-based preconditioning strategies, see [80, 81, 93].

We now investigate the memory consumption. For the preconditioner we have to store the eigenvector spatial matrices $U_{1}, \ldots, U_{d}$, the time matrix $U_{t}$ and the block-arrowhead matrix (5.4.20). The memory required is roughly

$$
n_{t}^{2}+d n_{s}^{2}+2 N_{d o f} .
$$

For the system matrix, we have to store the time factors $M_{t}$ and $W_{t}$ and the spatial factors $M_{s}$ and $K_{s}$. Thus the memory required is roughly

$$
2\left(2 p_{t}+1\right) n_{t}+2\left(2 p_{s}+1\right)^{d} N_{s} \approx 4 p_{t} n_{t}+2^{d+1} p_{s}^{d} N_{s}
$$

As for the least-squares case [80], we conclude that, in terms of memory requirement, our approach is very attractive w.r.t. other approaches, e.g. the ones obtained by discretizing in space and in time separately. For example if we assume $d=3, p_{t} \approx p_{s}=p$ and $n_{t}^{2} \leq C p^{3} N_{s}$, then the total memory consumption is $O\left(p^{3} N_{s}+N_{d o f}\right)$, that is equal to the sum of the memory needed to store the Galerkin matrices associated to spatial variables and the memory needed to store the solution of the problem.

We remark that we could avoid storing the factors of $\mathbf{A}$ by using the matrix-free approach of [94]. The memory and the computational cost of the iterative solver would significantly
improve, both for the setup and the matrix-vector multiplications. However, we do not pursue this strategy, as it is beyond the scope of this paper.

Remark 5.3. For a better computational efficiency, we use a real-arithmetic version of Algorithm 4: we replace $\widetilde{\Lambda_{t}}$ in (5.4.17) by a block diagonal matrix where each pair of generalized eigenvalues $i \lambda_{j}$ and $-i \lambda_{j}$ is replaced by a diagonal block

$$
\left[\begin{array}{cc}
0 & \lambda_{j} \\
-\lambda_{j} & 0
\end{array}\right]
$$

and we set

$$
H_{j}:=\left[\begin{array}{cc}
\nu \Lambda_{s} & \gamma \lambda_{j} \mathbb{I}_{n_{s}} \\
-\gamma \lambda_{j} \mathbb{I}_{n_{s}} & \nu \Lambda_{s}
\end{array}\right] \quad \text { and } \quad B_{j}:=\gamma\left[[l]_{2(j-1)+1} \mathbb{I}_{N_{s}}, \quad[\boldsymbol{l}]_{2(j-1)+2} \mathbb{I}_{N_{s}}\right]^{T} .
$$

Note that the computational cost of Step 3 in Algorithm 4 does not change, as we have

$$
H_{j}^{-1}:=\left[\begin{array}{cc}
\frac{1}{\nu} \Lambda_{s}^{-1}-\frac{\gamma^{2}}{\nu^{2}} \lambda_{j}^{2} \Lambda_{s}^{-1}\left(\nu \Lambda_{s}+\frac{\gamma^{2}}{\nu} \lambda_{j}^{2} \Lambda_{s}^{-1}\right)^{-1} \Lambda_{s}^{-1} & -\frac{\gamma}{\nu} \lambda_{j} \Lambda_{s}^{-1}\left(\nu \Lambda_{s}+\frac{\gamma^{2}}{\nu} \lambda_{j}^{2} \Lambda_{s}^{-1}\right)^{-1} \\
\frac{\gamma}{\nu} \lambda_{j}\left(\nu \Lambda_{s}+\frac{\gamma^{2}}{\nu} \lambda_{j}^{2} \Lambda_{s}^{-1}\right)^{-1} \Lambda_{s}^{-1} & \left(\nu \Lambda_{s}+\frac{\gamma^{2}}{\nu} \lambda_{j}^{2} \Lambda_{s}^{-1}\right)^{-1}
\end{array}\right] .
$$

### 5.5 Numerical results

In this section we first present the numerical experiments that assess the convergence behavior of the Galerkin approximation and then we analyze the performance of the preconditioners.

The tests are performed with Matlab R2015a and GeoPDEs toolbox [111]. We consider only sequential executions and we force the use of a single computational thread in a Intel Core i7-5820K processor, running at 3.30 GHz and with 64 GB of RAM. We use the eig Matlab function to compute the generalized eigendecompositions present in Step 1 of Algorithm 4, while Tensorlab toolbox [102] is employed to perform the multiplications with Kronecker matrices occurring in Step 2 and Step 4. The linear system is solved by GMRES without restart, with tolerance equal to $10^{-8}$ and with the null vector as initial guess in all tests.

We consider the same mesh-size in space and in time, by setting $h_{s}=h_{t}=: h$, and we denote the number of subdivisions in each parametric direction by $n_{\text {sub }}$. We use splines of maximal continuity allowed and of the same degree both in space and in time, i.e. we set $p_{t}=p_{s}=: p$.

### 5.5.1 Orders of convergence

We consider as spatial computational domain $\Omega$ a rotated quarter of annulus, represented in Figure 5.1a: we rotate by $\frac{\pi}{2}$ a quarter of annulus with center in the origin, internal radius 1 and external radius 2 along the axis $\{(x,-1,0) \mid x \in \mathbb{R}\}$. Dirichlet and initial boundary conditions are set such that $u(x, y, z, t)=-\left(x^{2}+y^{2}-1\right)\left(x^{2}+y^{2}-4\right) x y^{2} \sin (t) \sin (z)$ is the exact solution with constants $\nu=\gamma=1$.

In Figure 5.2a we represent the relative errors in $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap H^{1}\left(0, T ; L^{2}(\Omega)\right)$ norm, an easily computable upper bound of $\|\cdot\|_{\mathcal{X}_{h}}$, for polynomial degrees $p=1,2,3,4,5$. The rates of convergence are optimal, i.e. of order $O\left(h^{p}\right)$, consistent with the a-priori estimate (5.3.4). Even if this case is not covered by theoretical results, we also compute the relative errors in $L^{2}\left(0, T ; L^{2}(\Omega)\right)$ norm: the orders of convergence are still optimal, that is of order $O\left(h^{p+1}\right)$, as Figure 5.2b shows.

(A) Rotated quarter of annulus.


Figure 5.1: Space-time Galerkin. Computational domains.


Figure 5.2: Space-time Galerkin. Relative errors.

### 5.5.2 Performance of the preconditioner

In this section we present the performance our preconditioner in two computational domains: a rotated quarter of annulus and a hollow torus.

The symbol "*" denotes that the construction of the matrix factors of $\mathbf{A}$ (see (5.3.6)) goes out of memory, while the symbol " $* *$ " indicates that the dimension of the Krylov subspace is too high and there is not enough memory to store all GMRES iterates. We remark that in all the tables the total solving time of the iterative strategies includes also the setup time of the considered preconditioner.

Rotated quarter of annulus. We consider again as spatial computational domain $\Omega$ the rotated quarter of annulus of Figure 5.1a and the same exact solution, initial and boundary data as in Section 5.5.1. We analyze the performance of both $\widehat{\mathbf{A}}$ and $\widehat{\mathbf{A}}^{G}$. The maximum dimension of the Krylov subspace is set equal to 100 for both the preconditioners up to $n_{\text {sub }}=64$. We are able to reach convergence and to perform the tests with $\widehat{\mathbf{A}}^{G}, n_{\text {sub }}=128$ and $p=1,2,3$ by setting the maximum Krylov subspace dimension equal to 25 . In Table 5.5 we report the number of iterations and the total solving time of GMRES preconditioned with $\widehat{\mathbf{A}}$ (upper table) and $\widehat{\mathbf{A}}^{\boldsymbol{G}}$ (middle table). The non-trivial geometry clearly affects the performance of $\widehat{\mathbf{A}}$, but, when we include some information on the parametrization by using $\widehat{\mathbf{A}}^{G}$, the number of iterations is more than halved and it is stable w.r.t. $p$ and $n_{\text {sub }}$. Moreover, the computational times are one order of magnitude lower for the highest degrees and $n_{\text {sub }}$.

Finally, we analyze with more details the performance of $\widehat{\mathbf{A}}^{G}$. First, we consider the percentage of time spent in the application of $\widehat{\mathbf{A}}^{G}$ in one GMRES iteration. The results, reported in Table 5.6, clearly show that the dominant cost consists of the matrix-vector multiplications, while the application of the preconditioner takes a small percentage of the total computational time, for example less than $10 \%$ for polynomial degree 5 and $n_{\text {sub }}=32$ or $n_{s u b}=64$. In Figure 5.3 we report the setup time and the single application time of $\widehat{\mathbf{A}}^{G}$ w.r.t. the number of degrees of freedom. As expected, the setup time is proportional to $O\left(N_{d o f}\right)$. What is more interesting is that the application time grows slower than $O\left(N_{d o f}^{5 / 4}\right)$, i.e. the FLOPS counting, and it is almost proportional to $O\left(N_{d o f}\right)$ : this may be explained by the fact that the memory access is the dominant cost due to the high-efficiency of CPU operations, in our case implemented in Matlab Tensorlab [102].

|  | $\widehat{\mathbf{A}}$ Iterations / Time |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{\text {sub }}$ | $p=1$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| 8 | $34 / 0.20$ | $37 / 0.21$ | $42 / 0.42$ | $46 / 0.63$ | $50 / 1.13$ |
| 16 | $43 / 1.15$ | $46 / 1.65$ | $50 / 3.42$ | $54 / 5.80$ | $57 / 11.87$ |
| 32 | $50 / 22.75$ | 53/31.10 | $57 / 54.02$ | $61 / 96.06$ | $64 / 184.84$ |
| 64 | $57 / 586.73$ | $60 / 764.26$ | $67 / 1254.81$ | $67 / 1858.55$ | $71 / 3188.51$ |
| 128 | ** | ** | ** | * | * |


|  | $\widehat{\mathbf{A}}^{\boldsymbol{G}}$ Iterations / Time |  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $n_{\text {sub }}$ | $p=1$ |  | $p=2$ |  | $p=3$ | $p=4$ | $p=5$ |
| 8 | $11 /$ | 0.06 | $12 /$ | 0.09 | $12 /$ | 0.11 | $13 / r$ |

Table 5.5: Space-time Galerkin. Revolved quarter domain. Performance of $\widehat{\mathbf{A}}$ (upper table) and $\widehat{\mathbf{A}}^{\boldsymbol{G}}$ (lower table).

| $n_{\text {sub }}$ | $p=1$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| ---: | :---: | :---: | :---: | :---: | :---: |
| 8 | $73.02 \%$ | $79.24 \%$ | $66.62 \%$ | $46.94 \%$ | $33.73 \%$ |
| 16 | $68.10 \%$ | $46.13 \%$ | $30.06 \%$ | $17.63 \%$ | $11.27 \%$ |
| 32 | $53.09 \%$ | $33.34 \%$ | $20.44 \%$ | $13.06 \%$ | $8.19 \%$ |
| 64 | $54.71 \%$ | $32.46 \%$ | $20.20 \%$ | $12.52 \%$ | $7.31 \%$ |
| 128 | $54.12 \%$ | $33.53 \%$ | $18.89 \%$ | $*$ | $*$ |

Table 5.6: Space-time Galerkin. Percentage of computing time of $\widehat{\mathbf{A}}^{\boldsymbol{G}}$ in one GMRES iteration for the rotated quarter domain.


Figure 5.3: Space-time Galerkin. Setup time and single application time of $\widehat{\mathbf{A}}^{G}$ in the rotated quarter domain.

|  | $\widehat{\mathbf{A}}$ Iterations / Time |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{\text {sub }}$ | $p=1$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| 8 | $32 / 0.49$ | $70 / 0.79$ | $101 / 2.02$ | $128 / 5.83$ | $156 / 14.48$ |
| 16 | 98/ 5.83 | $121 / 10.54$ | 149 / 26.13 | 167 / 57.27 | 177 / 128.68 |
| 32 | 143 / 122.28 | 165 / 236.47 | 177 / 400.79 | $193 / 746.28$ | 197 / 1230.60 |
| 64 | 165 / 3657.33 | 168 / 4733.98 | 175 / 6596.99 | 179 / 15894.01 | $184 / 20215.23$ |


|  | $\widehat{\mathbf{A}}^{\mathbf{G}}$ Iterations / Time |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{\text {sub }}$ | $p=1$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| 8 | $14 / 0.30$ | $15 / 0.50$ | 19 / 0.71 | $20 / 1.11$ | $23 / 1.98$ |
| 16 | $18 / 0.87$ | $19 / 1.66$ | $21 / 2.79$ | $23 / 5.77$ | $25 / 14.12$ |
| 32 | $22 / 8.88$ | $24 / 16.08$ | $25 / 29.66$ | $26 / 61.22$ | 27/114.93 |
| 64 | $26 / 207.70$ | 27/303.33 | 28 / 495.29 | $29 / 1118.44$ | $30 / 1923.20$ |

Table 5.7: Space-time Galerkin. Hollow torus domain. Performance of $\widehat{\mathbf{A}}$ (upper table) and $\widehat{\mathbf{A}}^{\mathbf{G}}$ (lower table).

Hollow torus. We consider a torus with a hole (Figure 5.1b) that is obtained by revolving an eccentric annulus (Figure 5.1c) along the $y$ axis. For this problem we consider $\gamma=1$ and a separable in space and time, non-constant diffusion coefficient $\nu$. Precisely, we choose

$$
\nu(x, y, z, t)=\left\{1+50\left[1+\cos \left(\frac{t}{2 \pi}\right)\right]\right\}\left\{1+\frac{99}{2}\left[1+\frac{1}{\left(1+\frac{x^{2}}{z^{2}}\right)^{\frac{1}{2}}}\right]\right\}
$$

The initial data and right-hand side are defined such that $u(x, y, z, t):=\sin (\pi x) \sin (\pi y) \sin (\pi z) \sin (\pi t)$ is the exact solution. In this case, we replace $\nu$ in (5.4.1) with its integral mean $\frac{1}{T|\Omega|} \int_{0}^{T} \int_{\Omega} \nu(x, y, z, t) \mathrm{d} \Omega \mathrm{dt}$. In Table 5.7 we compare the performance of $\widehat{\mathbf{A}}$ (upper table) and $\widehat{\mathbf{A}}^{\boldsymbol{G}}$ (lower table): the inclusion of the information about the geometry parametrization and $\nu$ significantly reduces the number of iterations and the computational times.

### 5.6 Comparison between least-squares and Galerkin approaches

In this section we want to compare the least-squares solver of Chapter 4 with the Galerkin approach of the present chapter. The least-squares formulation requires basis functions with a higher regularity and degree than the Galerkin ones, at least for spatial functions. Indeed, if for the Galerkin formulation we only need $C^{0}$ continuity and $p_{s} \geq 1$ (cfr. Assumption 5.2), for the least-squares method we request $C^{1}$ smoothness and $p_{s} \geq 2$ (cfr. Assumption 4.2). However, this is not a problem in the framework of the $k$-method.

The least-squares linear system is symmetric and positive definite and thus preconditioned CG linear solver can be employed. On the contrary, the Galerkin linear-system does not
have these properties and thus we use preconditioned GMRES. Differently then for CG, with GMRES all the iterates have to be stored and the memory consumption is higher.

The design of the least-squares preconditioner does not require any special techniques and the FD method can be used straightforwardly for its application (see Section 4.4). On the other side, the time matrices in the Galerkin linear system do not have a stable eigendecomposition and we need to build an extension of the FD method (see Section 5.4), that, however, has the same computational cost as the standard FD method.

If we look at practical examples, we can compare the number of iterations and the computational times in the the rotated quarter of annulus test. We focus on the variant of the preconditioners that incorporates some information of the geometry parametrization. First, we see from Figure 4.3 and Figure 5.3, that the setup cost and application cost of the preconditioners are asymptotically the same for both formulations. Then, we consider the middle table of Table 4.2 in Chapter 4 and the lower table of Table 5.5. For the least squares solver, the number of iterations is more than doubled and the computational times are three times higher than the number of iterations and computational times of the Galerkin preconditioner.

To conclude, even if the least-squares formulation yields to a symmetric positive definite linear system and makes easier the use of the FD method in the preconditioning strategy, the Galerkin formulation with the related preconditioner gives better performances in practical experiments.

### 5.7 Conclusions

In this work we proposed a preconditioner suited for a space-time Galerkin isogeometric discretization of the heat equation. Our preconditioner $\widehat{\mathbf{A}}$ is represented by a suitable sum of Kronecker products of matrices, that makes the computational cost of its construction (setup) and application, as well as the storage cost, very appealing. In particular the application of the preconditioner, inspired by the fast diagonalization technique, exploits an ad-hoc factorization of the time matrices. The preconditioner cost seen in numerical tests, for a serial single core execution, is almost equal to $O\left(N_{d o f}\right)$ and does not depend on the polynomial degree.

At the same time, the storage cost is roughly the same that we would have by discretizing separately in space and in time, if we assume $n_{t} \leq C p^{d} N_{s}$. Indeed, in this case the memory used for the whole iterative solver is $O\left(p^{d} N_{s}+N_{d o f}\right)$.

The coupling with a matrix-free approach [94] will lead to a significant improvement of the solver strategy. Our method is also suited for parallelization and this will be an interesting future direction study.

## Chapter 6

## Conclusions

In this thesis we developed efficient solvers for linear systems arising in the isogeometric discretization of two kind of problems: the Stokes system and the heat equation.

The basis of all our preconditioning strategies was the fast diagonalization method, a fast solver that has been efficiently employed in $\operatorname{IgA}$ in [93] for the construction of a solving method for the Poisson system. The preoconditioning matrix was obtained by discretizing the Poisson equation in the parametric domain and considering constant coefficients. Its application through the FD method revealed to be very fast.

We wanted to employ a similar idea to design preconditioners for the isogeometric discretization of Stokes system and the heat equation: we built the preconditioning matrices by discretizing the considered PDE (or a simplification of it) in the parametric domain in such a way that their application could be efficiently performed by the FD method. We provided spectral estimates that assured the good behavior of our preconditioners when used in a iterative solver, as CG or MINRES. Moreover, we went further this simple idea by creating a strategy, based on a separation of variables algorithm, that allowed to incorporate in the basic versions of our preconditioners some information on the geometry parametrization and the coefficients of the PDE. The overall asymptotic computational cost, which, in practical applications, is proportional to the number of degrees of freedom, was not increased.

The first problem we considered is the Stokes stationary system, discretized either with isogeometric Taylor-Hood or Raviart-Thomas elements. We proposed three kind of preconditioners for the resulting saddle-point linear system: block diagonal, block triangular and constrained. Theoretical results were supported by numerical experiments, that also demonstrated the better performances of our preconditioners with respect to the more classical Incomplete Cholesky based one.

The second PDE that we studied was the heat equation. We focused on space-time discretizations, that allowed to exploit the high regularity and continuity of isogeometric basis functions. We considered two kind of formulations. The first one was based on the least-squares principle and provided a linear system that was symmetric and positive definite. We proved a-priori error estimates that guaranteed the good convergence of the method. We proposed preconditioners whose application could be straightforwardly and efficiently done with the FD method. Numerical tests confirmed the efficiency of the proposed preconditioning strategies and the superiority of our approach with respect to a classical Incomplete Cholesky preconditioner. The other formulation yielded to a plain Galerkin space-time method. The straightforward use of the FD method for the application of the designed preconditioners was not possible, in that case. We circumvented this problem, by introducing an ad-hoc factorization of the matrices that allowed us to develop a solver that was conceptually similar to the FD method and had the same computational cost. We also provided comparisons of the performances of the two formulations and related preconditioners.

The FD method was a key ingredient in the development of all of our preconditioning strategies. We believe that it has the potential to be part of efficient solvers designed for other kind of PDEs or in non-overlapping domain decomposition area. Moreover, the combination with matrix-free approaches would lead to a significant improvement of the performances. Furthermore, the parallelization of the solver, especially for space-time methods, could be an important future development.

## Appendix A

## Separation of variables algorithm

The basic version of our preconditioners is built by discretizing the PDE or a simplification of it in the parametric domain $\widehat{\Omega}$ and considering constant coefficients. Numerical tests of Section 3.6, Section 4.5 and Section 5.5 confirm that the geometry parametrization clearly affects the performance of the preconditioning strategy. To overcome this issue, we have proposed an improved version of each preconditioner that incorporates in the univariate factors coefficients containing some information on the geometry and on the PDE without losing the tensor-product structure.

An important part of this process is the approximation of $N$ multivariate functions $c_{k}(\boldsymbol{\eta})$ for $k=1, \ldots, N$ by the product of univariate factors as

$$
\begin{equation*}
c_{k}(\boldsymbol{\eta}) \approx \mu_{1}\left(\eta_{1}\right) \ldots \mu_{k-1}\left(\eta_{k-1}\right) \omega_{k}\left(\eta_{k}\right) \mu_{k+1}\left(\eta_{k+1}\right) \ldots \mu_{N}\left(\eta_{N}\right) \quad k=1, \ldots, N, \tag{A.0.1}
\end{equation*}
$$

where $\boldsymbol{\eta} \in \mathbb{R}^{N}$. We describe here the procedure for the general case while specific details for each PDE will be given at the end of the section. After approximating each function by piecewise constants, (A.0.1) becomes

$$
\begin{equation*}
\left[\mathfrak{C}^{(k)}\right]_{i_{1}, \ldots, i_{N}} \approx\left[\boldsymbol{\mu}^{(1)}\right]_{i_{1}} \ldots\left[\boldsymbol{\mu}^{(k-1)}\right]_{i_{k-1}}\left[\boldsymbol{\omega}^{(k)}\right]_{i_{k}}\left[\boldsymbol{\mu}^{(k+1)}\right]_{i_{k+1}} \ldots\left[\boldsymbol{\mu}^{(N)}\right]_{i_{N}}, \tag{A.0.2}
\end{equation*}
$$

where, denoting by $\mathbb{R}_{+}$the set of strictly positive real numbers, the tensors $\mathfrak{C}^{(k)} \in \mathbb{R}_{+}^{n_{1} \times \cdots \times n_{N}}$ are given and $\boldsymbol{\mu}^{(k)}, \boldsymbol{\omega}^{(k)} \in \mathbb{R}_{+}^{n_{k}}, k=1, \ldots, N$, are unknown vectors to be computed.

In order to compute the approximation (A.0.2), we aim at finding $\boldsymbol{\mu}^{(k)}, \boldsymbol{\omega}^{(k)} \in \mathbb{R}_{+}^{n_{k}}$ for $k=1, \ldots, N$, that minimize the functional

$$
\begin{aligned}
& {\left[\boldsymbol{\chi}^{(k)}, \boldsymbol{\psi}^{(k)}\right]_{k=1, \ldots, N} } \longmapsto \\
& \max _{\substack{i_{k}=1, \ldots, n_{k} ; \\
k=1, \ldots, N}}\left\{\left|\log \left(\frac{\left[\mathfrak{C}^{(k)}\right]_{i_{1}, \ldots, i_{N}}}{\left[\boldsymbol{\chi}^{(1)}\right]_{i_{1}} \ldots\left[\boldsymbol{\chi}^{(k-1)}\right]_{i_{k-1}}\left[\boldsymbol{\psi}^{(k)}\right]_{i_{k}}\left[\boldsymbol{\chi}^{(k+1)}\right]_{i_{k+1}} \ldots\left[\boldsymbol{\chi}^{(N)}\right]_{i_{N}}}\right)\right|\right\} .
\end{aligned}
$$

Equivalently, we look for $\boldsymbol{\mu}^{(k)}, \boldsymbol{\omega}^{(k)} \in \mathbb{R}_{+}^{n_{k}}$ for $k=1, \ldots, N$, such that the minimum and maximum values of the ratio

$$
\frac{\left[\mathfrak{C}^{(k)}\right] i_{i_{1}, \ldots, i_{N}}}{\left[\boldsymbol{\mu}^{(1)}\right]_{i_{1}} \ldots\left[\boldsymbol{\mu}^{(k-1)}\right]_{i_{k-1}}\left[\boldsymbol{\omega}^{(k)}\right]_{i_{k}}\left[\boldsymbol{\mu}^{(k+1)}\right]_{i_{k+1}} \ldots\left[\boldsymbol{\mu}^{(N)}\right]_{i_{N}}}, \quad i_{k}=1, \ldots, n_{k} ; k=1, \ldots, N,
$$

are as close as possible to 1 (in the logarithmic sense).
Algorithm 5 computes an approximate solution of the above optimization problem. This algorithm generalizes the one used in [113] which is focused on the case of two variables, i.e.
it computes the approximations

$$
\left[\mathfrak{C}^{(1)}\right]_{i_{1}, i_{2}} \approx\left[\boldsymbol{\omega}^{(1)}\right]_{i_{1}}\left[\boldsymbol{\mu}^{(2)}\right]_{i_{2}}, \quad\left[\mathfrak{C}^{(2)}\right]_{i_{1}, i_{2}} \approx\left[\boldsymbol{\mu}^{(1)}\right]_{i_{1}}\left[\boldsymbol{\omega}^{(2)}\right]_{i_{2}} .
$$

Note that in this case the two approximation problems are completely decoupled, so they can be solved independently. As in [113], in all our tests we set maxit $=2$.

In the case of Stokes system of Chapter 3, we have to compute three approximations as (A.0.2), one for each diagonal block of the preconditioner $P_{V}$ (see (3.5.1)). Thus, for $l=1,2,3$, we set $N=3$ and, referring to Section 3.5.3 for the notations, we have $c_{k}(\boldsymbol{\eta})=\left[\boldsymbol{C}_{l}\right]_{k, k}(\boldsymbol{\eta})$. We construct $\mathfrak{C}^{(k)} \in \mathbb{R}_{+}^{n_{1} \times n_{2} \times n_{3}}$ by interpolating the functions $c_{k}$ directly at the quadrature points, whose number in each parametric direction is equal to $n_{1}, n_{2}, n_{3}$, respectively.

For the space-time least-squares formulation of the heat problem of Chapter 4 and for the space-time Galerkin formulation of Chapter 5 we consider $d$ spatial variables and the time: we set $N:=d+1$ and $\eta_{d+1}:=\tau$. The functions $c_{k}$ in (A.0.1) that need to be approximated correspond to the functions defined in (4.4.7) and (5.4.23) for the least-squares and Galerkin formulations, respectively. In both case, $n_{1}, \ldots, n_{d}$ are the number of elements in each spatial direction and $n_{d+1}$ the number of elements in time, and we construct $\mathfrak{C}^{(k)} \in \mathbb{R}_{+}^{n_{1} \times \cdots \times n_{d+1}}$ by interpolating $c_{k}$ in the element barycenters. The approximation at the quadrature points required to construct the univariate factors in (4.4.9) and (4.4.10) is then recovered by interpolation.

```
Algorithm 5 Separation of variables
    Initialize \(\boldsymbol{\mu}^{(l)}=\boldsymbol{\omega}^{(l)}=\mathbf{1}_{n_{l}}\) for \(l=1, \ldots, N\).
    for iter \(=1 \ldots\) maxit do
        for \(k=1, \ldots, N\) do
            Compute \(\mathfrak{V}^{(k)} \in \mathbb{R}^{n_{1} \times \cdots \times n_{N}}\) s.t.
                                    \(\left[\mathfrak{V}^{(k)}\right]_{i_{1}, \ldots, i_{d+1}}=\frac{\left[\mathfrak{c}^{(k)}\right]_{i_{1}, \ldots, i_{N}}}{\left[\boldsymbol{\mu}^{(1)}\right]_{i_{1} \ldots\left[\boldsymbol{\mu}^{(k-1)}\right]_{i_{k-1}}\left[\boldsymbol{\mu}^{(k+1)}\right]_{i_{k+1} \ldots[ }\left[\boldsymbol{\mu}^{(N)}\right]_{i_{N}}} .}\)
            for \(j=1, \ldots, n_{k}\) do
                Compute \(m=\min \left\{\mathfrak{V}_{i_{1}, \ldots, i_{k-1}, j, i_{k+1}, \ldots i_{N}}^{(k)} \mid i_{l}=1, \ldots, n_{l} ; l=1, \ldots, N\right.\) and \(\left.l \neq k\right\}\).
                Compute \(M=\max \left\{\mathfrak{V}_{i_{1}, \ldots, i_{k-1}, j, i_{k+1}, \ldots i_{N}}^{(k)} \mid i_{l}=1, \ldots, n_{l} ; l=1, \ldots, N\right.\) and \(\left.l \neq k\right\}\).
                Update \(\left[\boldsymbol{\omega}^{(k)}\right]_{j}=\sqrt{m M}\).
            end for
        end for
        for \(k=1, \ldots, N\) do
            for \(l=1, \ldots, N\) do
                if \(l \neq k\) then
                        Compute \(\mathfrak{W}^{(k, l)} \in \mathbb{R}^{n_{1} \times \cdots \times n_{N}}\) s.t.
                    \(\left[\mathfrak{W}^{(k, l)}\right]_{i_{1}, \ldots, i_{N}}=\frac{\left.\left[\mathfrak{c}^{(k)}\right]\right]_{i_{1}, \ldots, i_{N}}\left[\boldsymbol{\mu}^{(l)}\right]_{i_{l}}}{\left[\boldsymbol{\mu}^{(1)}\right]_{i_{1} \ldots[ }\left[\boldsymbol{\mu}^{(k-1)}\right]_{i_{k-1}}\left[\boldsymbol{\omega}\left({ }^{(k)}\right]_{i_{k}}\left[\boldsymbol{\mu}^{(k+1)}\right]_{i_{k+1} \ldots} \ldots\left[\boldsymbol{\mu}^{(N)}\right]_{i_{N}}\right.}\).
                end if
            end for
            Compute \(\mathfrak{Y} \in \mathbb{R}^{n_{1} \times \cdots \times n_{N}}\) s.t.
                        \([\mathfrak{Y}]_{i_{1}, \ldots, i_{n_{N}}}=\min \left\{\left[\mathfrak{W}^{(k, l)}\right]_{i_{1}, \ldots, i_{n_{N}}} \mid l=1, \ldots, N\right.\) and \(\left.l \neq k\right\}\)
            Compute \(\mathfrak{Z} \in \mathbb{R}^{n_{1} \times \cdots \times n_{N}}\) s.t.
                    \([\mathfrak{Z}]_{i_{1}, \ldots, i_{n_{N}}}=\max \left\{\left[\mathfrak{W}^{(k, l)}\right]_{i_{1}, \ldots, i_{n_{N}}} \mid l=1, \ldots, N\right.\) and \(\left.l \neq k\right\}\)
            for \(j=1, \ldots, n_{k}\) do
                Compute \(m=\min \left\{[\mathfrak{Y}]_{i_{1}, \ldots, i_{k-1}, j, i_{k+1}, \ldots i_{N}} \mid i_{l}=1, \ldots, n_{l} ; l=1, \ldots, N\right.\) and \(\left.l \neq k\right\}\).
                Compute \(M=\max \left\{[\mathfrak{\jmath}]_{i_{1}, \ldots, i_{k-1}, j, i_{k+1}, \ldots i_{N}} \mid i_{l}=1, \ldots, n_{l} ; l=1, \ldots, N\right.\) and \(\left.l \neq k\right\}\).
                Update \(\left[\boldsymbol{\mu}^{(k)}\right]_{j}=\sqrt{m M}\).
            end for
        end for
    end for
```
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[^0]:    ${ }^{1}$ We can use the same argument as in Theorem 4.1 that is, the proof of [49, Chapter 7, Theorem 5] (see also Theorem 4.6 in Section 4.8), where step 3 therein uses the elliptic regularity property which is given, in our case, by Lemma 4.1.

[^1]:    ${ }^{2}$ The extension is obtained, for instance, in the following way. Consider the null extensions $\widetilde{f}_{n}$ of $f_{n}$ in $L^{2}(\widehat{\Omega} \times(0,1+\delta))$. Let $\widetilde{w}_{n}$ be the solutions of a heat problem (4.7.1) in $\widehat{\Omega} \times(0,1+\delta)$ (note that $\widetilde{w}_{n}$ is an extension of $w_{n}$, by uniqueness, and that $\widetilde{w}_{n}$ has the same regularity of $\left.w\right)$. Next, let $\phi$ be a cut-off function for $(0,1)$ in $(0,1+\delta)$ and let $z_{n}(\cdot t)=\phi(t) \widetilde{w}_{n}(\cdot, t)$.

