
  

   

 

 

 

 Dipartimento di Biologia e Biotecnologie “L. Spallanzani” 

Consiglio Nazionale delle Ricerche, Istituto di Genetica Molecolare Luigi Luca Cavalli-Sforza 

 

 

 Antiviral potential coupled to genome 

stability: the multifaceted roles of DDX3X 

protein 

 

  

 

 

 

  

 

Valentina Riva 

Dottorato di Ricerca in 

Genetica, Biologia Molecolare e Cellulare  

Ciclo XXXII – A.A. 2016-2019 

 

   



  

 

   

 

 

 

 Dipartimento di Biologia e Biotecnologie “L. Spallanzani” 

Consiglio Nazionale delle Ricerche, Istituto di Genetica Molecolare Luigi Luca 

Cavalli-Sforza 

 

 

   

 Antiviral potential coupled to genome 

stability: the multifaceted roles of 

DDX3X protein 

 

   

 Valentina Riva  

Supervised by Prof. Giovanni Maga 

Dottorato di Ricerca in 

Genetica, Biologia Molecolare e Cellulare  

Ciclo XXXII – A.A. 2016-2019 

 

   



 3 

Abstract 
 

The human RNA helicase DDX3X is a real multifaceted enzyme. Like all the 

other DEAD-box proteins of the same family, DDX3X participates into 

different steps of RNA metabolism. Moreover, DDX3X is one of the actors 

of cell cycle regulation, innate immunity and apoptosis processes.  

Our group started to look at DDX3X as an interesting protein since it has 

primary roles in viral infections and tumor development too. In the context of 

viral infections, DDX3X possesses dual roles: it acts as an antiviral or proviral 

factor regulating viral replication at different levels (regulation of genome 

duplication and/or gene expression and host innate immunity activation). 

From these observations, it came the idea to use DDX3X as a possible 

therapeutic target to inhibit a function essential for the viral replication, but 

dispensable for the human cell.  

In collaboration with the University of Siena (Prof. Maurizio Botta), we 

developed some inhibitor molecules able to recognize two different DDX3X 

pockets: the helicase binding pocket and the unique motif of DDX3X. Both 

two compounds families showed selectivity and no toxicity in cells; even 

more interesting, our molecules showed considerable broad-spectrum 

antiviral effects being able to suppress both the replication of WNV and 

DENV-2 viruses in infected cells. 

The development of DDX3X-specific inhibitor molecules in the context of 

different viral infections is just one of the two projects that I followed during 

my PhD internship. In parallel, I shifted my attention on the characterization 

of this enzyme in the context of DNA damage response. Published data have 

already implicated DDX3X in the resolution of RNA/DNA hybrids and RNA 

secondary structures, as well as in the degradation of RNAs. Moreover, 

unpublished data from our lab demonstrated also a possible exoribonuclease 

activity of DDX3X in addition to the already well-known helicase/ATPase 

activities. Trying to envision a physiological relevance of this activity, we 

focused on the possible situations in which RNA/DNA hybrids could be 

present into the cell. Ribonucleotides (rNMP) are the most abundant type of 

DNA damage and all the cells have specific enzymes able to remove them 

avoiding deleterious consequences. This removal activity is essential and it is 

primarily performed by the ribonucleotide excision repair (RER) pathway. 

RNaseH2 is believed to be the only enzyme able to incise single rNMPs 

within a DNA strand activating an error-free RER pathway. Surprisingly, our 

data demonstrated that DDX3X is able to promote RER initiation, thereby 

suggesting a possible new role of this enzyme also in genome stability. 
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CRM1 Chromosomal Maintenance 1 or Exportin 1 

DSBs Double Strand Breaks  

DBY DEAD-box Y RNA helicase 3 

DDX1 DEAD-box helicase 1  

DDX3X DEAD-box helicase 3 X-linked 
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IRF3 Interferon regulatory factor 3 
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LCMV Lymphocytic choriomeningitis virus 
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MITF Microphthalmia-associated transcription factor 
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NF-kB  Nuclear factor kappa-light-chain-enhancer of 

activated B cells 
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NP Nucleoprotein 
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NS1 Non-structural protein 1 

NS3  Non-structural protein 3 

NS5 Non-structural protein 5 
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nsP3 Non-structural polyprotein 3 
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OSCC Oral squamous cell cancer 

PB1-F2 Influenza A proapoptotic protein  
PCNA Proliferating Cell Nuclear Antigen 

PFU Plaque Forming Unit  
PLK1 Serine/threonine-protein kinase PLK1 

Pols Polymerases 

RER Ribonucleotide Excision Repair 

RIG-I RIG-I-like receptor 1; Probable ATP-dependent RNA 

helicase DDX58 

RK33 diimidazo[4,5-d:40,50-f]-[1,3]diazepine 

RNaseH1/2 Ribonuclease H 1/2 

RNaseR Ribonuclease R 

rNMPs Ribonucleotides triphosphates 

RS Arginine-Serine dipeptide 

SF1-6 Superfamilies 1-6 
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ShDDX3 

cells 

DDX3X KD cells 

Srs2  ATP-dependent DNA helicase SRS2 

ss Single strand 

Tat Transactivating regulatory protein 

TBK1 Serine/threonine-protein kinase TBK1 

TLC Thin-Layer Chromatography 

TNM Tumor Node and Metastasis  

Top1 Topoisomerase 1 

VACV Vaccinia virus 

VEEV Venezuelan Equine Encephalitis virus 
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1. Introduction 
 

DDX3X is an ATPase/RNA helicase belonging to the DEAD-box helicase 

family that is conserved from bacteria to humans (Cordin et al., 2006). 

All the RNA and DNA helicases are enzyme able to catalyse the unwinding 

of a double-strand nucleic acid. RNA helicases are currently divided into six 

superfamilies (SF1-6), depending on conserved motifs sequence similarities. 

Most RNA helicases belong to the SF-2 superfamily that includes DEAD-box 

proteins too (Cordin et al., 2006). 

DDX3X appears to be one of the most multifaceted helicases known up to 

date. It is involved, exactly like other DEAD-box proteins, in almost all the 

aspects of RNA metabolism and it is one of the actors in regulation of 

transcription, translation, RNA splicing, RNA transport and RNA 

degradation processes. Moreover, it has also been suggested to be involved 

in cell cycle control as well as in the regulation of apoptosis and innate 

immunity.  

DDX3X is also considered a promising target for anticancer and antiviral 

chemotherapy since it can play a dual role both in cancer (oncogene versus 

oncosuppressor) and in viral infections (proviral versus antiviral factors) 

(Riva and Maga, 2019). 

  



 

 

 

 

 

 

 

 

 

 
2. Review of the literature  

 11 

2. Review of the literature 

 

2.1 Human DDX3 genes  

There are two human DDX3-homologous genes: DDX3X and DDX3Y. The 

two genes are highly homologous (91.9% identity, 97.7% similarity), despite 

their expression pattern and functions are completely different (Kim et al., 

2001). 

The X-homolog is located in the X chromosomal region Xp11.4 and codes 

for a transcript of 5.3 kb corresponding to a polypeptide of 662 amino acids 

rich in serines (11.3%) and glycines (11.4%) (Kim et al., 2001). 

The Y-homolog is located in the Yq11.21 non-recombining region of the Y-

chromosome and it is named DDX3Y or DBY. Specifically, it is expressed 

only in the male germline and is essential for spermatogenesis since its 

deletion leads to a significant reduction in germ cells (oligozoospermia) or 

even to their complete absence (azoospermia) (Lahn and Page, 1997; Foresta, 

2000; Ditton et al., 2004). 

DDX3X, on the contrary of DBY, is ubiquitously expressed in a wide range 

of tissues. As a matter of fact, Human Multiple Tissue Northern blots exhibits 

DDX3X expression in testis, colon, lung, liver, skeletal muscle and kidney 

(Kim et al., 2001). 

In the next paragraphs, it follows a large review of the literature about the 

DDX3X homologue that is the key player of my studies. 

 

2.2 DDX3X protein  

As previously mentioned in the 1. Introduction paragraph, RNA helicases are 

currently divided into six superfamilies (SF1–6), depending on conserved 

motifs sequence similarities.  



 

 

 

 

 

 

 

 

 

 
2. Review of the literature  

 12 

 

The largest family is SF-2 superfamily that includes DEAD-box proteins, a 

family of more than 50 related RNA helicases, which can have overlapping 

compensatory roles in cell metabolism. The name of the DEAD-box helicase 

family derives from the sequence D-E-A-D (Asp–Glu–Ala–Asp) that is 

present in the Walker B motif II. This short sequence represents the catalytic 

core essential for ATP hydrolysis (Tanner and Linder, 2001; Meier-

Stephenson et al., 2018). 

DEAD-box proteins are characterized by the presence of nine conserved 

motifs that were shown to be involved in ATPase and helicase activities and 

in their regulation (Tanner et al., 2003). In DDX3X, all the conserved motifs 

are present in two RecA-like subdomains (Domain 1 and Domain 2, from N- 

to C-terminal) connected via a short flexible linker.  

In DDX3X, the amino-terminal domain 1 contains the following motifs: the 

ATP binding Motifs Q, I (Walker A) and II (Walker B) as well as the RNA-

binding Motifs Ia, Ib and the Motif III. In domain 2 there are all the motifs 

able to coordinate the ATPase and unwinding activities, respectively named 

Motifs IV, V and Motif VI. (Figure 1) (Cordin et al., 2006; Garbelli et al., 

2011). 
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Figure 1: Nine conserved motifs of the DEAD-box family are highlighted with 

different colours in the 3D cartoon representation of the human DDX3X open 

conformation in complex with AMP (down): motif Q (orange), motif I (forest 

green), unique motif (violet), motif Ia (marine), motif Ib (yellow), motif II or 

DEAD motif (firebrick), motif III (aquamarine), motif IV (deep blue), motif V 

(purple), and motif VI (salmon) (Fazi et al., 2015). 
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Domains 1 and 2 have a fold typical to the RecA superfamily, characterized 

by five β-strands surrounded by five α-helices. Sequences alignment of all 

different human DExD-box helicases shows a DDX3-specific insertion 

between Motifs I and Ia both in the X/Y homolog genes. The crystal structure 

of DDX3X reveals that this inserted sequence of ten residues (250–259, E-A-

L-R-A-M-K-E-N-G) forms a helix that positions a positively charged loop in 

close proximity to the putative RNA ligand. This unique insertion, namely 

unique motif, is not generally found in other human DExD-box helicases and 

could be an important determinant in RNA–substrate recognition/activation 

by DDX3X (Figure 2) (Högbom et al., 2007). 
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Figure 2: Sequences alignment of 40 different human DExD-box helicases 

covering the conserved region between motif I and motif Ia (amino acid 

residues 229-279 in DDX3X) and showing the DDX3X/Y-specific insertion 

between residues 250 and 259 (red box). Conserved residues are shaded in 

grey (Garbelli et al., 2011). 
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On the contrary of such conserved motifs in the protein core, N- and C-

terminal DDX3X regions are largely unstructured but contain regions 

responsible for unique functions. At its C-terminal domain, DDX3X contains 

an arginine-serine (RS) dipeptide rich segment. RS domains are typical 

modules of the SR (serine-arginine) proteins family, generally involved in the 

recruitment of components of the spliceosome complex (Ma and He, 2003). 

Within its 22 amino acids N-terminal domain, DDX3X contains a nuclear 

export signal (NES) that has been confirmed in different cell lines. Then, at 

least three different and independent nuclear localization signals (NLS) have 

been recently identified in HeLa cells respectively in DDX3X N-terminal 

region (aa 1-139), between aa 259–263 and in the C-terminal RecA-like 

domain (aa 409–572). It follows that the different DDX3X localization could 

be the reflection of its specific role in various cellular processes and/or in 

malignant transformations (Brennan et al., 2018).  

The C-terminal region is then fundamental for DDX3X oligomerization since 

DDX3X seems to work as a trimer: a dimer complex is responsible for the 

RNA unwinding and the third monomer probably promotes the RNA-loading 

optimizing the unwinding efficiency (Song and Ji, 2019).  

In solution, DDX3X exists in two conformational states: open and closed 

conformation. The transition between the two states depends on the ATP and 

RNA binding at each catalytic cycle and it was elegantly described by Schütz 

et al. (Figure 3) (Schütz et al., 2010). 

The process through which DDX3X passes from one conformation to the 

other one has been summarized in a model subdivided into three different 

steps corresponding to three specific acquired conformational state. 

Specifically, DDX3X could assume the following conformations: open 

conformation, pre-RNA binding and closed conformation. 

DDX3X open conformation (structure solved in the 2I4I crystal) is not able 

to bind the RNA substrate because the α-helix 8 of the DEAD-motif partially 

blocks the helicase pocket (Figure 3A). After ATP binding, the  
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helicase domain 2 rotates by about 180° with respect to domain 1 generating 

a compact pre-RNA binding conformation (Figure 3B) that creates a reduced 

space for about five nucleotides of the duplex. Next, RNA substrate binds to 

the DEAD-domain completing the cleft closure and allowing the placement 

of α-helix 8 out of the RNA binding site (Figure 3C). The closed 

conformation is finally stabilised by a salt-bridge between the conserved 

arginine of motif V (Arg 503) and the aspartic acid of the DEAD motif (Asp 

350). The closure of the ATP-binding site promotes ATP hydrolysis and the 

subsequent fast release of the RNA substrate. In this way, after the movement 

of α-helix 8 of the DEAD-motif that occludes the RNA-binding site, the 

enzyme is able to come back to the open state and free to start another 

catalytic cycle.  

Analysing the model proposed by Schütz et al., it is clear that the transition 

between open and closed conformation is not compatible with a dsRNA 

substrate. Probably it is the conformation change itself that is responsible for 

the local unwinding of the helix. This is true not only for DDX3X; as a matter 

of fact, DEAD-box proteins are not processive enzymes able to couple 

opening of the double helix to translocation along the lattice, but classically 

they are able to open the RNA substrate via a local strand reaction 

mechanism: one molecule of ATP is necessary to melt few (4-7) base pairs at 

each catalytic cycle. Thus, unwinding requires ATP binding, while hydrolysis 

is required for recycling of the enzyme (Schütz et al., 2010). 
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Figure 3: Schematic model proposed by Schütz et al.  for the RNA binding site 

activation.  
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The structural mechanism for unblocking the RNA binding site involved a 

transition between different conformational states at each catalytic cycle 

depending on ATP and RNA binding. (A) Open conformation: in the free 

substrate state, subdomains are separated and the RNA binding site is 

partway covered by α-helix 8 (ended segment of DEAD-motif). The pictured 

aspartate is the terminal residue of the DEAD sequence, while the arginine 

highlighted in domain 2 is a conserved residue of motif V. (B) Pre RNA-

binding conformation: the ATP binding promotes the closure of the cleft 

partially unblocking the RNA binding site by rotation of α-helix 8. (C) Closed 

conformation: RNA binding completes the cleft closure. A salt bridge 

stabilizes the closed conformation (Schütz et al., 2010). 

 

Now, this vision has been partially overcome since the recently published 

work of Song and Ji (Song and Ji, 2019). The mechanism proposed by Schütz 

et al. has to be rearranged since DDX3X has been shown to work in a 

cooperative way. Two DDX3X molecules function together, one of them 

binds ATP and also recognizes one RNA strand and the other one mainly 

binds the second RNA strand of the duplex. Then, two dsRNA-bound 

DDX3X monomers undergo dramatic conformational changes upon the 

binding of Mg/ATP and thereby unwind dsRNA (Song and Ji, 2019). 

More it is known from in vitro experiments about the biochemical behaviour 

of DDX3X. Specifically, it requires ATP for an efficient dsRNA unwinding, 

but it can also bind DNA and unwind RNA/DNA duplexes. Similarly, ATP 

hydrolysis is stimulated by both RNA and DNA (Garbelli et al., 2011; Sharma 

et al., 2017). On the other hand, DDX3X seems unable to efficiently open 

DNA/DNA substrates, which has been reported only in vitro at high enzyme 

concentrations. Finally, DDX3X shows a preference for unwinding substrates 

with single-strand overhangs (Garbelli et al., 2011; Sharma et al., 2017). 
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2.3 Cellular localization of DDX3X in normal and tumor 
cells 

Initially, DDX3X has been described as a nuclear-cytoplasmic shuttling 

protein, which binds CRM1 and localizes to the outer side of nuclear 

membrane pores. Moreover, it has been shown that CRM1 inhibition results 

in nuclear accumulation of DDX3X (Yedavalli et al., 2004; Schröder et al., 

2008). Now we know that through its shuttling, DDX3X is able to release its 

binding partners from the nucleus to the cytoplasmic side of the nuclear pore 

facilitated by its enzymatic activity (Yedavalli et al., 2004). 

The subcellular localization of DDX3X, however, is still controversial and it 

seems different in healthy and tumoral cells. Two studies found DDX3X 

predominantly nuclear in HeLa cell, in the absence of any treatment 

(Owsianka and Patel, 1999; You et al., 1999). In other studies, DDX3X was 

found to be a nuclear protein in healthy primary epidermoid cells, but mainly 

cytoplasmic in squamous cell carcinoma skin cells (Chao et al., 2006). 

Recently, nuclear localization of DDX3X has been shown to correlate also 

with worse patient outcomes in cohorts of breast and colorectal cancers 

(Heerma Van Voss et al., 2017). 

An accumulation of nuclear DDX3X is observed also in early mitosis 

probably because of its role in centrosome regulation and chromosome 

segregation. Thus, preliminary speculations suggest that increased nuclear 

DDX3X expression in tumour samples could be due to the higher number of 

tumour dividing cells compared to healthy cells (Chen et al., 2017). 

In conclusion, it seems that the nuclear-cytoplasmic shuttling of DDX3X is 

under multiple levels of regulation and could, possibly, be cell type-specific.  
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2.4 DDX3X and cell proliferation regulation  

DDX3X plays specific roles in different cellular proliferation pathways 

whose deregulation could be associated with tumor transformation (Ariumi, 

2014; Bol et al., 2015; Zhao et al., 2016). 

One of them is the Wnt/β-catenin signalling pathway in which β-catenin is 

the main player. This protein acts as a transcription factor in transducing 

signals coming from the Wnt signaling pathway to the nucleus and it is also 

a component of the cadherin complex regulating cell-cell adhesion (Grainger 

and Willert, 2018). DDX3X acts at the very beginning of the cascade; it is a 

positive regulator of kinase CK1ɛ and this interaction leads to increased 

phosphorylation of the Dvl1 and Dvl2 proteins, which results in increased β 

-catenin nuclear translocation and transcriptional activation. This DDX3X-

role seems independent from its catalytic activity and has to be finely 

regulated to avoid malignant cell proliferation (Cruciat et al., 2013). 

DDX3X is also involved in the regulation of cell-cell adhesion being one of 

the regulators of the E-cadherin protein expression through the modulation of 

the levels of its transcription factor Snail (Sun et al., 2011). Specifically, 

DDX3X appears to increase Snail levels leading to reduced E-cadherin 

expression. This represents the signal that favours the epithelial-

mesenchymal transition causing altered cell mobility. In addition, 

overexpression of DDX3X also leads to E-cadherin repression, facilitating 

tumor invasivity (Botlagunta et al., 2011; Bol et al., 2013; Wu et al., 2017). 

DDX3X also participates in the regulation of cell cycle progression 

(Fukumura et al., 2003; Li et al., 2014) and its knockdown resulted in a global 

delay of the cell cycle (Heerma van Voss et al., 2018). This effect on the cell 

cycle could be explained by the fact that DDX3X has been shown to 

positively regulate mRNA translation of cyclin D1, cyclin E1 and the CDK 

inhibitor p21 (Chang et al., 2006; Chao et al., 2006; Lai et al., 2010). 

DDX3X associates also with the DNA damage response protein p53 through 

a complex network of interactions.  
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Specifically DDX3X, associating with wild type p53, increases its nuclear 

accumulation and induces apoptosis in response to DNA damage (Sun et al., 

2013). Conversely, in cells expressing mutated p53, DDX3X was shown to 

inhibit apoptosis. However, the exact molecular mechanisms underlying 

these differences remain to be elucidated (Sun et al., 2013). 

 

2.5 DDX3X in innate immunity and stress response 

Into the cell, one of the most powerful ways to react to pathogens is the 

activation of innate immunity early responses through the interferon (IFN) 

production. DDX3X has been shown to stimulate IFN response at different 

levels. It interacts with the protein kinases TBK1 and IKKɛ that are both able 

to phosphorylate DDX3X. These interactions lead to the activation of the 

transcription factor IRF3 and consequent IFN production (Schröder et al., 

2008). In addition, DDX3X directly interacts with IRF3 and is recruited to 

the IFN promoter itself (Gu et al., 2013). DDX3X also interacts with IPS-1 

and TRAF3 proteins that, together with the sensor protein RIG-I, are involved 

in recognition of viral RNA and activation of the IFN-mediated response 

(Oshiumi et al., 2010; Gu et al., 2017). 

Finally, DDX3X has been shown to stimulate the production of inflammatory 

cytokines in the NF-kB axis, however, there are conflicting reports about the 

effects of DDX3X silencing in the context of NF-kB regulation (Xiang et al., 

2016; Wang et al., 2017). 

A very common response of eukaryotic cells to cellular stresses, including 

viral infections, is to block translation of a subset of mRNA that are 

sequestered into cytoplasmic RNA-protein complexes called stress granules 

(SGs). DDX3X is a component of SGs and it seems to be important for SGs 

formation and translation of stress-specific factors under a variety of 

pathological conditions (Shih et al., 2012; Pène et al., 2015; Oh et al., 2016).  
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2.6 DDX3X and cancer 

DDX3X overexpression is also associated with large tumor size and high 

TNM (Tumor, Node and Metastasis) suggesting a possible use of DDX3X as 

biomarker for cancer prognosis and a target for chemotherapy (Ariumi, 2014; 

Bol et al., 2015). 

A peculiar DDX3X characteristic is that it has contradictory roles in different 

cancer types acting as either an oncogene or tumor suppressor gene during 

cancer progression (Zhao et al., 2016). Thinking to its dual role as oncogene 

or tumor suppressor like a consequence of the different cell lines and different 

conditions used in different experiments could be a simplification. For sure, 

it depends on the genetic background present in a certain tumor type too. 

DDX3X could present mutations leading to its altered function but, due to the 

multiple pathways in which this protein is involved, loss of DDX3X function 

can lead to completely different outcomes which are often difficult to be 

interpreted. This is also evident from the DDX3X silencing experiments 

leading to a wide range of different and sometimes contradictory phenotypes 

in different tumor cell lines (Riva and Maga, 2019). 

Not only DDX3X is by far involved in a wide range of viral infections, but 

also its roles in virus-infected patients could be completely different 

compared to patients without virus infection; it follows that virus infections 

might be a key factor to explain the altered role of DDX3X in different 

cancers. 

In this paragraph I will summarize all the already characterized cancers types 

in which a DDX3X involvement has been reported; successively, I will also 

mention all the strategies already developed to inhibit its functions. 
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Breast cancer  

The oncogenic role of DDX3X in breast cancer is well established. DDX3X 

was found to be overexpressed in breast cancer patients leading to an 

uncontrolled growth and proliferation of breast epithelial cells. DDX3X could 

enhance also cell migration and metastasis both inhibiting E-cadherin 

expression and via Rac1-mediated signalling pathway (Botlagunta et al., 

2008; Bol et al., 2013). 

In addition, DDX3X expression in breast cancer was found to be increased 

by HIF-1α, a transcriptional factor inducible by hypoxia. As a consequence, 

E-cadherin expression is reduced, increasing tumor invasivity (Botlagunta et 

al., 2011). 

Since its effects in the context of breast cancer, it has already shown that 

DDX3X knockdown reduces cell migration but also cell proliferation 

probably by preventing the G1/S-phase transition of the cell cycle (Ariumi, 

2014). 

 

Sarcomas 

DDX3X expression is quite high in most sarcomas and its inhibition resulted 

in decreased survival and tumorigenicity of Ewing sarcoma cells. Proteomic 

analysis revealed that DDX3X suppression in Ewing sarcoma had an impact 

on several pathways, including translation, ribosome assembly, cell cycle 

regulation and DNA damage response, highlighting the complexity of the 

intracellular functions of DDX3X (Wilky et al., 2016). 

Interestingly, DDX3X has been found to be positively regulated by the 

protein Ezrin, an important regulator of cell motility and a metastasis 

mediator. Overexpression of Ezrin was shown to increase DDX3X protein 

levels as well, while its silencing had an opposite effect (Wilky et al., 2016). 

It is also known that physical interaction between DDX3X and Ezrin inhibits 

DDX3X-helicase activity while stimulated ATP hydrolysis.   
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Since silencing or chemical inhibition of Ezrin has an antimetastatic effect, 

these results might suggest a link between DDX3X activity and increased 

osteosarcoma invasivity (Wilky et al., 2016). 

 

Lung cancer  

The precise role of DDX3X in lung cancer is still contradictory and it is one 

of the best examples of the DDX3X-dual role in the cancer context. In some 

studies, it was reported a DDX3X tumor suppressor behaviour: it causes the 

induction of p21 expression, the activation of p53 and the repression of its 

negative regulator MDM2, resulting in increased E-cadherin expression. 

Indeed, decreased levels of DDX3X via loss of p53 promoted tumor 

malignancy in lung cancer cells (Wu et al., 2014). 

However, in other reports, DDX3X was found to act as an oncogene and its 

loss of function impaired Wnt signalling pathway and causing disruption of 

the DDX3- β-catenin axis (Wu et al., 2011, 2014).  

This seemingly contradictory role of DDX3X in lung cancer could be 

connected, at least in some cases, with the combination of both cancer and 

viral infection. As a matter of fact, it has been shown that human 

papillomavirus (HPV) E6 protein suppressed DDX3X expression, thus 

reducing p21 levels. Accordingly, loss of DDX3X was associated with poor 

survival in early-stage HPV-associated lung cancer (Wu et al., 2011). 

 

Colorectal cancer  

It is hypothesized an oncogenic role of DDX3X in colorectal cancer since 

DDX3X knockdown reduced cell proliferation and caused a G1 arrest (van 

Voss et al., 2015; Heerma van Voss et al., 2017). It has been shown that 

DDX3X enhances KRAS oncogene transcription and activates β-catenin 

signalling through the CK1ɛ/Dvl1 and HIF-1α axes, promoting tumor 

invasion (He et al., 2016; Wu et al., 2017). 
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However, conflicting results show that DDX3X downregulation leads to 

Snail upregulation decreasing E-cadherin expression and reducing cell 

aggregation as well. Consistently, low DDX3X expression in colorectal 

cancer patients has been correlated with poor prognosis and frequent 

metastasis (Su et al., 2015). 

It derives that the precise DDX3X role in colorectal cancer still needs to be 

clarified. 

 

Oral squamous cell cancer  

DDX3X seems to act as a protective factor especially in non-smoker patients 

with oral squamous cell cancer (OSCC) (Lee et al., 2014). Vice versa, high 

DDX3X expression was correlated with poor survival in smokers (van Voss 

et al., 2015). Again, these differences could be in part explained taking into 

account the incidence of HPV-positive OSCC both in smokers and in non-

smokers patients. 

It has also been reported that cigarette smoke carcinogens are able to induce 

DDX3X expression and, on the other hand, DDX3X was found to enhance 

oncogene expression in OSCC through interaction with the translational 

factor eIF3 (Lee et al., 2008; Chen et al., 2018). 

 

Other DDX3X-related cancers 

In the last years, an increasing amount of scientific works brought to light 

DDX3X involvement in many different cancer types, despite the exact 

molecular mechanisms still need to be clearly elucidated.  For example, while 

initial evidence suggested an oncogenic role of DDX3X overexpression in 

hepatocellular carcinoma cell lines, other evidence supported its role as an 

oncosuppressor (Huang et al., 2004; Chang et al., 2006). 
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Preliminary studies showed an oncogenic role of DDX3X both in 

glioblastoma multiforme as in gallbladder cancers (Sun et al., 2011; Miao et 

al., 2013). The DDX3X oncogenic function was also reported in 

medulloblastoma patients, both in children and in adults. The oncogenic role 

of DDX3X in medulloblastoma has been proposed to act through the 

deregulation of the Wnt/β-catenin axis. More into details, specific DDX3X 

mutations seem to impair its ATP hydrolysis capacity or helicase activity, 

suggesting that catalytic function lost was important for the role of DDX3X 

in promoting medulloblastoma (Chen et al., 2015; Epling et al., 2015; Floor 

et al., 2016). 

In the past few years, thanks to the diffusion of next-generation sequencing 

techniques, novel DDX3X gene mutations have been identified in extra-nodal 

NK/T cell lymphoma, nasal type (ENKTL-NT or NKTCL) which haven’t 

been identified before with the traditional Sanger sequencing (Jiang et al., 

2015; Dobashi et al., 2016). Also in this case, the mutations abrogate DDX3X 

helicase activity indicating that the absence of catalytic activity contributes to 

the pathogenesis and poor prognosis of NKTCL.  

Recently, a work by B. Phung and collaborators described for the first time 

also a DDX3X involvement in melanoma whose progression and 

aggressiveness are poorly understood up to date (Phung et al., 2019). 

Specifically, they showed that somatic DDX3X mutations cause a DDX3X 

depletion associated with impairment in protein synthesis and invasive 

phenotype. The proliferative signature seems to be caused by the 

dysregulation of MITF-DDX3X translation network that promotes metastasis 

(being MITF, in addition to a molecular DDX3X target, also a central 

transcription factor involved in melanocyte development and a lineage 

survival oncogene in melanoma) (Phung et al., 2019). 
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2.7 DDX3X as an anticancer drug target 

The previously mentioned contradictory “dual role” of DDX3X in cancer 

could be complicated to understand since it is necessary to consider the 

relevant number of different pathways in which this protein is involved and 

in which way its loss or impaired function could affect them. On the other 

hand, its so diversified implications in cancer, allow scientists to exploit 

DDX3X to discover novel promising targets usable in anticancer therapies 

facilitating the “personalized medicine” to come into clinic. 

So far, three DDX3X inhibitors have been tested as potential anticancer 

agents respectively named RK-33, NZ51 and Ketorolac salt (Figure 4).   

The most well-known DDX3X inhibitor proposed as a possible candidate for 

cancer treatment is RK-33 (diimidazo[4,5-d:40,50-f]-[1,3]diazepine). RK-33 

makes nine hydrogen bonds contacts with various amino acids of DDX3X 

(Kondaskar et al., 2011, 2013). Specifically, RK33 binds to the DDX3X 

ATP-binding cleft and perturbs its helicase activity leading to a series of 

secondary effects that can vary in different cancer types. It shows an 

inhibition potency in the low micromolar range in breast, lung, sarcoma and 

colorectal cancer (Riva and Maga, 2019). 

Moreover, BRCA pro/deficient breast cancer cells treated with RK-33 are 

more sensitive to PARP inhibition with Olaparib and they have an altered 

expression of proteins involved in mitochondrial translation, cell division and 

cell cycle progression (Heerma van Voss et al., 2017, 2018). 

Also in multiple preclinical lung cancer models, RK-33 molecule was used in 

combination with radiation representing a possible radio-sensitizer. 

Unfortunately, in vivo results were less impressive (Bol et al., 2015).  

RK-33 could be useful also in colorectal cancer treatments since it caused 

inhibition of Wnt signalling pathway (van Voss et al., 2015). 
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Another small DDX3X inhibitor which showed some anticancer activity is 

the ring-expanded nucleoside analogue NZ51, which has been reported to 

inhibit the ATP dependent helicase activity of DDX3X and was initially 

developed as an anti-HIV inhibitor (Yedavalli et al., 2008). Later, the same 

molecule was used also in anti-cancer studies with IC50 values in the low 

micromolar range (Xie et al., 2015; Riva and Maga, 2019). In breast cancer 

cell models this molecule decreases motility and cell viability and it was 

active both under normoxic as in hypoxic conditions with the same potency. 

Unfortunately, in vivo preliminary results in animal models didn’t show 

tumor volume reduction but, hopefully, improvements in drug formulation, 

dose and delivery could lead to better results (Sun et al., 2011; Xie et al., 

2015; Riva and Maga, 2019). 

The third DDX3X inhibitor which possesses interesting anticancer activity is 

Ketorolac salt, ((6)-5-benzoyl-2,3-dihydro-1H-pyrrolizine- 1-carboxylic 

acid, tris (hydroxymethyl) amino methane salt), a pyrrolizine carboxylic acid 

derivative. This compound is able to inhibit ATP hydrolysis by directly 

interacting with DDX3X and forming stable hydrogen bonds with Gly 227, 

Gly 229, Thr 231 and Ser 228 DDX3X residues (Samal et al., 2015).  This 

compound belongs to the family of non-steroidal anti-inflammatory drugs 

which are mainly used for the treatment of inflammation and pain and it is 

already available on the market with the commercial name of ToradolTM. 

Ketorolac salt was shown to suppress early breast cancer relapse in the triple 

negative subgroup of tumors and it is was used in breast cancer surgery to 

improve postoperative oncological outcome 

(http://clinicaltrials.gov/show/NCT01806259).  

Moreover, this compound inhibits the growth of human oral squamous 

carcinoma cell models in a dose-dependent manner and reduced tongue 

lesions in mice models (BALB/c mice) of oral cancer (Riva and Maga, 2019). 
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Figure 4: DDX3X inhibitors designed as anticancer agents (Riva and Maga, 

2019). 

 

2.8 Genomic stability: DDX3X in the response of 
ribonucleotide incorporation 

It has been recently reported that ribonucleotides (rNMPs) inserted in the 

genome, both to ensure initiation of replication or inserted erroneously by 

DNA polymerases (Pols), are not always removed, provoking deleterious 

consequences (Caldecott, 2014). Specifically, as result of erroneous 

incorporation by replicative and repair Pols >106 rNMPs can be present in the 

mammalian genome, making rNMPs the most abundant type of DNA damage 

even more than thymidine dimers. The presence of rNMPs makes the sugar-

phosphate backbone about 100,000- times more prone to hydrolysis because 

the presence of the 2’-OH in their ribose ring renders DNA chemically 

unstable. This may cause DNA breaks, double helix distortion and replication 

fork arrest; not only, it could affect protein-DNA interactions, nucleosome 

structure and the activity of DNA-processing enzymes such as 

topoisomerases and ligases.  
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Several studies have also linked accumulation of rNMPs in the genome to 

increased mutagenesis and genetic instability in eukaryotic cells (Caldecott, 

2014) . 

Specific enzymes remove rNMPs from the genome. This removal activity is 

essential and it is primarily performed by the ribonucleotide excision repair 

(RER) pathway. In RER, RNaseH2-dependent cleavage at the 5'-side of the 

rNMP creates a nick which is followed by strand displacement DNA 

synthesis by Pols δ/ε and PCNA, generating a single strand flap terminating 

with a 5'-rNMP, which is cleaved by either Fen1 or digested by Exo1. Ligase1 

seals then the nick between the newly synthesized DNA strand and the 

parental strand (Figure 5). RNaseH2 is believed to be the only enzyme able 

to incise single rNMPs within a DNA strand activating an error-free RER 

pathway. Inactivation of RNaseH2 in eukaryotic cells promotes an alternative 

and highly mutagenic RER pathway, initiated by topoisomerase1 (Topo1)-

dependent cleavage of the rNMP (Wallace and Williams, 2014). In 

Saccharomyces cerevisiae in the absence of RNaseH2, Top1 processes the 

ribonucleotide followed by Srs2-ExoI helicase nuclease pathway which 

allows an error-free repair mechanism avoiding secondary processing by the 

highly mutagenic pathway directed by Top1 (Potenski et al., 2014). 
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Figure 5: Schematic representation of Ribonucleotide Excision Repair (RER) 

pathway. RNaseH2 cleaves at the 5'-side of one rNMP (in red) erroneously 

incorporated into the genome. Pols δ/ε and PCNA coordinate strand 

displacement synthesis generating a single strand flap that is processed by 

either Fen1 or digested by Exo1. Ligase1 finally seals the nick (Sparks et al., 

2012). 

 

It appears clear that the cell must have alternative ways to remove 

ribonucleotides erroneously inserted into the genome. A hint to that is the fact 

that in prokaryotes the absence of both RNaseH1 and 2 in mutant strains 

causes a level of spontaneous mutagenesis that is lower compared to the 

expected. This means that there are probably some “backup enzymes” into 

the cell, less effective than RnaseH2, but still able to maintain partial genome 

integrity (Vaisman and Woodgate, 2015). 

In this perspective, published data have implicated DDX3X in the resolution 

of RNA/DNA hybrids and RNA secondary structures, as well as in the 

degradation of RNAs (Schröder, 2010). Moreover, unpublished data from our 

lab demonstrate also a possible exoribonuclease activity of DDX3X in  
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addition to the already well-known helicase/ATPase activities, similarly to 

what has been observed with the related DDX1 protein (Li et al., 2008). 

Since we know from the literature two well-established examples of 

RNase/helicase enzymes like Dicer and RNaseR, it is feasible to think at 

DDX3X as a double-functioning protein as well (Awano et al., 2010; Kidwell 

et al., 2014). 

In eukaryotes, no alternative RNaseH2-like enzymes have been identified up 

to date, but structural comparison between human DDX3X and RNaseH2 

catalytic subunit showed amino acid similarities between the two proteins 

(successively discussed in Results paragraph 5.2) leading us think to a 

possible DDX3X involvement in RER pathway. 

Taking together all these considerations, one of the aims of my work was to 

investigate whether DDX3X could be involved in the response to 

ribonucleotides incorporation functioning as an alternative RNaseH2-type 

enzyme acting in RER. This will be discussed in detail in the Results section 

5.2. 
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2.9 DDX3X and viral infections 

Likewise as it happens in cancer, also in viral infections DDX3X can have a 

“dual role” acting both as a pro-viral factor as an anti-viral factor (Ariumi, 

2014). Thus, while some viruses benefit from DDX3X activity, others inhibit 

its functions in order to suppress its antiviral effects (Schröder, 2010). Again, 

this dual role of DDX3X in viral infections is a consequence of its interaction 

with different viral proteins that are able to modulate its function.  

More in general, the different DDX3X-dependent molecular pathways which 

are important for the infection by different viruses are summarized in Figure 

6. They can be grouped into three main categories:  

 

- viral genome replication 

- regulation of viral gene expression (transcription and translation)  

- innate immunity (interferon-mediated response). 
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Figure 6: DDX3X can act as proviral (in red) or antiviral (in green) factor 

depending on the virus and the metabolic pathway involved (Riva and Maga, 

2019). 
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More in general, DDX3X roles in viral replication and gene expression 

generally require its ATPase/RNA helicase activities, while its functions in 

innate immunity are mostly independent from of its catalytic activities.  

In this paragraph, I will summarize all the viruses in which DDX3X has been 

shown to have a prominent role in their replication and/or regulation. 

Successively, I will mention the strategies already developed to inhibit its 

functions in the context of viral infections. 

 

Human immunodeficiency virus (HIV-1) 

The first direct evidence that DDX3X is involved in a case of viral infection 

came from Yedavalli researches in the context of HIV-1 infection (Yedavalli 

et al., 2004). Initially it was thought that DDX3X was required to facilitate 

the Rev-mediated export of unspliced/partially spliced viral mRNAs, 

interacting with the cellular exportin CRM1 (Mahboobi et al., 2015; Fröhlich 

et al., 2016). Consistently, knockdown of DDX3X was shown to suppress 

HIV-1 replication without affecting cell viability (Ishaq et al., 2008; Maga et 

al., 2011). 

However, later studies showed that the DDX3X roles in HIV-1 infection are 

multiple and not limited to mRNA export. As a matter of fact, DDX3X was 

shown to be important also for the translation of a subset of cellular mRNAs 

containing specific secondary structures near their 5' m(7)GTP capping 

element (Soto-Rifo et al., 2013). Not only, DDX3X interacts also with the 

viral transcriptional coactivator Tat forming a proteins complex that 

facilitates a Tat-dependent transcription of viral genes (Lai et al., 2013; 

Yasuda-Inoue et al., 2013). 

DDX3X is also able to act as a “molecular sensor” by binding to HIV-1 RNA 

in infected cells and activating type I interferon (IFN) response; function that 

HIV-1 tries to counteract downregulating DDX3X-dependent pathway by 

activating the cellular kinase PLK1 (Gringhuis et al., 2017). 
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Hepatitis C virus (HCV) 

The DDX3X roles in HCV infections are still contradictory and may be 

genotype specific.  

Initially, it was found that DDX3X C-terminal domain interacts with the HCV 

core protein both in vitro and in cells localizing in cytoplasmic stress granules 

(P-bodies) suggesting a possible role in modulating viral/cellular RNA 

turnover (Owsianka and Patel, 1999). 

On the other hand, HCV core/DDX3X interaction was found to inhibit the 

translation of capped cellular mRNAs (Mamiya and Worman, 1999). 

The same interaction is also responsible for the DDX3X sequestering, 

abrogating its ability to stimulate IFN-mediated antiviral response (Oshiumi 

et al., 2010; Kang et al., 2012). 

 

Human hepatitis B virus (HBV) 

DDX3X was found to be incorporated into HBV capsids and, through a 

physical interaction with the HBV polymerase, is able to inhibit reverse 

transcription. On the other hand, HBV polymerase was found to sequester 

DDX3X, competing for its interaction with the TBK/IKKɛ complex and 

suppressing IFN response (Wang and Ryu, 2010). 

DDX3X has been shown to inhibit HBV replication also in a different 

mechanism: it was found to repress transcription of HBV genes through direct 

modulation of the activity of the viral promoter. As a matter of fact, 

knockdown of DDX3X leads to an increase in HBV transcription, while its 

overexpression has the opposite effect (Ko et al., 2014). 

Thus, DDX3X appears to exert an antiviral effect in HBV infections and this 

is in agreement with previous findings, demonstrating that DDX3X was 

downregulated in hepatocellular carcinomas associated to HBV, but not in 

HCV chronic infections (Chang et al., 2006). 
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West Nile virus and Dengue virus (WNV, DENV) 

DDX3X knockdown significantly suppressed both WNV and DENV 

infections. Specifically, DDX3X interacts with the viral NS3 protein of WNV 

at perinuclear foci and with the NS5 viral RNA polymerase of DENV 

(Khadka et al., 2011; Chahar et al., 2013). 

Unfortunately, later studies disagreed and put into discussion the positive role 

of DDX3X in DENV infections demonstrating that DDX3X knockdown 

promoted DENV replication, likely through the suppression of the IFN-

mediated response (Li et al., 2015). So, the precise role of DDX3X in DENV 

replication is still controversial. 

 

Human influenza A virus (IAV) 

DDX3X was found to interact with the NP and NS1 proteins of human 

Influenza A virus (IAV). As mentioned above in HCV paragraph, DDX3X is 

involved in SGs formation.  Upon IAV infection, DDX3X was shown to 

colocalize to SGs together with the viral NP protein. Researches showed that 

the DDX3X helicase activity was not required for the interaction, but it was 

essential for viral recruitment at the level of the SGs. Moreover, DDX3X 

knockdown led to impaired SGs formation and increasing in IAV replication, 

but only in viruses having a defective viral NS1 protein (Thulasi Raman et 

al., 2016). So, it has been proposed that DDX3X could be involved in the 

IAV antiviral response probably mediated through sequestration of NP 

protein into SGs.  

On the other hand, viral NS1 has been shown to inhibit SGs formation. Thus, 

its interaction with DDX3X might be a mechanism through which IAV 

counteracts the antiviral effect of DDX3X (Khaperskyy et al., 2014). 

Recently it has been shown that DDX3X interacts also with the 

multifunctional viral protein PB1-F2. Authors showed that this interaction led 

to DDX3X degradation constituting a potent INF antagonist and being a  
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prime pathogenesis determinant for the 1918 influenza strain (Park et al., 

2019). 

 

Arenaviruses 

Arenaviruses are a large family of RNA viruses unfortunately known because 

they can cause severe hemorrhagic fevers in humans (such as in the case of 

Lassa virus (LASV) or Junin virus (JUNV) infections) and neurological 

diseases (such as in the case of lymphocytic choriomeningitis virus (LCMV)).  

L protein of LCMV is an RNA-dependent RNA polymerase protein able to 

interact with DDX3X. CRISPR-Cas9 knockout of DDX3X, resulted in 

decreased viral load, suggesting that DDX3X has a proviral function in the 

context of LCMV infections (Khamina et al., 2017). In another study, 

DDX3X was found to interact also with the viral NP protein, another essential 

component of the replication machinery, of all LASV, JUNV and LCMV 

viruses. Again, silencing of DDX3X causes a reduction in viral proliferation 

suggesting that DDX3X promotes viral replication; promotion that is 

dependent on its ATPase and RNA helicase activities (Loureiro et al., 2018). 

An additional proviral function of DDX3X was detected in the context of 

type-I IFN production in LCMV-infected cells. As a matter of fact, DDX3X 

KD was found to partially restore type-I IFN production in infected cells thus 

repressing innate immunity. Specifically, it appears that suppression of IFN 

production by DDX3X was important only at late stage of the infection, while 

at early time points its proviral function was mainly dependent upon its 

stimulation of viral RNA synthesis (Loureiro et al., 2018). 

 

Venezuelan equine encephalitis virus (VEEV) 

VEEV is a mosquito-borne RNA virus, responsible of frequent zoonotic  
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infections in humans. DDX3X acts as a proviral factor interacting with the 

replicative viral protein nsP3. As a matter of fact, DDX3X KD potently 

inhibits viral replication. The viral nsP3 protein localizes to virus-induced 

SGs and interacts with several translation factors, leading to the hypothesis 

that recruitment of DDX3X might facilitate viral mRNAs translation (Amaya 

et al., 2016). 

 

Japanese encephalitis virus (JEV) 

JEV normally causes epidemic viral encephalitis in humans and animals. 

DDX3X has been found to interact with the viral replicative proteins NS3 and 

NS5 both in vitro and in infected cells. Again, DDX3X KD inhibited viral 

replication meaning that DDX3X acts as a proviral factor in the context of 

JEV replication. This is possible because DDX3X upregulated viral mRNA 

translation, through the binding of  5'- and 3'-UTR regions of the JEV genome 

(Li et al., 2014). 

 

Pestiviruses 

Pestiviruses are a group of RNA viruses belonging to the Flavivirus family, 

that includes the bovine viral diarrhea virus (BVDV) responsible of frequent 

epidemics in cattle. Jefferson and collaborators demonstrated that the viral 

protease Npro interacts with DDX3X at cytoplasmatic SGs together with 

several other cellular proteins. It is known that Npro counteracts IFN response 

in infected cells, inhibiting the transcriptional factor IRF3, but the exact role 

of Npro /DDX3X interaction in the viral life cycle has not been understood up 

to now (Jefferson et al., 2014). 

 

Murine Norovirus (MNV) 

MNV is routinely used as a surrogate model for studying the viral life cycle  
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since Noroviruses are one of the most frequent causes of gastroenteritis and 

no efficient culture system has been established for the human virus. By 

immunostaining experiments, DDX3X was identified as host factor 

interacting with the MNV genome. In addition, knockdown of DDX3X 

reduced MNV replication (Vashist et al., 2012). However, like in 

Pestiviruses, the molecular mechanism underlying the proviral function of 

DDX3X in MNV infection has not been elucidated. 

 

Herpesviruses 

Herpesviruses have large DNA-based genomes and represent the perfect 

example to demonstrate that DDX3X is involved not only in the replication 

of RNA-based genome, but also of DNA-based genome. As a matter of fact, 

DDX3X has been found to be incorporated into the virions of herpes simplex 

virus type 1 (HSV-1) (Loret et al., 2008). Interestingly it has been shown that 

exist an optimal range of DDX3X protein that could be beneficial for HSV-1 

replication. Specifically, an excessive overexpression of DDX3X was 

detrimental to HSV-1 replication, but HSV-1 replication in a cell line 

harboring a temperature sensitive mutant of DDX3X was strongly reduced at 

no permissive temperature.  

In the context of HSV-1 infection, DDX3X was required for proper viral 

particles assembly too. Essential is also the ATPase/helicase activities of 

DDX3X, but not its ability to stimulate IFN response (Khadivjam et al., 

2017). 

Another herpesvirus which exploits DDX3X is the human cytomegalovirus 

(HCMV), but the precise molecular mechanism determining the DDX3X 

proviral effect has not been determined yet. What we know up to date is that 

DDX3X associates with HCMV transcripts and is incorporated into mature 

viral particles. DDX3X protein levels are increased upon HCMV infection 

and DDX3X KD reduces HCMV replication (Cavignac et al., 2015; Lenarcic 

et al., 2015). 
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Vaccinia virus (VACV) 

In the case of VACV, DDX3X shows an antiviral behavior. Schroder and 

collaborators showed that the viral K7 protein of VACV inhibits the cellular 

IFN response through the sequestration of DDX3X. This interaction 

specifically impairs the TBK1/IKKɛ-IRF3 pathway (Schröder et al., 2008). 

Structural studies mapped the DDX3X domain necessary for this interaction 

in its N-terminal region (aa 82-88) allowing the interaction with an 

hydrophobic cleft of K7 protein (Kalverda et al., 2009; Oda et al., 2009). 

 

Adenovirus 

Last, but not least, the Bovine Adenovirus 3 (BAdV-3) protein pVIII was 

found to interact with DDX3X. This interaction led to the inhibition of the 

host mRNA translation in vitro and in vivo, by disturbing the DDX3X-

dependent recruitment of the eIF3 translation factor to the 5'-cap structure of 

cellular mRNAs (Ayalew et al., 2016). 

 

2.10 DDX3X as a target for antiviral therapies 

As extensively described above, DDX3X appears to play prominent roles in 

the context of the replication of several RNA and DNA viruses sometimes 

acting as a proviral factor, sometimes as an antiviral factor. Its positive role 

in the life cycle of several different viruses, for many of which there are 

currently no available therapies, it is considered interesting for the 

development of cellular-based antiviral chemotherapies. 

Starting from the original observation that DDX3X can act as a cellular 

cofactor for HIV-1, a series of ring-expanded nucleoside analogues were 

identified by a random-screening approach. These molecules were able to 

inhibit DDX3X RNA helicase activity and to suppress HIV-1 replication 

(Ariumi, 2014). Simultaneously, our group started a rational drug design  
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approach to identify specific DDX3X inhibitors. We built a structure-based 

pharmacophoric model starting from the X-ray crystallographic structure of 

the human helicase DDX3X in complex with AMP (PDB code: 2I4I). This 

model was used in a virtual screening approach of commercial databases that 

allowed the identification of a suitable chemical scaffolds, which, after further 

optimization, led to the development of rhodanine and triazine derivatives as 

the first classes of ATP-competitive inhibitors of DDX3X active against HIV-

1 replication (named FE inhibitors and show in Figure 7) (Maga et al., 2008, 

2011). 

Unfortunately, the ATP binding site of DDX3X is structurally similar to many 

other ATP-hydrolysing enzymes, so we moved our attention next to the RNA 

binding domain, with the aim of improving inhibitor selectivity. We built a 

second homology model based on the structure of the closed conformation of 

the DEAD-box helicase eIF4AIII17 due to the absence at that moment of 

three-dimensional structures of human DDX3X in the catalytically competent 

complex with the RNA substrate. This approach was useful for a new drug 

design procedure that finally resulted in the identification of a class of N,N'-

diarlylurea derivatives (Compound 6 in the Figure 7) able to inhibit both the 

helicase activity of DDX3X and to suppress viral replication in HIV-1 

infected cells (Radi et al., 2012; Brai et al., 2016). Further molecules 

optimizations led to the discovery of a novel family of RNA-competitive 

inhibitors of DDX3X helicase activity. The best compound of this series, 16d 

(1-(4-(4-Methyl-1H-1,2,3-triazol-1-yl)phenyl)-3-o-tolylurea) shown in 

Figure 7, was able to suppress the replication of different RNA viruses (HIV-

1, HCV, WNV, DENV). Not only, 16d was active also against HIV-1 strains 

resistant to clinically used antiretroviral drugs, showing virtually no toxicity 

in cellular and animal models (Brai et al., 2016). 

All these results suggested that DDX3X might potentially be exploited as a 

target for the development of broad-spectrum antiviral agents. 
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Figure 7: DDX3X inhibitors designed as antiviral agents (Riva and Maga, 

2019).  
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3. Aims of the research 
 

Despite the increasing emergency of new viral epidemies due to the spread of 

the arthropod vectors and the increased movement of people among different 

geographical areas, there are not approved drugs against emerging viruses 

like DENV, WNV, JEV, CHIKV and ZIKV.  

My research group has ten-years’ experience in the biochemical 

characterization of the human DEAD-box helicase 3 (DDX3X). We had 

already demonstrated that DDX3X could represent a promising antiviral 

target being able to suppress the replication of different RNA viruses (HIV-

1, HCV, WNV, DENV). Not only, a previously characterized molecule 

named 16d was active against HIV-1 strains resistant to clinically used 

antiretroviral drugs, showing virtually no toxicity in cellular and animal 

models (Brai et al., 2016). 

One of the aims of my research project was to find new molecules improving 

the chemical characteristics of the previous ones and their selectivity. This 

was possible both creating new molecule scaffolds able to recognize the 

helicase binding pocket of DDX3X, both creating a completely new class of 

molecules able to recognize a unique motif of DDX3X. This motif is only ten 

residues long (250–259, E-A-L-R-A-M-K-E-N-G) and is not generally found 

in other human DExD-box helicases and/or cellular proteins representing a 

promising druggable target (Garbelli et al., 2011). 

In addition to the well-known DDX3X involvements in the replication of 

different viruses , in the last years emerge that DDX3X is also associated with 

large tumor size and high TNM (Tumor, Node and Metastasis) suggesting a 

possible use of DDX3X as biomarker for cancer prognosis and a target for 

chemotherapy (Ariumi, 2014; Bol et al., 2015). The specific DDX3X role in 

cancer needs further investigations and it is quite peculiar since DDX3X has 

contradictory roles in different cancer types acting either as an oncogene or 

tumor suppressor gene during cancer progression (Zhao et al., 2016). 

Chromatin immunoprecipitation analysis also demonstrated a possible 

DDX3X role in genome stability maintenance: it binds promoter regions 

regulating the expression of two DNA repair factors, DDB2 and XPA (Chan 

et al., 2019).  Published data have implicated DDX3X in the resolution of 

RNA/DNA hybrids and RNA secondary structures, as well as in the 

degradation of RNAs (Schröder, 2010).  
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Moreover, unpublished data from our lab demonstrated also a possible 

exoribonuclease activity of DDX3X in addition to the already-known 

helicase/ATPase activities. From these preliminary observations, we decided 

to examine in depth the role of DDX3X in genome stability.  

Specifically, the second aim of my research project was to verify if DDX3X 

could possess an RNaseH2-like activity being able to process ribonucleotides 

erroneously inserted into the genome with the following risks of helix 

distortion and DNA breaks formation.  

I divided my PhD thesis elaborate in two parts that will be maintained from 

this moment in advance and I entitled them as following: 

 

- DDX3X AS A PRIME CELLULAR TARGET TO FIGHT OLD AND 

EMERGING VIRUSES 

- AN ALTERNATIVE RIBONUCLEOTIDE EXCISION REPAIR BY 

THE RNA HELICASE/NUCLEASE DDX3X 

 

I deepened both the DDX3X involvement in virus infection as well as in 

genome stability. In the first case, I contributed to develop new antiviral 

chemotherapeutics based on a cellular target, DDX3X. Then, I shed light on 

a possible DDX3X involvement in genome stability as a new RNaseH2-like 

enzyme never reported in literature up to date.  

This double-aim reflects in part the double- (or better, multiple-) roles of 

DDX3X into the cells, one of the most multifunctional proteins that we know. 
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4. Materials and methods 
 

4.1 DDX3X AS A PRIME CELLULAR TARGET TO FIGHT 
OLD AND EMERGING VIRUSES 

 

4.1.1 Chemistry 

 

Compounds were designed and synthesized by our collaborators at the 

University of Siena (Prof. Maurizio Botta). For all the details about the anti-

WNV compounds synthesis see the work of Brai and collaborators (Brai et 

al., 2019). 

All the chemical specifications for UM compounds are not reported in this 

manuscript since they will be part of a Patent Application currently in 

progress. 

 

4.1.2 Proteins production and purification 

 

Human recombinant full length DDX3X was cloned in the E. coli expression 

vector pET-30a(+). ShuffleT7 E. coli cells were transformed with the plasmid 

and grown at 37°C up to OD600 = 0.7. DDX3X expression was induced with 

0.5 mM IPTG at 15°C O/N. Cells were harvested by centrifugation, lysed, 

and the crude extract centrifuged at 100.000x g for 60 min at 4°C in a 

Beckman centrifuge before being loaded onto a FPLC Ni-NTA column (GE 

Healthcare). Column was equilibrated in Buffer A (50 mM Tris-HCl pH 8.0, 

250 mM NaCl, 25 mM Imidazole and 20% glycerol). After extensive washing 

in Buffer A, the column was eluted with a linear gradient in Buffer A from 

25 mM to 250 mM Imidazole for 8 column volumes. Proteins in the eluted 

fractions were visualized on SDS-PAGE and tested for the presence of 

DDX3X by Western blot with anti-DDX3X A300-475A (BETHYL) 

polyclonal antibody at 1:4000 dilution in 5% milk. Fractions containing the 

purest DDX3X protein were pooled and dialyzed in Slide-A-Lyzer® MINI 

Dialysis Devices 20K MWCO (Thermo Scientific) for 3 hours (25 mM Tris  
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HCl pH 8.0, 0.5 mM DTT, 100 mM NaCl, Glycerol 20%) in order to remove 

the salt excess. Finally, proteins were stored at -80°C.  

The double mutant protein E256A/R262A and the single mutants E256A and 

R262A were cloned in the E. coli expression vector pET-30a(+) and 

BL21(DE3) cells were transformed with the plasmids. Proteins induction and 

purification were the same of the full-length protein. Only the double mutant 

E256A/R262A was dialysed as the wild-type enzyme, whereas the single 

mutants E256A and R262A were maintained in elution buffer avoiding 

further loss of material due to the dialysis procedure. 

 

4.1.3 Helicase assay based on Fluorescence Resonance Energy 
Transfer (FRET) 

 

The dsRNA substrate for the helicase assay was prepared by hybridizing two 

ssRNA oligonucleotides with the following sequences: 

 

Fluo-FAM   

5’ UUUUUUUUUUUUUUAGUACCGCCACCCUCAGAACC 3’ 

 

Qu-BHQ1  

5’ GGUUCUGAGGGUGGCGGUACUA 3’ 

 

DNA capture   

5’ TAGTACCGCCACCCTCAGAACC 3’ 

 

The sequence portion of the Fluo-FAM that is complementary to Qu-BHQ1 

is underlined. Fluo-FAM carries a 6-carboxyfluorescein fluorophore at its 3' 

end, while Qu-BHQ1 carries a Black Hole quencher group at its 5' end. The 

DNA capture oligonucleotide is complementary to the Qu-BHQ1 

oligonucleotide but bears no modifications. 

Helicase assay using the dsRNA substrate was performed in 20 mM Tris HCl 

(pH 8), 70 mM KCl, 2 mM MgCl2, 2 mM dithiothreitol, 12 units RNasin 

(Promega), 2 mM ATP, 50 nM dsRNA and 100 nM capture strand in 20 µl 

of reaction volume. The unwinding reaction was started by adding 60 pmols 

of DDX3X recombinant protein and carried out at 37°C for 40 min using a  
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LightCycler 480 instrument (Roche). The fluorescence intensity was recorded 

every 30s.  

Data of fluorescence signal were analyzed by linear interpolation and the 

corresponding slope values were used to determine the apparent unwinding 

rate. 

 

4.1.4 ATPase assay 

 

The ATPase activity was determined, as previously described (Franca et al., 

2007; Garbelli et al., 2011), by directly monitoring [ɣ-33P] ATP hydrolysis 

by thin-layer chromatography (TLC).  

[ɣ-33P] ATP (3000Ci/mmol) and TLC PEI Cellulose F plates were 

respectively purchased from Hartmann Analytic and Merck. 

The reaction was carried out in a final volume of 5 µl which contained: 

different amount of DDX3X proteins as specified in the figure legends, 0.1 

µM [ɣ-33P] ATP (3000 Ci/mmol) as tracer plus 1 µM of cold ATP, 5 mM 

MgCl2 and nucleic acids as indicated. Samples were incubated for 30 minutes 

at room temperature and 1.5 µl of the reaction were dotted onto TLC sheets 

of polyethyleneimine cellulose. The reaction products were separated by 

ascending chromatography with 0.5 M KH2PO4 (pH 3.4). The intensities of 

the radioactive bands corresponding to ATP and Pi were quantified by 

densitometric scanning with PhosphoImager (Typhoon-TRIO, GE 

Healthcare).  

The ATPase activity was also determined using the commercial kit ADP-Glo 

Kinase Assay (Promega) as previously described in the work of Brai and 

collaborators (Brai et al., 2016). Reaction was performed in 30 mM Tris HCl 

pH 8, 9 mM MgCl2, 0.05 mg/mL BSA, 50 μM ATP, nucleic acids as indicated 

and different amount of DDX3X proteins as specified in the figure legends. 

Reaction was performed following the ADP-Glo Kinase Assay Protocol, and 

luminescence was measured with MicroBeta TriLux instrument (Perkin-

Elmer). 
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4.1.5 Kinetic analysis  

 

Data (in triplicate) were plotted and analysed by least-squares nonlinear 

regression, with the computer program GraphPad Prism 6.0. Data were fitted 

to the following equation: 

 

(1)  v=Vmax/(1+(Km/[(S]^n))) 

 

Where v is the apparent reaction velocity at each substrate concentration, Vmax 

is the maximum rate of the reaction, Km is the Michaelis-Menten constant, S 

is the variable substrate concentration, n is an exponential term to take into 

account sigmoidal dose–response curves due to the positive cooperativity of 

DDX3X binding to RNA (Sharma et al., 2017). 

The turnover constant kcat was calculated as Vmax/ [enzyme concentration] and 

the RNA substrate binding efficiency of our enzymes was calculated as the 

kcat/Km ratio. 

For the inhibition assays, the IC50 values have been calculated from dose–

response curves. Data (in triplicate) were plotted and analysed by least-

squares nonlinear regression, according to the method of Marquardt–

Levenberg, with the computer program GraphPad Prism 6.0. Data were fitted 

to the following equation: 

 

(2)  Eobs = Emax/ (1+ ([I]/IC50)n) 

 

where Eobs is the observed enzymatic activity in the presence of each inhibitor 

dose [I]; Emax is the maximal enzymatic activity in the absence of the 

inhibitor; n is an exponential term to take into account sigmoidal dose–

response curves. 
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4.1.6 Cell extracts and DDX3X quantification 

 

107 cells (HUH-7/VERO/A549) (Brai et al., 2019) were ruptured with a 

Dounce homogenizer in Lysis Buffer (50 mM Tris HCl pH 8.0, 0.1% SDS, 

350 mM NaCl, 0.25% Triton X-100, protease inhibitor cocktail (Sigma-

Aldrich)). The lysate was incubated 30 min on ice, sonicated for 5 min (at 30 

s intervals) and centrifuged at 15.000 x g for 10 min at 4°C. The protein 

concentration in the supernatant (crude extract) was quantified with Bradford 

assay (Bio-Rad). For DDX3X quantification, increasing concentrations of 

crude extract (5 µg, 10 µg, 20 µg, 40 µg) were loaded on a SDS-PAGE 

alongside with known concentrations (50 ng, 100 ng, 150 ng, 200 ng) of 

recombinant purified DDX3X. Separated proteins were subjected to Western 

Blot analysis with anti-DDX3X A300-A475 (BETHYL) at 1:2000 dilution in 

5% milk. The blot was next incubated with 1:5000 HRP-conjugated 

secondary antibody (Jackson ImmunoResearch) and the bands corresponding 

to DDX3X were visualized with Enhanced Chemiluminescent Substrate 

(Westar Nova 2.0, Cyanagen) using a ChemiDoc™ XRS (Bio-Rad) 

apparatus. The intensity of the bands was measured by densitometry and the 

values obtained for the purified DDX3X were plotted as a function of the 

protein concentration and analyzed by linear interpolation to derive a 

reference curve, whose slope corresponded to the estimated intensity (I) x ng-

1 (DDX3X) value. This parameter was used to calculate the I x ng-1 values for 

the DDX3X in the cell extract, from the intensities of the DDX3X bands in 

the corresponding cell extract (CE) samples. The mean I x ng-1 (CE) value 

was used to calculate the ng of DDX3X x µL-1 of extract, and then the total 

ng of DDX3X present in the extract. This value was divided for the total 

number of cells used (107), to derive the ng DDX3X/cell. Based on the known 

molecular weight of DDX3X, the Avogadro number and assuming a mean 

cellular volume of 6.55 x 10-11 L, the final molar concentration of DDX3X 

per cell was calculated. Each experiment was repeated three times, with each 

blot carrying a reference curve alongside the extract samples, to account for 

variations in loading/transfer efficiency. The reference I x ng-1 (DDX3X) 

value obtained was anyway comparable across the different experiments 

(±20% variation). 
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4.1.7 Antiviral assay: WNV and DENV inhibitory viral plaque 
reduction assay 

 

This assay was conducted by our collaborators under the supervision of 

Professor Giannecchini (University of Florence). 

The protocol used was as published for WNV (Brai et al., 2019). Huh7 cells, 

derived from human hepatoma were used for the viral plaque reduction assay. 

Cells were cultured in Dulbecco's Modified Eagle's Medium (DMEM; 

SIGMA) supplemented with 10% Fetal Bovine Serum (FBS; SIGMA) and 

1% Penicillin/Streptomycin (SIGMA). WNV (strain of lineage 2) or DENV-

2 (New Guinea C strain) viral stock, consisting of cell-free supernatants of 

acutely infected Huh7 cells, were aliquoted and stored at -80°C until used. 

Titration of the viral stocks as plaque-forming unit (PFU) was carried out in 

Huh7 cells. WNV was used to infect Huh7 cell line in duplicate and viral 

plaques were visualized 4 days following infection. Briefly, 6-well plates 

were seeded with 2.5 × 105 cells in 3 ml of growth medium and maintained 

overnight at 37°C with 5% CO2. The day of infection, medium was removed 

and Huh7 cells (monolayers at 80–90% confluence) were infected with WNV 

and DENV-2 viral stocks with a multiplicity of infection (MOI) respectively 

of 0.1 and 0.005 in a final volume of 0.3 ml. Then, cells were incubated for 1 

h at 37°C with 5% CO2. Prior to the addition of inhibitory compounds, cells 

were washed with PBS 1X. Finally, 30 µL dimethylsulfoxide (DMSO) alone 

(viral positive control) or with 10-fold serial dilutions of DDX3X inhibitory 

compounds were immediately added in duplicates together with 300 µl of 

fresh DMEM complete medium (compound final concentrations of 100, 10, 

1, 0.1, and 0.01 μM). Ribavirin (1-β-d-Ribofuranosyl-1,2,4-Triazole-3-

Carboxamide; SIGMA) diluted in DMSO was used as inhibitory reference 

control. Then, the overlay medium composed by 0.5% Sea Plaque Agarose 

(Lonza) diluted in propagation medium was added to each well. After 4 days 

of incubation at 37°C, the monolayers were fixed with methanol (Carlo Erba 

Chemicals) and stained with 0.1% crystal violet (Carlo Erba Chemicals) and 

the viral titers were calculated by Plaque forming unit (PFU) counting. 

Percent of Plaque reduction activity was calculated by dividing the average 

PFU of treated samples by the average of DMSO-treated samples (viral 

positive control). Fifty percent inhibitory concentrations (IC50) were   
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calculated using the predicted exponential growth function in Microsoft 

Excel, which uses existing x-y data to estimate the corresponding anti 

DDX3X compound concentration (x) from a known value (y), which in this 

case was 50% PFU. Mean IC50 + standard deviations (SD) were calculated 

using all replicates. All experiments were repeated at least twice. All 

experimental procedures were conducted under biosafety level 3 containment 

at University of Florence. 

 

4.1.8 Cytotoxicity assay 

 

This assay was conducted by our collaborators under the supervision of 

Professor Giannecchini (University of Florence). 

2.5 × 104 Huh7 cells were seeded per well in a flat-bottom 96-well culture 

plates and led overnight at 37°C degrees in 5% CO2 atmosphere. Then, the  

medium was removed and cells were washed twice with PBS, treated with 

100 µl of DMEM with 10 µl DMSO alone (cell positive control) or with 

various concentrations of DDX3X inhibitory compounds under study 

(compound final concentrations of 100, 10, 1, 0.1, and 0.01 μM) and 

incubated for 3 days at 37°C in a CO2 atmosphere. After treatment, an MTT 

(3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide) kit (Roche, 

Milan, Italy) was used according to the supplier’s instructions, and the 

absorbance of each well was determined using a microplate 

spectrophotometer at a wavelength of 570 nm. Cytotoxicity was calculated 

by dividing the average optical density of treated samples by the average of 

DMSO-treated samples (cell positive control). Results were confirmed 

measuring cytotoxicity with a second approach: the CellTiter-Glo 2.0 assay 

(Promega). Cells were seeded at 40,000 cells/well in duplicate in presence of 

serial dilutions of compounds and incubated for 72 hours. Cell viability was 

calculated by measuring cellular ATP as a marker of metabolically active 

cells through a luciferase based chemical reaction and expressed as the 

concentration that reduce cell viability by 50%. 
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All the following methods: 

 

- Virus RNA quantification and Capsid protein detection assay 

- ADME assay 

- Parallel Artificial Membrane Permeability Assay (PAMPA and 

PAMPA-BBB).  

- Water Solubility Assay 

- Microsomal Stability Assay.  

 

were all performed by our collaborators at the University of Siena and 

Florence (Professors Botta and Giannecchini respectively) and all the 

protocols used were already published and available. (Brai et al., 2019) 

 

4.1.9 Site directed mutagenesis 

 

The double mutant E256A/R262A was obtained by Biofab Research srl 

(Rome, Italy) and cloned into a pET30a (Novagen) expression vector. The 

two single mutants E256A and R262A were obtained by site-directed 

mutagenesis as described in the work of Liu and collaborators (Liu and 

Naismith, 2008). 

Specifically, the DDX3X double mutant E256A/R262A cDNA cloned into 

pET30a was used to obtain the single mutants. Couples of primers of 36/42 

bp overlapping for the whole length except for a nucleotide, were used that 

reverts one of the two alanines into the previous wild type amino acid. In 

order to quickly verify the introduction of the correct mutation a restriction 

site of SfiI was removed from the gene sequence of single mutants, without 

introducing any additional amino acid substitution. 

The sequences of the primers were as follows (primer-primer overlapping 

sequences are underlined): 
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E256A fw 5’ tatgggcgccgcaaacaatacccaatctccttggtattagca 3’  

 

E256A rv 5’ gcggcgcccataccttccattggccttcattgccct 3’ 

  

R262A fw 5’ atgaaggaaaatggaaggtatggggcccgcaaacaa 3’  

 

R262A rv 5’ attttccttcattgccctcaaagcctcgcctggacc 3’  

 

The mutagenesis was carried out in the following reaction mixture: Pfu buffer 

1X (Promega), dNTPs 0.2 mM (Roche Molecular Biochemicals), Primers 1 

μM and 3 U of Pfu (Promega). 

The PCR cycles were: 94°C for 2 minutes (to denature the template DNA); 3 

amplification cycles at 94°C for 1 minute, 62°C for 1 minute and 68°C for 12 

minutes. After that, additional 12 amplification cycles were performed as 

follow: 94°C for 1 minute, 57°C for 1 minute and 68°C for 12 minutes. The 

PCR cycles were followed by an extension step at 68°C for 60 minutes.  

The PCR products were treated with 10 units of DpnI (Promega) at 37°C for 

2 hours and then 10 μl of each PCR reactions were analysed by agarose gel 

electrophoresis.  

Amplified DNA was transformed into E. coli DH5α competent cells by heat 

shock following standard protocol. The transformed cells were spread on a 

LB plate containing 50 µg/µl Kanamycin and incubated at 37°C over night. 

Colonies from each plate were grown and the plasmid DNA was isolated. To 

verify the mutations, 400 ng of plasmid DNA was first linearized with 10 

units of Hind III (Promega) for 1 hour at 37 °C and then digested with 12 

units of Sfi I (Promega) for 5 hours at 50 °C.  Positive colonies were sent to 

Eurofins Genomics (Ebersberg, Germany) for Sanger sequencing to verify 

correct mutations insertions. 
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4.2 AN ALTERNATIVE RIBONUCLEOTIDE EXCISION 
REPAIR BY THE RNA HELICASE/NUCLEASE DDX3X 

 

 

4.2.1 Chemicals 

 

Unlabelled dNTPs were from Roche Molecular Biochemicals. All other 

reagents were of analytical grade and were purchased from Merck or Fluka. 

 

4.2.2 Nucleic acids substrates 

 

Oligonucleotides were purchased from Biomers.net GmbH (Ulm, Germany) 

or Metabion AG (Steinkirchen, Germany). The sequences of the substrates 

used are (bold letters indicate ribonucleotides): 

 

ss 24mer Substrate 1 

3’-GATGCCGAGTGTGATAGAGTGTGA-5’FAM 

 

ds 24/24mer Substrate 2 

5’-CTACGGCTCACACTATCTCACACT-3’ 

3’-GATGCCGAGTGTGATAGAGTGTGA-5’FAM 

 

 

ds 24/24mer Substrate 3 

5’-CTACGGCTCACACTATCTCACACT-3’ 

3’-GATGCCGAGTGTGATAGAGTGTGA-5’FAM 
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ds 55/55 mer Substrate 4 

5’-

CCAACACACAACACCGTGTGAATTCGGCACTGGCCGTCGTATGCT

CTTGGTTGTA -3’ 

3’- 

GGTTGTGTGTTGTGGCACACTTAGCCGTGAACCGGCAGCATACG

AGAACCAACAT-5’FAM 

 

4.2.3 Proteins production and purification 

 

Human recombinant full-length DDX3X was purified as already specified in 

Paragraph 4.1.2. Human recombinant D357A/D350A (DADA) was 

expressed and purified as described in Garbelli et al., 2011. Human 

recombinant Pols β (Crespan et al., 2016) and  δ (van Loon et al., 2009) were 

expressed and purified as described. The plasmid pET-hH2ABC and the E. 

coli MIC1066 [rnhA339:cat, recB270(Ts)] strain for the expression of 

recombinant human trimeric RNaseH2 were kindly provided by Prof. Robert 

Crouch (NIHCD, Bethesda). RNaseH2 was expressed and purified as 

described (Chon et al., 2009). Human Fen-1 and Human DNA ligase1 were 

both purchased from Origene (Rockville, United States). 

 

4.2.4 2-D electrophoresis (2-DE) and mass spectrometry 
analysis 

 

This part of the work was done by our collaborators in Siena University 

supervised by Professor Bini. Protein samples were treated with a 

conventional 2-DE buffer composed of 8 M urea, 4% (w/v) CHAPS, and 1% 

(w/v) dithioerythritol (DTE) and stored at -20°C until use. The first dimension 

(IEF, the isoelectrofocusing) was performed on 18 cm long, non-linear pH 3-

10 gradient Immobiline-polyacrylamide DryStrip gels (IPG strips; GE 

Healthcare, Uppsala, Sweden) using the Ettan™ IPGphor system (GE 

Healthcare). For MS-preparative gels, strips were rehydrated with 60 μg of 

protein in 350 μl of 2-DE buffer and 2% (v/v) IPG-buffer (pH 3-10; GE 

Healthcare), for 1 h at 0 V and overnight at 30 V, at 16°C. IEF was achieved  
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at 16 °C as follows: 200 V for 8 h, from 200 V to 3500 V in 2 h, 3500 V for 

2 h, from 3500 V to 5000 V in 2 h, 5000 V for 3 h, from 5000 V to 8000 V in 

1 h, 8000 V for 1 h, from 8000 V to 10.000 V in 1 h, 10.000 V until a total of 

100.000 Vh was reached.  The focused strips were equilibrated for 12 min in 

6 M urea, 30% (v/v) glycerol, 2% (w/v) SDS, 0.05 M Tris–HCl pH 6.8, 2% 

(w/v) DTE; and for further 5 min in 6 M urea, 30% (v/v) glycerol, 2% (w/v) 

SDS, 0.05 M Tris–HCl pH 6.8, 2.5% (w/v) iodoacetamide, and trace of 

bromophenol blue. The second dimension (SDS-PAGE) was run on house-

made 9-16% polyacrylamide linear gradient gels. at 10°C, in Protean II Multi 

Cell (Bio-Rad Laboratories, Hercules, CA) applying 40 mA/gel constant 

current. The run was stopped when the bromophenol blue dye reached the end 

of the gel. Analytical and MS-preparative gels were stained with ammoniacal 

silver nitrate and with a MS-compatible silver staining, respectively. 2-DE 

stained gels were scanned using the ImageScanner III (GE Healthcare), and 

the acquired images were analyzed by ImageMaster 2D Platinum v6.0 

software (GE Healthcare). 

Protein spots cut from MS-preparative gels, were destained and acetonitrile 

dehydrated. Spots were rehydrated in trypsin solution (Sigma Aldrich, Italy) 

and in-gel trypsin digested overnight at 37 °C. 1.25 μl of each tryptic peptide 

sample was directly spotted onto the MALDI target and air-dried. Then 0.75 

μl of matrix solution (a saturated solution of alpha-cyano-4-hydroxycynnamic 

acid in 50% v/v acetonitrile and 0.5% v/v trifluoroacetic acid) was added to 

the dried samples and allowed to dry again. Protein identification was carried 

out by peptide mass fingerprinting (PMF) using an Ultraflex III MALDI-

TOF/TOF mass spectrometer (Bruker Daltonics, Billerica, MA, USA). Mass 

spectra were acquired with the mass spectrometer in reflector positive mode 

with a laser frequency of 100 Hz and analyzed by Flex Analysis software 

v.3.0. PMF database searching was carried out in SwissProt database (version 

2018_01; 556568 sequences; 199530821 residues) using the on-line available 

Mascot software (Matrix Science Ltd., London, UK, 

http://www.matrixscience.com). The following database search criteria were 

set: Escherichia coli or Homo sapiens as taxonomy, 100 ppm as peptide 

tolerance, trypsin as the digestion enzyme with one allowed missed cleavage, 

cysteine carbamidomethylation as fixed modification, and methionine 

oxidation as variable modification.  
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For protein identifications the number of matched peptides, the extent of 

sequence coverage, and the probabilistic score were considered. 

 

4.2.5 Nuclease assays 

 
The nuclease activity of both human RNaseH2 and DDX3X enzymes was 

monitored on a double stranded (ds) DNA bearing a single ribonucleotide in 

the strand labelled at the 5’-end with a 6-FAM fluorescent group. A final 

concentration of 50 nM DNA substrate was used in the experiments. The 

amounts of RNaseH2 and DDX3X proteins are indicated in the respective 

figure legends. Reactions were performed in 20 mM Tris-HCl pH 8.8, 10 mM 

(NH4)2SO4, 10 mM KCl, 2 mM MgSO4, 0.1% TritonX-100 at 37°C degrees 

for 60 minutes (unless specified in figure legends). Finally, the reaction 

mixtures were stopped by addition of standard denaturing gel loading buffer 

(95% formamide, 10 mM EDTA, xylene cyanol and bromophenol blue), 

heated at 95°C for 5 min and loaded on 7 M urea 12% polyacrylamide (PA) 

gel, run at 40 W for 2 hours in TBE buffer. Substrates and products were 

quantified by laser scanning densitometry (Typhoon-TRIO, GE Healthcare). 

 

4.2.6 Non denaturing gel-based helicase assays 

 

The helicase activity of DDX3X was monitored by measuring the conversion 

of a double stranded (ds) RNA (labelled at the 5’-end of one strand with a 6-

FAM fluorescent group) into single stranded (ss) nucleic acid. A final 

concentration of 50 nM RNA substrate was used in the experiments, unless 

otherwise stated. The amounts of DDX3 proteins are indicated in the 

respective figure legends. Reactions were performed in 20 mM Tris HCl pH 

8, 2 mM DTT, 70 mM KCl, and 1 mM ATP, 2 mM MgCl2 at 37°C degrees 

for 30 minutes (unless otherwise stated in figure legends) and stopped by 

adding EDTA 50 mM pH 8. Products were separated through non-

denaturating 7% PAGE at 5 W for 3 hours in TBE buffer at 4°C.  
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Substrates and products were quantified by laser scanning densitometry 

(Typhoon-TRIO, GE Healthcare). 

4.2.7 Ribonucleotide excision repair assays 

 

The ribonucleotide excision repair (RER) assay was reconstituted by 

reproducing all steps of RER in vivo: incision of a single rNMP embedded in 

a dsDNA by RNaseH2 or DDX3X, was followed by DNA synthesis with Pols 

δ or β, 5’ rNMP-terminated flap removal by hFen1 and ligation by hDNA 

ligase1 to generate as final product a dsDNA without embedded rNMP. A 

final concentration of 50 nM DNA substrate was used in the experiments. The 

amounts of RNaseH2, DDX3X, Pols δ and β, PCNA and dNTPs are indicated 

in the respective figure legends. Reactions were performed in 20 mM Tris-

HCl pH 8.8, 10 mM (NH4)2SO4, 10 mM KCl, 2 mM MgSO4, 0.1% TritonX-

100 at 37°C degrees for 60 minutes (unless specified in the figures).  To prove 

that no more ribonucleotides were present into the fully repaired DNA 

substrate at the end of the reaction, we inactivated all the enzymes present in 

the reaction at 75°C for 10 minutes. Then, we left the reaction at room 

temperature for 10 minutes and we proceeded adding 100 nM of human 

RNaseH2 for 45 minutes. The dsDNA product without embedded rNMP, will 

be resistant to the digestion of RNaseH2 enzyme. Finally, the reaction 

mixtures was stopped by addition of standard denaturing gel loading buffer 

(95% formamide, 10 mM EDTA, xylene cyanol and bromophenol blue), 

heated at 95°C degrees for 5 min and loaded on 7 M urea 12% polyacrylamide 

(PA) gel at 40 W for 2 hours in TBE buffer. Substrates and products were 

quantified by laser scanning densitometry (Typhoon-TRIO, GE Healthcare). 

 

4.2.8 Kinetic analysis 

 

Time-dependent product accumulation was fitted to the simple exponential 

equation: 

 

 

Eq. (1): A(1-e-kapp t) 
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where A is the burst constant, kapp is the apparent reaction rate and t is time. 

Dependence of the reaction products from DDX3X concentrations was fitted 

to the equation: 

 

Eq. (2): Eobs = Emax /(1+(K1/2/E0)
nH) 

 

where E(obs) is the observed enzymatic activity in the presence of each enzyme 

dose E0; E(max) is the maximal enzymatic activity; nH is an exponential term 

to take into account sigmoidal dose–response curves. 

Dose-dependent inhibition of the DDX3X nuclease reaction by ATP was 

fitted to the equation: 

 

Eq. (3): Eobs = Emax/(1+ ([ATP]/ID50)
nH) 

 

where E(obs) is the observed enzymatic activity in the presence of each ATP 

dose ([ATP]); E(max) is the maximal enzymatic activity in the absence of the 

inhibitor; ID50 is the ATP concentration inhibiting the enzymatic reaction by 

50%;  nH is an exponential term to take into account sigmoidal dose–response 

curves. 

Data were fitted to Eq. (1), (2) and (3) with the program GraphPad Prism 6.0. 

 

4.2.9 Transfection of HEK293T cells for engineered lentivirus 
preparation: calcium phosphate precipitation 

 

2X HBS: 

100 mM Hepes 

281 mM NaCl 

1.5 mM Na2HPO4 

Adjust pH to 7.12 
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1X TE buffer: 

10 mM Tris 

1 mM EDTA 

 

For lentiviruses preparation, 3 – 3.5 X 106 HEK293T cells were seeded in 10 

cm tissue culture dishes in 10 ml Dulbecco’s Modified Eagle’s medium  

(Euroclone, Milan) containing 10% fetal bovin serum (Immunological 

Sciences, Rome) and 20 µg/ml gentamycin (Euroclone, Milan) and led them 

grow for 24 hours in a humidified 5% CO2 atmosphere. After 2 hours before 

transfection, cell medium was replaced.  Then, a transfection mix was 

prepared adding all the components in the specified order and it was 

maintained for 10/20 at room temperature: 

 

- 13,2 µg Inducible Dharmacon™ TRIPZ™ Lentiviral shRNA (GE 

Healthcare) (Lafayette, United States) 

- 10 µg pSPAX2 vector (Dharmacon™, Ge Healthcare) (Lafayette, 

United States) 

- 4 µg pMD2 vector (Dharmacon™, Ge Healthcare) (Lafayette, United 

States) 

- 450 µl H2O/0.1 X TE buffer 

- 500 µl 2X HBS 

- 50 µl 2,5 M CaCl2 

 

To enhance transfection efficiency, 100 µM Chloroquine (Sigma, St. Louis 

United States) was added to the cells followed by the transfection mix (1 

ml/10 cm tissue culture dish). Cell medium was changed 14-16 hours after 

transfection and viruses were collected for the two following days. 

All this work was done in Biosafety Level 2 (BSL2) laboratory at Maynooth 

University (Ireland) under the supervision of Professor M. Schroeder. 
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4.2.10 Cells Transduction and DDX3X KD induction 

 

One day prior to transduction, 500.000-600.000 U20S cells were seeded in 2 

ml Dulbecco’s Modified Eagle’s medium (Euroclone, Milan) containing 10% 

fetal bovin serum (Immunological Sciences, Rome) and 20 µg/ml gentamycin 

(Euroclone, Milan) in 6 well plates and led them grow in a humidified 5% 

CO2 atmosphere. Then, cell medium was replaced with 2 ml of viral particles 

and 4 µg/ml protamine sulfate (Sigma, St. Louis United States) to enhance 

the transduction efficiency. After 3-4 hours, new fresh medium containing 

viral particles was added for each plate and leave O/N. Finally, cells were 

washed with Phosphate Saline Buffer (Euroclone, Milan) and new fresh 

medium Dulbecco’s Modified Eagle’s medium (Euroclone, Milan) 

containing 10% fetal bovin serum (Immunological Sciences, Rome) and 

20µg/ml gentamycin (Euroclone, Milan) was added. Cells were let grow for 

24 hours in a humidified 5% CO2 atmosphere without any additional 

selection. Then, since cells that have integrated the Inducible Dharmacon™ 

TRIPZ™ Lentiviral shRNA possess a Puromycin resistance too, a dose-

escalation curve of Puromycin (Euroclone, Milan) was used to select resistant 

cells (specifically, the amount of antibiotic should be enough to kill wild type 

cells within 5 days). 

All this work was done in Biosafety Level 2 (BSL2) laboratory at Maynooth 

University (Ireland). After at least two weeks of cell culture in in Biosafety 

Level 2 (BSL2) laboratory, transduced cells could me move in in Biosafety 

Level 1 (BSL2) laboratory. 

Knockdown (KD) of DDX3X in U2OS cells (shDDX3X cells) or KD of the 

scrambled shRNA (NSC cells) used as control were both induced adding 1 

µg/ml Doxycycline (SIGMA) into the cell medium and simultaneously 

maintaining cells in Puromycin selection (2 µg/ml). Doxycycline was 

maintained for 48-72 hours and then cells were harvested and KD was 

checked by Western Blot. 
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4.2.11 Cell extracts and Western Blot 

 

Cell pellets from U20S NSC/shDDX3X cell lines were lysed for 30 minutes 

on ice in 50 mM pH 8 Tris HCl, 0.1% SDS, 350 mM NaCl, 0.25% Triton X-

100 in the presence of Protease Inhibitor Cocktail 1X (Sigma). Then, samples 

were sonicated (at 30s intervals) and centrifugated at 4°C for 10 minutes at 

15.000 x g. The soluble portion of the extract was then quantified by Bradford 

assay (Bio-Rad) and loaded on SDS-Page gels. After gels running, proteins 

were transferred to a nitrocellulose membrane with a pore size of 0.45 µm 

(Ge Healthcare) using Trans-Blot® Turbo TM device (Bio-Rad). Finally, the 

presence of DDX3X protein was revealed by Western blot with anti-DDX3X 

A300-475A polyclonal antibody (BETHYL) at 1:2000 dilution in 5% milk. 

 

4.2.12 Riboassay 

 

We developed this protocol thanks to the kind help of Doctor Simone 

Sabbioneda (IGM-CNR, Pavia) and being inspired by previously published 

work (Meroni et al., 2018). 

Genomic DNA was extracted using NucleoSpin® Tissue kit (Macherey-

Nagel). Then, 1 µg of genomic DNA was digested with 1 U of E. coli RNase 

H2 (BioLabs, Euroclone) at 37°C 550 rpm for 2.5 hours. Reaction was 

stopped on ice for 30 minutes and nick translation reaction started trough the 

addition of 1 U of E. coli DNA pol I (Biolabs, Euroclone) and 2 µl of 

Atto647N-dUTP pH 7.5 NT Labelling Kit (Jena Biosciences, Germany) at 

16°C for 1 hour. 

Finally, the reaction was stopped by addition of standard gel loading buffer 

1X (6X stock: Glycerol 40%, 0.25% xylene cyanol and 0.25% bromophenol 

blue) and loaded on a 1% agarose gel at 100 V for 2 hours in TBE buffer. 

Ethidium bromide and Atto647N-dUTP signals were detected by laser 

scanning densitometry (Thyphoon-TRIO, GE Healthcare) and quantified 

with ImageQuant TL (Thyphoon-TRIO, GE Healthcare) normalizing 

Atto647N-dUTP signals with the Ethidium bromide ones. Quantitation of 

undigested genomic DNAs were subtracted from quantitation of digested 

genomic DNAs and P values were calculated using the Student’s T test. 
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5. Results 

 

5.1 DDX3X AS A PRIME CELLULAR TARGET TO FIGHT 
OLD AND EMERGING VIRUSES 

 

5.1.1 DDX3X helicase inhibitors to fight West Nile virus 
infections 

 

As mentioned in the Introduction paragraph 2.10, we demonstrated for the 

first time to our knowledge that DDX3X could be a prime target to develop 

broad-spectrum antiviral compounds. Specifically, compound 16d was able 

to suppress the replication of different RNA viruses (HIV-1, HCV, WNV, 

DENV) and some HIV-1 strains resistant to clinically used antiretroviral 

drugs. This was possible without showing toxicity in cellular and animal 

models. However, the primary limitation of the compound 16d is its poor 

aqueous solubility that limits its bioavailability in preclinical models (LogS= 

-7.05) (Brai et al., 2016). Thus, we sought to improve the lead compound 

through a structure-based rational design approach. 

 

Molecular Modeling 

 

One of the available crystal structures (PDB code: 2I4I) of human DDX3X is 

co-crystallized with AMP in the absence of nucleic acid and in its open 

conformation (inactive conformation). It differs from the closed conformation 

in complex with the RNA which involves some structural modifications to 

accommodate both RNA and ATP substrate (active conformation).   

In order to study the human DDX3X active conformation, our collaborators 

at the University of Siena (Prof. Maurizio Botta) built a homology model 

using as template the crystal structure of Drosophila Vasa DEAD box helicase 

(PDB code: 2DB3) which is co-crystallized with AMP and an RNA fragment 

and shows a 44% sequence homology with DDX3X.  
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The homology model was built using the software PRIME and allowed us to 

develop during years some promising DDX3X inhibitors already tested in 

vitro and in vivo (Riva and Maga, 2019). 

Keep moving forward our researches in order to propose DDX3X as a good 

cellular target for antiviral therapies, we decided to develop new inhibitors 

against the DDX3X RNA binding site essential for the helicase activity. 

Using the previously mentioned model, we found a new inhibitor (compound 

2) characterized by a sulfonamide moiety. Despite its low passive 

permeability, compound 2 was characterized by a very good aqueous 

solubility and at the same time by a promising anti-enzymatic activity value 

of 0.36 μM (Table 1) (Fazi et al., 2015). 

We designed a new series of hybrid compounds by merging the key structural 

moieties of 16d and compound 2 (Table 1). These hybrid compounds were 

able to interact with Arg276 and Arg480 and to take profitable contacts also 

with Gly325, Pro274 and Arg503 that are predicted to create important 

interactions with the RNA strand bound to the helicase site of DDX3X. 
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Table 1: DDX3X anti-enzymatic activity (Brai et al., 2019) 

 

 
[a] Data represent mean values of the least two experiments.  

[b] IC50: 50% inhibiting concentration or needed concentration to inhibit 

50% of the enzyme.  

[c] na: not active. nd: not determined, compound precipitated from medium. 

 

 

 

 

Table 1. DDX3X anti-enzymatic activity.  

Cmpd.ID[a]
 Structure 

IC50
[b] 

(μM) 
Cmpd.ID[a]

 Structure 
IC50

[b] 

(μM) 

16d 

 

0.3 13 

 

0.2 

1 

 

0.4 14 

 

0.4 

7 

 

4.4 15 

 

>100 

8 

 

0.4 16 

 

nd 

9 

 

0.4 17 

 

52.2 

10 

 

10 18 

 

nd 

11 

 

61.2 19 
 

15.5 

12 

 

14    

[a] Data represent mean two values of the least two experiments. [b] IC50: inhibiting concentration 50 or 

needed concentration to inhibit 50% of the enzyme. na: not active. nd: not determined, compound precipitated 

from medium 
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Inhibition potency and selectivity 

 

Moving forward from the positive predicted interactions of the homology 

model, we tested all the derivatives compounds in in vitro helicase assays. 

Seven of them have promising inhibitory values higher than of 80% 

(compounds 8, 9, 10, 14, 15, 19 and 31) (Table 1). 

In silico studies also suggested that this family of compounds could act as 

competitive inhibitors in the helicase binding site. In order to prove our 

hypothesis, we generated dose-response curves titrating compound 8 in 

DDX3X FRET-based helicase assays (Material and Methods, paragraph 

4.1.3), in the presence of increasing fixed concentrations of the RNA substrate 

(Figure 8). We saw that the inhibitory potency (ID50) of the compound 

decreased (higher absolute values) as the RNA concentrations increased 

consistently with the predicted competitive mechanism of inhibition, with 

respect to the RNA substrate. 

 

 
Figure 8: Increasing concentrations of compound 8 were titrated in helicase 

assays, in the presence of 30 pmols of DDX3X and increasing fixed 

concentrations of the dsRNA substrate (Brai et al., 2019). Values are the 

mean of three independent measurements ± S.D. The residual enzymatic 

activity values were plotted as a function of the inhibitor concentrations and 

the corresponding ID50 values calculated for each dsRNA concentration are 

indicated on the right side of the panel. 
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Finally, in order to prove the selectivity of our compounds, we tested the 

ability of the compounds 1, 2, 9 and 14 to inhibit the ATPase activity of 

DDX3X and the helicase activity of the related DDX1 protein. As shown in 

Table 2, no inhibition was found with any compound concentration proving 

their capability to recognize specifically the RNA binding pocket of DDX3X. 

 

Table 2: Enzymatic data on selected compounds (Brai et al., 2019) 

 

Compound 

ID 

ATPase   DDX3X IC50, µM Helicase DDX1 IC50, µM 

16d >200* >200* 

2 >200* >200* 

9 >200* >200* 

14 >200* >200* 

 

*The value >200 indicates that less than 20% of inhibition was observed at 

200 μM, the highest concentration tested. 

 

 

Cytotoxicity and antiviral assays 

 

Through a quantitative Western Blot approach devised in our laboratory 

(Material and Methods, paragraph 4.1.6), we checked the presence of our 

target protein in three different cell lines: Huh-7, VERO and A549 showing 

that they possess, respectively, 755, 421 and 103 nM intracellular total 

concentrations of DDX3X protein (Table 3). 
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Table 3: DDX3X cellular expression in Huh-7, A549 and VERO[a] (Brai et 

al., 2019) 

 

 

 

 

 

[a] Values represent mean ± standard deviation (SD) of three independent 

experiments. For details see Methods [b] Evaluated in Huh7: Hepatocellular 

carcinoma cells. [c] Evaluated in VERO: African green monkey kidney cells. 

[d] Evaluated in A549: adenocarcinomic human alveolar basal epithelial 

cells. 

 

The three cell lines were infected with WNV at a MOI of 0.1 and the antiviral 

activity of compound 9 was assayed. As reported in Table 3 the compound 

activity seems proportional to DDX3X concentrations.  

For the following experiments we selected human Huh-7 cell line 

characterized by the highest DDX3X concentration. When challenged with 

our inhibitors, A549 displayed a cytotoxic activity at an inhibitor dose of 21.3 

μM probably due to DDX3X implications in pulmonary cancer already 

showed by Bol and collaborators (Bol et al., 2015). This result forced us to 

eliminate A549 in our following experiments in order to avoid interferences 

due to anticancer related cytotoxic effects. 

Subsequently, Huh-7 cells were infected with WNV and all the compounds 

with the best IC50 values. As reported in Table 4, compounds showed 

interesting antiviral activities, ranging from 2.3 to 65.9 μM, comparable or 

even higher than the broad-spectrum antiviral ribavirin, which was used as a 

reference compound. 

 

 

 

 

 

 

 

 

 Huh-7[b] VERO [c] A549[d] 

DDX3X (nM) 755±170 421±140 103±20 
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Table 4: Antiviral Activities and cytotoxicity of selected compounds against 

WNV infected Huh-7 cells[a] (Brai et al., 2019) 

 

 

[a] Data represent mean + standard deviation (SD) of three experiments. [b] 

EC50: half maximal effective concentration or needed concentration to inhibit 

50% viral induced cell death [c] CC50 Cytotoxic concentration 50 or needed 

concentration to induce 50% death of non-infected cells [d] Huh7: Hepato 

cellular carcinoma cells. Ribavirin was used as a reference compound. [e] 

Selectivity index (CC50 / EC50 ratio) is a ratio that measures the window 

between cytotoxicity and antiviral activity. 

 

In vitro ADME analysis 

 

Aqueous solubility, liver microsomal stability and membrane permeability 

were tested by our collaborators at the University of Siena (Prof. Maurizio 

Botta) for compounds 2,8, 9, 10, 14 and 15. In Table 5 are listed all the values, 

demonstrating an improved solubility especially for compounds 10, 14 and 

15. Also the membrane permeability assays (PAMPA) are encouraging: all  

Compound 

ID 

WNV[d] Huh-7  

EC50
[b] 

(μM) 

CC50
[c] 

(μM) 

SI[e] 

16d  8.8 + 0.2 >200 >22.7 

1 120 + 5.2 175 + 11 1.5 

7 2.3 + 0.5 >200 >87 

8 23.1 + 0.4 >200 >8.7 

9 65.9 + 2.3 >200 >3 

11 >200 >200 nd 

12 39.9 + 1.1 >200 >5 

13 55 + 1.1 >200 >3.6 

14 13 + 0.8 >200 >15.4 

Ribavirin 95.5 + 3.2 >200 >2.1 
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the values are under the limit with the exception of compound 2 that is also  

inactive in antiviral assay probably for that reason. 

 

Finally, we proved that in human liver microsomes (HLM) all our compounds 

showed a high metabolic stability (>95.6%). 

 

 

Table 5: In vitro ADME studies of selected compounds (Brai et al., 2019) 

 

 
[a] Apparent permeability reported in cm·s-1. [b] membrane retention %. [c] 

Aqueous solubility. [d] Human Liver Microsomes Metabolic Stability 

 

 

Compound 9 characterization 

 

In order to better evaluate the antiviral activities of our compounds, we 

selected compound 9 as representative of the series, to investigate its 

mechanism of action (Figure 9).  

For this reason, our collaborators at the University of Florence (Prof. 

Giannecchini) performed time of addition studies: WNV infected cells were  

Table 4.In vitro ADME studies of selected compounds 

Cpd. ID AppP[a] Memb. Ret.%[b] LogS[c] HLM Stability [d] 

16d 2.86·10-6 19.1 -7.05 99.0±0.6 

1 <0.1·10-6 22.5 -4.36 98.3±1.1 

7 <0.1·10-6 31.4 -7.5 95.6±0.8 

8 0.21·10-6 30.4 -7.5 99.0±1.2 

9 0.71·10-6 10.1 -4.6 97.1±0.6 

13 0.68·10-6 0 -5.4 98.0±0.9 

14 0.44·10-6 0 -4.7 96.0±0.4 

[a] Apparent permeability reported in cm·s-1. [b] membrane retention %. [c] Aqueous 

solubility. [d] Human Liver Microsomal Metabolic Stability 
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treated with the compound at concentration near and under the IC50 value. As  

shown in Figure 9a, compound 9 seems to act in the two first hours of virus 

life cycle since its addition after 3 hours post-infection did not affect viral 

replication. 

This antiviral activity is not limited to the very early phase, but it appears to  

be substantial also two hours after infection. This result could be indicative 

of the fact that compound 9 main target is in a step of the viral replication 

subsequent to viral entry.  

Successively, we evaluated the effect of compound 9 in the production of both 

genomic and complementary viral RNA (Figure 9b).  

Our inhibitor molecule, if added 1-3 hours post infection, is able to interfere 

with the concentration of genomic RNA in early time of infection (2-12 hours 

post infection). 

We also checked the level of complementary RNA showing that our inhibitor 

molecule was able to interfere marginally with the concentration of genomic 

RNA, without significant changes in the quantity of the complementary not 

infective RNA.  

Finally, we evaluated possible effects on the production of WNV 

nucleocapsid protein (NC). Figure 9 shows that the addiction of our 

compound 1-hour post infection significantly reduced the concentration of 

NC, while its addition after 3 hours did not change NC concentrations. 

Summing up all these results we hypothesised a possible implication of 

compound 9 in the first phases of viral replication, probably during early  



 

 

 

 

 

 

 

 

 

 
5. Results  

 74 

 

protein translation, after the entry process. 

 

 

 

Figure 9: Effect of varying anti-DDX3X compound 9 time of administration 

on WNV replication (Brai et al., 2019). A) WNV infection of Huh7 cells at  
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MOI of 0.1 in presence of compound 9 at 1μM and 10 μM added at indicated 

time (h) relative to the infection and assayed with the viral plaque reduction  

assay. Data represent means + standard deviation. B) WNV genomic and 

complementary viral RNA in Huh7 cells assayed after infection in absence or 

in presence of compound 9 at 1 μM added at 1 h and 3 h of the infection. Data 

represent means + standard deviation. C) WNV capsid protein 

electrophoretic mobility obtained from Huh7 cells after infection in absence 

or in presence of compound 9 at 1 μM added at 1 h and 3 h of the infection. 

None, no compound 9 addition. 

 

5.1.2 A novel strategy to develop selective DDX3X RNA helicase 
inhibitors to fight emerging viruses 

 

As previously mentioned in Introduction paragraph 2.2, DDX3X protein has 

been shown to possess a unique insertion (sequence -

ALRAMKENGRYGRRK- aa 250-264) between motif I and motif Ia. Such 

insertion is not present in other human members of the DEAD-box family and 

BLAST analysis indicated that no other human protein shares significant 

homology with the aminoacidic sequence of the unique motif (UM) (Högbom 

et al., 2007). Based on biochemical studies, UM has been proposed to bind 

the RNA substrate (Garbelli et al., 2011). Specifically, we have previously 

shown that the deletion of this short motif affected the RNA helicase activity 

of DDX3X, by reducing its affinity for the nucleic acid and that blocking this 

domain with a peptide reduced HIV-1 replication in infected cells (Garbelli 

et al., 2011). These results suggested that inhibitors targeting the UM could 

be highly selective for DDX3X, due to the absence of such domain in other 

human proteins and might retain the ability to suppress viral replication. 

In light of these preliminary data, we decided to undertake a novel strategy to 

design highly selective and broad-spectrum antiviral molecules, by targeting 

this unique DDX3X motif. Since without a crystal structure of the DDX3X-

RNA complex it is difficult to precisely determine the precise nature of the 

contacts between the UM residues and the nucleic acid lattice, we referred to 

our homology model, described in the previous section. 
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Molecular modelling 

 

Molecular modelling was performed in collaboration with the group of Prof. 

Maurizio Botta at the University of Siena. Using PocketPicker, a Pymol 

plugin able to detect all the possible pockets on a protein surface, we found a 

potential little pocket lined by the α-helix formed by the DDX3X unique 

motif (UM) (Figure 10).  

  

 

Figure 10: Pockets identified by PockerPicker are represented in dots (a), 

zoom on the little pocket around the unique motif (UM), in cyan (b). 

 

Since we had no previous information about active molecules able to bind 

this pocket within the UM, we performed a preliminary screening to search 

theoretically active scaffolds among two commercial libraries by means of 

two different docking programs (Asinex Gold and Platinum consisting of 

583040 molecules). 

From this large number of molecules, we chose the best scoring molecules 

(74.783, 20% of total) to process in the next step. 

Selected molecules were docked within the pocket using the docking program 

GOLD (CHEMSCORE). Docked molecules were then selected by our 

chemists’ collaborators from the University of Siena on the basis of: i) score 

values above 23; ii) the number of clusters generated (less than 7), iii) visual 

inspection. Because of the small and narrow properties of the pocket, a fair 

number of compounds were docked outside and so they were discarded. 
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Among the molecules which passed the filter analysis and were docked inside 

the pocket (about 103), 13 compounds were finally selected as interesting, on 

the basis of their chemical structures and their polar interactions into the 

active site. These molecules were then tested for their ability to inhibit 

DDX3X RNA helicase activity. 

Table 6 lists the chosen compounds with their anti-enzymatic activities.   

 

Structures, docking scores and solubility index data were omitted in this 

Thesis since they are part of a Patent Application still under preparation. 

 

Table 6: Selected compounds targeting DDX3X unique motif.  

 

Compound Activity (µM) 

#1 UM n.a. 

#2 UM n.a. 

#3 UM n.a. 

#4 UM n.a. 

#5 UM 7 

#6 UM n.a. 

#7 UM n.a. 

#8 UM > 200 

#9 UM n.a. 

#10 UM n.a. 

#11 UM 0.002 

#12 UM 0.007 

#13 UM 0.006 

 

*n.a. = not active 

*The value >200 indicates that less than 20% of inhibition was observed at 

200 μM, the highest concentration tested. 

 

 

A first group of these molecules (Compounds #4 UM, #8 UM and #10 UM) 

was selected on the basis of an interesting polar interaction of the terminal 

amino-group with three amino acids in the pocket (Glu256, Tyr266, Cys317). 

Another group of compounds (Compounds #1 UM, #2 UM and #7  
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UM) was selected considering the shape and the residues involved in the 

hydrophobic interactions that are Arg262, His318 and Pro247.  

Compound #5 UM has an interesting shape that fits into the pocket like a 'cap'. 

Remarkably, #5 UM is the only compound among the selected ones 

characterized by the presence of a hydroxyl-group able to interact with both 

Glu256 and Cys317 (Figure 11). In order to confirm the activity of this 

commercially available compound, #5 UM was re-synthesized and converted 

into the corresponding acetate salt, compound #1 UM. This simple synthetic 

modification provided a water-soluble derivative. Furthermore, the R and S 

enantiomers were synthesized. Compounds were analyzed through 

biochemical assays described below. 

 

  
Figure 11: Two different orientation of compound #5 UM docked pose 

showing (a) its particular shape profile and (b) its specific polar interactions 

into the UM pocket. 

 

The modelling study identified the aminoacids Glu256, Cys317 and Tyr266 

as the most involved in the polar interactions with Compound #5 UM while 

Arg262, His318 and Pro247 as the residues involved in the hydrophobic 

interactions. On the basis of the docking analysis, Glu256 and Arg262, 

respectively located at the N- and C-terminal sides of the UM sequence, 

seemed to be the major responsible of Compound #5 UM binding and they 

were further investigated by biochemical analysis, to validate the predicted 

binding mode of the compound. 
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Glu 256 is essential for the RNA helicase activity of DDX3X 

 

In order to validate the molecular modelling predictions and to better 

characterize the role(s) of the aminoacidic residues Glu256 and Arg262 on 

the enzymatic activity of DDX3X, both residues in DDX3X were changed to 

Ala by site-directed mutagenesis to generate, respectively, the two single 

E256A and R262A mutants and the double E256A/R262A mutant. The wild 

type protein and all the three different mutants were purified as illustrated in 

detail in Materials and methods, paragraph 4.1.2 (see Figure 12 and 13). 
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Figure 12: Recombinant DDX3X wild type and double mutant E256A/R262A 

proteins. 

A) Coomassie of the wild type protein 

B) Coomassie (on the left) and Western blot (on the right) of the double 

mutant E256A/R262A protein. 

MW stays for molecular weight marker –kDa- (Dual color marker, BIO-

RAD); L for Load, FT for Flow Through and W for Wash. Numbers indicate 

the respective eluted fractions. 
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Figure 13: Recombinant DDX3X wild type and single mutant E256A and 

R262A proteins. 

C) Coomassie (on the left) and Western blot (on the right) of the single 

mutant E256A protein. 

D) Coomassie (on the left) and Western blot (on the right) of the single 

mutant R262A protein. 

MW stays for molecular weight marker –kDa- (Dual color marker, BIO-

RAD); L for Load, FT for Flow Through and W for Wash. Numbers indicate 

the respective eluted fractions. 

 

The mutated enzymes were tested for their RNA helicase activity in a FRET-

based assay (see Materials and methods, paragraph 4.1.3, for details) and the 

kinetic parameters for the reaction are reported in Table 7.  
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The E256A substitution had the greatest impact on the enzymatic efficiency, 

causing a 10.8-fold reduction of the kcat/Km value for RNA unwinding, with 

respect to wild type DDX3X. The R262A mutation also reduced the kcat/Km 

value by 4.4- fold with respect to the wild type enzyme. Combining the two 

mutations did not result in an additive effect and the double mutant showed 

an intermediate phenotype (7.4-fold reduction in the kcat/Km value with 

respect to the wild type), suggesting that the effect of the E256A mutation 

was not changed by the presence of the additional R262A substitution.  

 

Table 7. Kinetic parameters for the RNA helicase activity of DDX3X wild type 

and the DDX3X(E256A), DDX3X(R262A) and DDX3X(E256A/R262A) 

mutants. 

 

Enzyme Km(RNA)
a 

(µM) 

kcat 

(FUb · min-1) 

kcat/Km 

(µM-1, FU · 

min-1) 

-fold 

reductionc 

wild type 0.5 ± 0.1 1146 ± 22 2278 1 

E256A 0.6± 0.2 126 ± 10   210 10.8 

R262A 9 ± 2 4794 ± 62   522   4.4 

E256A/ 

R262A 

0.6 ± 0.25 148± 70   307   7.4 

 

Kinetic parameters Km and kcat were calculated as described in Material and 

Methods, values represent the mean of three independent experiments ± S.D.; 

b. FU, arbitrary fluorescence emission units; c. ratio kcat/Km(wt)/ 

kcat/Km(mut). 

 

 

The single mutants were also compared for their ATPase activities. As shown 

in Figure 14, the E256A mutant showed comparable activity with respect to 

the wild type enzyme, while the ATPase activity of the R262A mutant was 

reduced, similar to the double E256A/R262A mutant. In summary, these 

results indicated that the residue Glu256 is essential for the RNA helicase, but 

not for the ATPase activity of DDX3X, while Arg262 plays an ancillary role 

likely coupling ATP hydrolysis to RNA unwinding. 
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These results are in agreement with previous published data indicating a role 

of the DDX3X UM in substrate binding and highlight the central role of the 

residue Glu256 in this motif for RNA interaction (Garbelli et al., 2011). 
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Figure 14: ATPase activity of all the recombinant DDX3X proteins.  

A) Wild type versus single mutants E256A and R262A ATPase activities. 

Reactions were performed as described in Material and methods, 

paragraph 4.1.4. Unreacted substrate (ATP) was separated from the 

product (phosphate, PPi) by thin layer chromatography. 

B) Wild type versus double mutant E256A/R262A ATPase activities. The 

ATPase activity was determined using the commercial kit ADP-Glo 

Kinase Assay (Promega) as described in Material and methods, 

paragraph 4.1.4. 

 

 

Glu 256 is the major determinant for the interaction of the UM compounds 

with the DDX3X unique motif 

 

Next, selected compounds, designed to selectively bind the DDX3X UM and 

suggested by in silico docking studies to interact with the mutated residues, 

were tested for their ability to inhibit the RNA helicase activity of DDX3X 

wild type and mutant proteins. As shown in Table 8, the E256A substitution 

caused a reduction of the inhibitory potencies of the Compounds #11 UM and 

#13 UM of 36,500- and 43- fold, respectively. On the other hand, the mutation 

R262A did not significantly change the inhibitory potencies of the 

compounds, with respect to the wild type enzyme. Thus, the residue Glu 256 

was the major determinant for inhibitor binding. 
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Table 8. Inhibition of the RNA helicase activity of DDX3X wild type and the 

DDX3X(E256A) and DDX3X(R262A) mutants. 

 

Compound wild type 

ID50, µMa 

 

E256A 

ID50, µM 

(-fold 

resistance)b 

R262A 

ID50, µM 

(-fold resistance) 

#11 UM 0.002 ± 0.0005 73± 10 

(36,500) 

0.001± 0.0003 

(0.5) 

#13 UM 0.007 ± 0.0001 0.3± 0.1 

(43) 

0.004±0.002 

(0.6) 

 

ID50, 50% inhibitory concentration. Values were calculated as described in 

Material and Methods (paragraph 4.1.5) and represent the mean of three 

independent  

experiments ± SD; b. ratio ID50(mut)/ID50(wt). 

 

These results are in good agreement with the molecular modelling and the 

kinetic analysis (Table 7), which indicated that Glu256 provides essential 

interactions of DDX3X with its RNA substrate. The binding of the inhibitor 

to this key residue, likely disrupts those interactions, corroborating the  

selectivity of the mechanism of action of our compounds. 

To further prove the specificity of inhibition of the selected compounds 

towards DDX3X, inhibition assays were performed also with three RNA 

helicases: the DEAD-box family member human DDX1, the viral NS3 

helicase of hepatitis C virus and the RNA helicase STRS2 from Arabidopsis 

thaliana. As shown in Table 9, all the compounds tested inhibited DDX1 with 

potencies from two to four orders of magnitude lower than towards DDX3X 

and were completely inactive against STRS2 and NS3, confirming the high 

selectivity of inhibition for DDX3X. 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 
5. Results  

 86 

 

 

Table 9 Inhibition of the RNA helicase activity of human DDX1, Arabidopsis 

STRS2 and HCV NS3. 

 

Compound DDX1 

ID50, µMa 

(-fold 

selectivity)b  

STRS2 

ID50, µM 

(-fold 

selectivity) 

NS3 

ID50, µM 

(-fold 

resistance) 

#11 UM 18±1.202 

(9,000) 

>100 

(> 50,000) 

>100 

(> 50,000) 

#13 UM 58± 4.5 

(8285) 

>100 

(> 10,000) 

>100 

(> 10,000) 

 

ID50, 50% inhibitory concentration. Values were calculated as described in 

Material and Methods (paragraph 4.1.5) and represent the mean of three 

independent experiments ± SD; b. ratio ID50/ID50(wt DDX3X), the ID50 (wt 

DDX3X) values used were those reported in Table X. 

 

Finally, compounds #11, #12 and #13 were tested for their ability to reduce 

WNV and DENV-2 replication in Huh-7 cells. As reported in Table 10, 

Compound #11 and its enantiomers possess promising antiviral activities in 

the micromolar range, major than the broad-spectrum antiviral ribavirin, and 

no significant toxicity.  

 

 

Table 10: Antiviral activity and cytotoxicity of selected compounds against 

DENV-2 and WNV. 

 

Cpd ID EC50
b,d

  

(DENV-2) 

(µM) 

EC50 b,d 

(WNV) 

(µM) 

CC50 c,d
 

(µM) 

CC50 c,e 

(µM) 

#11 UM 8.60 2.3 100 >200 

#12 UM 12.6 n.t. 120 n.t. 

#13 UM 6.35 n.t. 79 n.t. 

Ribavirin 20.0 95.5 100 >200 
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[a] Data represent mean of three experiments. [b] EC50: half maximal 

effective concentration or needed concentration to inhibit 50% viral induced 

cell death [c] CC50 Cytotoxic concentration 50 or needed concentration to 

induce 50% death of non-infected cells [d] evaluated using Cell Titer-Glo® 

kit [e] evaluated using MTT kit nt= not tested. Ribavirin was used as a 

reference compound. 

 

 

5.2 AN ALTERNATIVE RIBONUCLEOTIDE EXCISION 
REPAIR BY THE RNA HELICASE/NUCLEASE DDX3X 

 

A nuclease activity for DDX3X, or its orthologs in other organisms, was 

previously unnoticed. As mentioned in the Introduction paragraph 2.8, 

DDX3X resolves RNA/DNA hybrids and RNA secondary structures and it is 

involved in the degradation of RNAs (Schröder, 2010). 

We hypothesized that DDX3X could resolve structures normally recognized 

by RNaseH2 into the genome. Initially, to verify our hypothesis, we compared 

the structure of the two enzymes. Based on our suggestions on the possible 

similarities between the catalytic site of the two enzymes, a structural model 

was built by our collaborators at the University of Siena (Prof. Maurizio 

Botta) between human DDX3X in the open conformation (PDB ID 5e7I) and 

mouse RNaseH2 (PDB ID 3KIO). Because of the lack of complete crystal 

structures of human RNase H2, we selected the structure of the murine 

enzyme since human and mouse RNaseH2 has a percentage of identity of 

86.62%. As shown in Figure 15, this analysis showed that the two proteins 

adopted a similar folding in the catalytic core. Two conserved residues 

(Arg351 and Arg503 in DDX3X and Arg38 and Arg187 in RNase H2) were 

similarly positioned and deserved further investigations. In particular, Arg38 

of the RNaseH2 catalytic motif -DEAGR-  corresponded to Arg351 of the 

DDX3X catalytic motif -DEADR-, both residues taking similar interactions 

with the RNA substrate in both enzymes (Fazi et al., 2015; Sharma et al., 

2017). Specifically, Arg503 was implicated in the salt-bridge that stabilized 

the closed conformation of the protein, while Arg351 formed hydrogen bonds 

with RNA. Similarly, in the RNaseH2 structure, Arg38 is involved in RNA 

binding, as it is Arg351 of DDX3X. 
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Figure 15: Structural comparison between human DDX3X and RNaseH2 

catalytic subunit. a. Sequence alignment showing amino acid (aa) similarities 

between selected regions of human RNaseH2 and human DDX3X. Red letters 

indicate catalytically important residues. 
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Box numbering refers to the conserved helicase motifs present in DDX3X: 

DEAD (box II), SAT (Box III), LVF (Box IV) and GLD (Box V). Green shading 

indicated identical and cyan shading similar aa. The numbers of the aa 

residues corresponding to each selected region are boxed according to the 

color coding used in the structures in panel b. b. Structure comparison 

between human DDX3X in the open conformation (PDB ID 5e7I) on the left 

and mouse RNaseH2 (PDB ID 3KIO) on the right. In green are highlighted 

the structural elements containing aa 339-357 of DDX3X in comparison with 

aa 27-44 of mouse RNaseH2. In pink residues 375-408 of DDX3X and 

residues 75-109 of RNaseH2. In magenta aa 439-461 of DDX3X and aa 133-

154 of RNaseH2. In yellow aa 499-525 of hDDX3 and aa 182-210 of mouse 

RNaseH2. This analysis showed that the two proteins adopted a similar 

folding in the regions considered. Four conserved residues (Arg351 and 

Arg503 in DDX3X and Arg38 and Arg187 in RNaseH2) were similarly 

positioned within these regions. Arg351 and Arg503 are known to play 

important roles in DDX3X: Arg503 was implicated in the salt-bridge that 

stabilized the closed conformation of the protein, while Arg351 formed 

hydrogen bonds with RNA. c. Structural details of the region surrounding 

Arg351 of DDX3X (left) and Arg38 of RNaseH2 (right), showing the 

hydrogen bond formed by these residues with the RNA substrate. Arg351, 

placed in the -DEADR- box motif of DDX3X, corresponded to Arg38 of the -

DEAGR- catalytic domain of RNaseH2. In the RNaseH2 structure, Arg38 is 

involved in RNA binding, similarly to Arg351 of DDX3X. (Unpublished data) 

 

Confident of these preliminary in silico results, we verified a possible 

DDX3X RNase-like activity in vitro. Interestingly, the purified human 

DDX3X cut at the 5' side of a single rCMP embedded in a DNA 

oligonucleotide, either single stranded (ss) or annealed to a complementary 

DNA strand (Figure 16A). The cutting was absolutely restricted to the rNMP 

only on the double strand (ds) DNA Substrate 2. Vice versa, the DDX3X 

double mutant D357A/D350A (DADA) didn’t show RNaseH2-like activity 

being mutated in two essential residues in the DEAD domain, already known 

as essential for helicase and ATPase activities as well (Garbelli et al., 2011). 
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A                                                          B 

                            

 

Figure 16: First evidences that DDX3X possesses RNaseH2-like activity. 

A: Time course of DDX3X wild type in nuclease assay in the presence of a 

single stranded DNA oligonucleotide (Substrate 1) bearing a single rNMP in 

position + 20 (lanes 1-5) or a double stranded DNA oligonucleotide 

(Substrate 2) bearing a single rNMP in the same position (lanes 6-10). Lane 

11 shows that DDX3X DADA mutant (D347A/D350A) in nuclease assay in 

the presence of the 24/24mer dsDNA bearing a single rCMP at position +20 

(Substrate 2) lacks RNase-like activity. 

B: Time course of DDX3X wild type in nuclease assay in the presence of the 

24/24mer dsDNA bearing a single rCMP at position +20 (Substrate 2) or in 

position +19 (Substrate 2). DDX3X cutting on substrate 2 (Lanes 2-5) was 

indistinguishable from that of human RNaseH2 enzyme (Lane 6) as well on 

substrate 3 (Lanes 7-12). 

 

Moving the rCMP one nucleotide upstream (Figure 16B), also generated the 

expected products which were undistinguishable from those generated by 

RNaseH2 confirming that rCMP acted as specific recognition site for  
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DDX3X. These results indicated that DDX3X possessed a RNaseH2-like 

activity.  

To be sure that our recombinant DDX3X wild type preparation was pure and 

without Escherichia coli contaminations with such activity, we performed a 

mass spectrometry analysis thanks to our collaborators at the University of 

Siena supervised by Professor Bini. Mass-spectrometry results showed that 

none of the few copurifying E. coli contaminants possessed RNase activity 

(Table 11). Thus, the observed RNaseH2-like activity resides in the catalytic 

core of DDX3X and requires its DEAD domain. 
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Table 11: protein spots from 2D gel of DDX3X identified by MALDI-

TOF/TOF MS 

 

Protein description UniProt ID/name Mascot search results 

Score N. of 

matched 

peptides 

Sequence 

coverage 

(%) 

ATP-dependent RNA 

helicase DDX3X 

O00571/DDX3X_H

UMAN 

354 35/52 48 

ATP-dependent RNA 

helicase DDX3X 

O00571/DDX3X_H

UMAN 

208 18/21 23 

ATP-dependent RNA 

helicase DDX3X 

O00571/DDX3X_H

UMAN 

104 10/14 13 

60 kDa chaperonin Q0T9P8/CH60_EC

OL5 

118 8/8 17 

Elongation factor Tu 1 A7ZSL4/EFTU1_E

CO24 

111 8/12 22 

Elongation factor Tu 1 A7ZSL4/EFTU1_E

CO24 

73 5/7 12 

Elongation factor Tu 1 A7ZSL4/EFTU1_E

CO24 

116 8/10 19 

Elongation factor Tu 1 A7ZSL4/EFTU1_E

CO24 

167 13/21 31 

Ferric uptake 

regulation protein 

P0A9B1/FUR_EC

O57 

189 11/15 71 

Ferric uptake 

regulation protein 

P0A9B1/FUR_EC

O57 

85 5/5 33 

Purine nucleoside 

phosphoramidase 

P0ACE8/HINT_EC

O57 

197 11/15 68 
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Helicase and RNaseH2-like DDX3X activities are quite different: in helicase 

assays DDX3X showed a sigmoidal dependence of unwinding with respect 

to the enzyme concentration (K1/2 = 0.26 µM, cooperativity index nH = 1.5) 

(Figure 17a), suggesting protein oligomerization, according to published 

results (Sharma et al., 2017). In the nuclease reaction no cooperativity was 

observed (K1/2 = 0.32 µM, nH = 0.7) suggesting a monomeric interaction with 

the substrate (Figure 17b). This is not the only difference between the two 

activities: as a matter of fact our results suggested that DDX3X RNaseH2-

like activity it is inhibited by ATP on the contrary of the well-documented 

DDX3X-helicase activity that is ATP-dependent (Sharma et al., 2017). When 

ATP was titrated in RNAseH2-like reaction, indeed a strong inhibition was 

observed by increasing ATP concentrations (Figure 17c). 
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Figure 17: Kinetic analysis of DDX3X in helicase and nuclease reactions. 

a Graphical representation of unwinding DDX3X activity in helicase assay 

in which the protein concentration (µM) is put in correlation with the 

percentage of processed RNA substrate (Products %). 

b Graphical representation of unwinding DDX3X activity in nuclease assay 

in which the protein concentration (µM) is put in correlation with the 

percentage of processed DNA substrate embedded with a single rNMP 

(Products %). 

K1/2 and nH indexes are shown. 
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c Graphical representation of unwinding DDX3X activity in nuclease assay 

in which the percentage of processed DNA substrate embedded with a single 

rNMP (Products %) is put in correlation with ATP concentration (ATP, mM) 

ID50 and nH indexes are shown. 

 

In addition, helicase activity seems not to be essential for RNaseH2-like 

activity since no unwinding was observed on the dsDNA nuclease Substrate 

3, even at high DDX3X concentrations (Figure 18, lanes 1-5). In the absence 

of ATP, at the DDX3X concentrations which cut Substrate 3 in nuclease 

assays (Figure 18), digestion of the rCMP on the labelled strand caused the 

appearance of short products (asterisks in Figure 18, lanes 10-11). Since the 

gel was run under non-denaturing conditions, rCMP processing possibly 

destabilized the nicked DNA strand, causing its dissociation during the gel 

run. Thus, the RNaseH2-like activity of DDX3X did not require its RNA 

helicase activity.  

 

 

 
 

Figure 18: DDX3X titration in helicase assay using a dsDNA substrate 

bearing a single rNMP in position +19 (Substrate 3). In the presence of 2 mM 

ATP, no unwinding activity as observed (Lanes 1-5). 
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In the absence of ATP, there is the appearance of short products (marked with 

asterisks) that are probably the result of the nicked DNA strand (Lanes 10-

11). 

 

Since no other RNaseH2-like enzymes are known so far in human cells, our 

discovery of RNaseH2-like activity in DDX3X opens the possibility of 

alternative RER pathway(s), other than the canonical one. 

We decided to use our in vitro system to reconstitute the entire RER pathway. 

It is unclear whether other Pols, besides Pols δ/ɛ, might perform the synthesis 

step of RER in eukaryotes. We incubated RNaseH2, hFen-1 and hDNA 

ligase1, in combination with the X-family DNA repair enzyme Pols β on a 

dsDNA substrate bearing a single rCMP at position +40 (Substrate 4, Figure 

19) and long enough to allow productive binding by hFen-1. RNaseH2 

generated the expected 39 nt product (Figure 19, lane 2), allowing subsequent 

incorporation by Pol β in the presence of dNTPs at their intracellular 

physiological range (50 µM). Fully ligated 55 nt repair product appeared only 

in the presence of both hFen-1 and hDNA ligase (Figure 19, compare lane 3 

with lane 4). This product was resistant to degradation by RNaseH2 added 

back after the ligation step, indicating that it did not contain rCMP (Figure 

19, lane 5). When Pol β was replaced with Pol δ, as in the "classic" RER, 

again a reconstituted 55 nt product resistant to RNaseH2 digestion was 

observed as expected (Figure 19, lane 8).  
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Figure 19: RER reactions in the presence of RNaseH2. 

The reactions were carried on by both pol β (Lanes 2 – 5) and δ (lanes 6-8) 

and in the presence of: 100 µM dNTPs, hFen-1 and hDNA ligase (Lanes 

4,5,7,8), and 200 nM PCNA (Lanes 5-8). Fresh RNaseH2 was added after the 

ligation step to the heat inactivated reaction in lanes 5 and 8. Lane 1:  
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55/55mer substrate alone which sequence is specified under the figure. 

 

Under similar conditions, we repeated the same experiments with DDX3X. 

Again, fully ligated 55 nt repair product appeared only in the presence of both 

hFen-1 and hDNA ligase1 (Figure 20).  

 

Also, this product was resistant to degradation by RNaseH2 added back after 

the ligation step (Figure 20; Lanes 7 and 11). The DDX3X efficiency is a bit 

lower if compared with that one of RNaseH2, but we don’t know if auxiliary 

factors or post-translational modifications might also modulate in vivo the 

efficiency of DDX3X. These results led us to three main conclusions: 

 

i) the human RNA helicase DDX3X has an RNaseH2-like activity 

ii) both RNaseH2- and DDX3X are able to initiate RER in in vitro 

reconstituted systems  

iii)  both RNaseH2- and DDX3X- initiated RER reactions can be 

carried on not only by the canonical Pol δ/ɛ, but also by the repair 

Pol β, together with hFen-1 and hDNA ligase, leading to fully 

repaired products. These results suggest a greater flexibility of 

human cells in responding to the threat posed by rNMPs 

incorporation. 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 
5. Results  

 99 

Figure 20: RER reactions in the presence of DDX3X. 

The reactions were carried on by both Pols β (4-7) and δ (Lanes 8-11) and in 

the presence of: 50/100 M dNTPs, hFen-1 and hDNA ligase (Lanes 6-7 and 

10-11), and 200 nM PCNA (Lanes 8-11). Fresh RNaseH2 was added after the 

ligation step to the heat inactivated reaction in lanes 3, 5, 7, 9 and 11. Lane 

1: 55/55mer substrate alone which sequence is specified under the figure. 

 

Moving to physiological conditions, we wanted to assess the genome integrity 

of DDX3X knockdown (KD) cells. If DDX3X acts as an RNaseH2-like 

enzyme also in vivo, what we expected to see in DDX3X KD cells is an  
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accumulation of ribonucleotides. To this aim, we created DDX3X KD cell 

lines through lentiviral transduction technology (Material and Methods, 

paragraph 4.2.9) and we established a riboassay to measure the level of 

ribonucleotide incorporation into the cell genome (See Material and Methods, 

paragraph 4.3.12, for details). 

To create stable DDX3X KD cell lines we used the Inducible Dharmacon™ 

TRIPZ™ Lentiviral shRNA (GE Healthcare). Virus particles were produced 

in HEK 293T cell line through calcium phosphate precipitation; then, the 

supernatant was used to transduce different tumoral cell lines in which the 

KD was maintained through puromycin selection and induced by the use of 

Doxycycline basing on the vector characteristics (Figure 21).   

 

 

Figure 21: Schematic and features of the pTRIPZ Inducible Dharmacon™ 

TRIPZ™ Lentiviral shRNA vector (GE Healthcare). 

 

The positive outcome of the KD was first verified by RFP expression (Figure 

22) and then through Western blot analysis (Figure 23). Figure 22 and 23 

show the results obtained with U2OS cell line. 
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Figure 22: Detection of the correct pTRIPZ vector integration exploiting RFP 

emission in U20S cell line. 

Left: Bright field (BF) and RFP emission of U2OS non-silenced cells (NSC) 

Right: Bright field (BF) and RFP emission of U2OS silenced cells (shDDX3) 
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Figure 23: Silencing verification in U20S cell line after 48- and 72-hours of 

Doxycycline (Dox) induction.  

Western blot result was shown probing for DDX3X and β-actin. 

L stays for ladder (Page RulerTM prestained color ladder). NSC and SH stay 

for non-silenced cells and silenced cells respectively. 

 

Then, we extracted the genomic DNA from NSC/shDDX3X cells and we 

performed a riboassay. 

As shown in Figure 24, the level of ribonucleotides in shDDX3X cells is 3-

fold higher than in NSC cell line after both E. coli RNaseH2 (Figure 24 A, 

compare the fluorescence increase between NSC untreated and E. coli 

RNaseH2- treated cells and shDDX3 untreated and E. coli RNaseH2- treated 

cells) and human recombinant RNaseH2 (Figure 24 B, compare the 

fluorescence increase between NSC untreated and human RNaseH2- treated 

cells and shDDX3X untreated and human RNaseH2- treated cells) treatments. 

This result demonstrated that DDX3X KD U2OS cell line is more prone to 

accumulate ribonucleotides compared to not silenced cells. This could be 

visible in different parts of the riboassay experiment. First of all, shDDX3X 

untreated genomic DNA seems partially nicked compared to the NSC 

untreated genomic DNA (Figure 24, compare NSC/shDDX3X untreated 

columns) meaning that shDDX3 genome, containing more ribonucleotides, is 

more prone to be broken. Unfortunately, this difference is not statistical 

significative (Kruskal Wallis statistical test, data not shown), despite the 

result seems reproducible among the different experiments. However, after 

RNaseH2 digestions, ribonucleotides accumulation appeared  
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more and more visible in shDDX3 cells than in NSC cells confirming our 

starting hypothesis. Specifically, the increased Atto647 fluorescence signal 

between untreated NSC and RNaseH2- treated cells is lower compared to the 

same increasing in shDDX3X cells. This result shows a P value significance 

lower than 0.05 (Student’s T test) for both the treatments: E. coli and human 

RNaseH2 digestion (Figure 24).  

 

 

Figure 24: Graphical representation of Riboassay results for E. coli 

RNaseH2 digestion (A) and human RNaseH2 digestion (B). Data represent 

mean + standard error of the mean (SEM) of at least four independent 

experiments. Atto647 fluorescence is represented in Y-axis in arbitrary units 

setting NSC untreated cells signal as 1 fluorescence arbitrary unit. In the X-

axis different treatments are indicated: Untreated genomic DNA (-), genomic 

DNA treated with 1 U of E. coli RNaseH2 or with 50 nM of human 

recombinant RNaseH2 (+). 
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6. Discussion 
 

6.1 DDX3X AS A PRIME CELLULAR TARGET TO FIGHT 
OLD AND EMERGING VIRUSES 

 

A limited number of broad-spectrum antivirals targeting different families of 

viruses (RNA viruses, DNA viruses and retroviruses), have been reported in 

the scientific literature up to now and only very few targeting cellular proteins 

(Aman et al., 2009; Furuta et al., 2009; Wolf et al., 2010; Hoffmann et al., 

2011). However, none of these compounds have been rationally designed 

against its target, with the specific aim of achieving optimal selectivity. 

The relevance and potential impact of this approach are further enhanced by 

the fact that, besides being active against different viruses, an antiviral agent 

targeting a host factor could have the additional advantage of overcoming the 

problem of drug resistance. In fact, a cell harbouring a mutated version of the 

target protein, will be more easily infected and thus either killed by the virus 

or by the host immune system, without gaining a fitness advantage. This, 

coupled with the low mutation rate of cellular proteins, could result in a very 

high genetic barrier towards drug resistance. 

On the other hand, the main drawback of targeting a cellular protein is the 

possibility of unwanted side effects, either through the inhibition of the 

protein itself or by off-targeting of the drug towards other cellular enzymes 

(Garbelli et al., 2017; Riva and Maga, 2019). 

The cellular ATPase/RNA helicase DDX3X is considered an attractive 

molecular target for chemotherapy, since several studies indicated that 

inhibiting DDX3X can have a therapeutic efficacy both against cancer and 

viral infections, without significant toxicity. This is likely due to the fact that 

DDX3X is part of a family of more than 50 related RNA helicases, which can 

have overlapping compensatory roles in cell metabolism (Meier-Stephenson 

et al., 2018) . 
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DDX3X is required for the replication of several viruses, including HIV-1, 

Hepatitis C virus, JEV, DENV and WNV and in the last years, several 

molecules were developed by our group against DDX3X, providing proof-of-

principle for its exploitation as a valuable new target for broad-spectrum 

antiviral chemotherapy (Brai et al., 2016; Riva and Maga, 2019). However, 

the significant similarity both from a sequence and structural point of view, 

in the ATP- and RNA-binding sites among the members of the DEAD-box 

family of RNA helicases makes it difficult to achieve absolute selectivity for 

DDX3X only by conventional drug design, leaving the problem of possible 

off-targeting effects still open (Meier-Stephenson et al., 2018). 

The spread of the arthropod vectors and the frequent movement of people 

among different geographical areas, increase the risk of sudden outbreaks or 

even large epidemics caused by mosquito-borne viruses like DENV, WNV, 

JEV, CHIKV and ZIKV. The number of infected people by the 

aforementioned viruses is indeed raising. For example, the worldwide 

incidence of DENV has risen 30-fold in the past 30 years, and more countries 

are reporting their first outbreaks of the disease (WHO).  

Emerging viruses like ZIKV, DENV, CHIKV are transmitted to humans by 

the Aedes aegypti and Aedes albopictus mosquitoes. More than half of the 

world’s population live in areas where these mosquito species are present and 

climatic and human-caused changes can also expand the ecological niche of 

these animals (Manni et al., 2017). 

Classically, strategies to control these arboviral infections aim at reducing the 

susceptibility to vector infection (reduced competence/transmission) or of the 

host (antiviral drugs/vaccines). In this latter case, it would be greatly desirable 

to identify a unique target, whose inhibition could counteract the infection of 

a wide range of arboviruses. Under this respect, a cellular target, central to 

the replication of different viruses, will offer the possibility to develop broad-

spectrum antivirals and to avoid the drug resistance problem connected with 

the normal utilization of viral targets (Garbelli et al., 2017). As a 

consequence, we continuously make an effort to develop new DDX3X-

specific molecules acting against these pathogens for which no specific drugs 

are available up to date. 

We identified two completely new families of selective inhibitors of the 

helicase activity of DDX3X using two different approaches: 
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a) On one hand, we created new “hybrid molecules” starting from new 

chemical scaffolds and already published molecules (Brai et al., 2016) 

and match them together.  

b) On the other hand, we decided to target a completely unexplored  

DDX3X domain named “unique motif” that is not shared with other 

DExD-proteins and has no significant homologies with other cellular 

proteins. 

 

The first approach allowed us to identify 21 compounds able to specifically 

target the helicase activity of DDX3X. Accordingly, they were inactive in the 

ATPase assay and in the helicase assay against the related human DEAD-box 

helicase DDX1. 

Among the 21 compounds that showed promising activities in vitro, only 6 of 

them (compounds 8, 9, 10, 13, 14 and 15) possess also antiviral activities in 

WNV infected cells. Fortunately, all of them didn’t show cellular toxicity and 

some of them (compounds 10, 14 and 15) have also a very good aqueous 

solubility overcoming an important limitation of previously published 

molecules (Brai et al., 2016; Riva and Maga, 2019). 

Noteworthy, in the absence of any approved molecule for the treatment of 

WNV infections, our study represents a step forward in the antiviral research 

against this emerging virus.  

DDX3X recruitment on WNV replication site is already documented in the 

literature and our time of addition experiments seem to prove involvement of 

our compounds in the first phases of WNV replication (Linke et al., 2007). 

We speculate their possible role in the step of protein translation after the 

entry process, but this still requires further investigations. 

The second approach that we decided to follow allowed us to describe a 

completely new class of DDX3X inhibitors able to target a short motif 

(sequence -ALRAMKENGRYGRRK- aa 250-264) for which no molecule 

was described up to date. This approach could be named a “unique motif for 

a unique target” since is not shared among other DExD-box proteins, neither 

with other helicases. Having no information about molecules able to bind this 

motif, we started from in silico analysis. This analysis showed that two 

DDX3X residues could be important for the contact with UM inhibitors: the 

Glutamic acid in position 256 and the Arginine in position 262, respectively  
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located at the N- and C-terminal sides of the UM sequence. 

Following in vitro mutagenesis and biochemical assays confirmed the 

predicted binding mode of our molecules. The major determinant for the 

inhibitor binding is the Glutamic acid in position 256: when we tested our 

molecules #11 UM and #13 UM against the E256A mutant, we detected a 

reduction of the compounds inhibitory potencies of 36,500- and 43- fold, 

respectively. Vice versa, the mutation R262A did not significantly change the 

inhibitory potencies of the compounds, with respect to the wild type enzyme. 

Moreover, all the UM molecules are active against the wild type protein in 

the low micromolar range. Again, to test their selectivity, we tested all the 

molecules against the related DDX1 protein and other two helicases, NS3 and 

STRS2, proving the predictive specificity.  

Noteworthy, our UM molecules showed also no toxicity in cells and a 

considerable antiviral effect being able to suppress both the replication of 

WNV and DENV-2 viruses in infected cells. 

 

 

6.2 AN ALTERNATIVE RIBONUCLEOTIDE EXCISION 
REPAIR BY THE RNA HELICASE/NUCLEASE DDX3X 

 

Ribonucleotides erroneously inserted into the genome are the most abundant 

type of DNA damage, even more than oxidized bases or cyclobutene 

pyrimidine dimers (Wallace and Williams, 2014). Ribonucleotides 

misincorporation leads to deleterious consequences: it increases mutation rate 

and chromosomal abnormality, determines distortion of DNA helix and 

represents a replication fork barrier. The only enzymes known so far able to 

remove ribonucleotides into a DNA stretch are RNaseH-type ones. There are 

two main classes of RNaseH enzymes: RNaseH1 and RnaseH2 that have very 

different characteristics. The first one is able to remove RNA-DNA hybrids 

(or R-loops) of at least three-four ribonucleotides. In contrast, RnaseH2  is 

the only enzyme able to process also single ribonucleotides cleaving on the 

5’ side of them into a dsDNA contest (Potenski and Klein, 2014).  In 

RnaseH2-deficient mammalian cells, there is the activation of alternative and 

highly mutagenic pathways directed by Top-1 enzyme that  
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are deleterious for genome stability. Moreover, in humans the inactivation of 

RNaseH2 causes the Aicardi-Goutier syndrome (AGS), a rare genetic 

neurological disorder characterized by inflammatory response activation in 

the absence of exogenous stimuli. However, the exact sequence of molecular 

events connecting RNaseH2 inactivation and disease development remains to 

be elucidated (Potenski and Klein, 2014). 

Different studies utilized specifically mutated polymerases to increase the 

level of misincorporated ribonucleotides in the genome. Comparing cells with 

wild type- and deficient- RNaseH2 enzyme, it appears clear that it is not just 

the absence of RNaseH2, but also the ribonucleotide processing that cause 

deleterious consequences. If the level of ribonucleotides exceeds a specific 

threshold, there is the insurgence of cellular stresses also in the presence of a 

completely functional RNaseH2. 

At the moment there are no direct pieces of evidence that underline a link 

between RNaseH2 deficiency, genome instability and tumor development 

and this axis remains a very interesting subject to be studied.  

Based on ten years experience in studying DDX3X protein and moved by the 

increasing convincement that the cell has to possess alternative pathways to 

control ribonucleotides threshold, we started to look at the two enzymes with 

a new awareness. We know that DDX3X resolves RNA/DNA hybrids and 

RNA secondary structures and it is involved in the degradation of RNAs 

(Schröder, 2010). Moreover, our structural analysis confirms interesting 

analogies between DDX3X and RNaseH2 catalytic core (see Results, 

paragraph 5.2, for details). 

Using nuclease assays with specific DNA substrates embedded with a single 

rNTP, we demonstrated that DDX3X possess an RNaseH2-like activity. We 

were further able to demonstrate that both enzymes are perfectly able to carry 

on RER reactions in vitro. Since RNaseH2 enzyme is the only enzyme known 

so far able to remove a single ribonucleotide into a DNA sequence, these 

findings completely broader the current RER view.  

Another interesting result is the fact that not only replicative Pols like Pol δ 

are able to proceed with strand displacement and synthesis, but also the repair 

Pol β is able to do the same. Despite these are just preliminary results, they 

shed light on interesting observations: human cells could be very flexible in 

responding to rNTPs accumulation.  
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Moreover, riboassays experiments in control and DDX3X KD cells 

demonstrated that DDX3X KD cells are more prone to accumulate 

ribonucleotides in their genome, demonstrating a DDX3X involvement in the 

context of genome integrity maintenance.  
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7. Conclusions and perspectives 
 

7.1 DDX3X AS A PRIME CELLULAR TARGET TO FIGHT 
OLD AND EMERGING VIRUSES 

 

In conclusion our results indicate that DDX3X could be used in the near future 

as a target for broad-spectrum antiviral drugs endowed with maximal 

selectivity. The strategy that we decided to follow demonstrated that it is 

possible to develop a family of small molecules able to couple broad-

spectrum antiviral activity with absolute selectivity for their molecular target. 

Such a seemingly paradoxical goal (broad spectrum activity versus high 

selectivity for the target), was achieved by exploiting a specific cellular target, 

the RNA helicase DDX3X, implementing molecular modelling, in silico drug 

design and medicinal chemistry techniques, to develop compounds 

specifically tailored on such a unique protein. In the case of UM compounds 

this strategy was also optimized through the targeting against a unique target 

of a unique protein: as a matter of fact, the DDX3X unique motif is strictly 

present only in this protein and not shared with others. 

Of course, these molecules need further optimization. First of all, we want to 

test the selectivity of our inhibitors against a broader panel of DDX-family 

helicase in vitro. Then, we want to assess the effect of the same molecules 

also in cells specifically silenced for DDX3X. We are currently establishing 

and/or refining both approaches in our laboratory hopefully being able to soon 

publish all the data presented in this elaborate with new communications. 

More important, we need to prove in vivo the tolerability and bioavailability 

of these compounds in order to proceed into the long way of antiviral drugs 

production. More investigations are useful also to understand the precise 

mechanism of action of these inhibitors during the virus life cycle. Our 

preliminary data about the compounds active against WNV demonstrated a 

possible DDX3X involvement in the very early phases of the infection. This 

could be useful in the development of prophylactic antiviral drugs before the 

virus contraction, opening new branches of our research. 
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7.2 AN ALTERNATIVE RIBONUCLEOTIDE EXCISION 
REPAIR BY THE RNA HELICASE/NUCLEASE DDX3X 

 

Despite our preliminary results about of a possible DDX3X involvement in 

RER open new and exciting perspectives, they need further investigations. In 

vitro interactions of DDX3X with other RER components will be tested by 

pulldowns and co-IPs with both purified proteins and from cell extracts. We 

are establishing a collaboration with a company (Cogentech, Milan) to 

perform LC/MS analysis of IP of endogenous DDX3X coupled to the bound 

proteins. If through this approach we will able to find relevant DDX3X 

partners, we will proceed with immunofluorescence and PLA experiments. 

We had already verified that DDX3X KD caused rNMPs accumulation, but 

it will be interesting to verify how the expression levels of both Pols, 

RNaseH2 and DDX3X affect rNMPs accumulation and DNA damage 

response. Moreover, manipulation of the expression levels of all the above-

mentioned proteins could also sensitize tumor cell lines towards DNA 

damaging agents.  

Our preliminary results shed light also on the fact that human cells could be 

very flexible in responding to rNTPs accumulations since strand 

displacement/synthesis could be carried on not only by the replicative Pol δ, 

but also by the reparative Pol β.  

During DNA repair in all phases of the cell cycle, Pol β can incorporate 

rNMPs also opposite damaged bases, thus requiring RER for the removal of 

the rNMP on one strand and base excision repair (BER) for the removal of 

the damaged base on the opposite strand (Mentegari et al., 2017). RER and 

BER can be delayed in the processing of these lesions. Since our experiments 

also suggest that repair Pols may operate in RER, it also remains to be 

understood how BER and RER pathways are coordinated in the context of 

these complex lesions. In E. coli has been already demonstrated that both 

MMR and NER serve as alternative ribonucleotide removal pathways. 

(Potenski and Klein, 2014) and it is feasible to think about a cross-talking 

among the eukaryotic DNA damage pathways. The fact that DDX3X could 

have a role in alternative RER pathways, further increases the complexity of 

such networks.  
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Surely more investigations are required in this direction, but we are convinced 

that our results, even at this preliminary stage, already broaden the current 

vision on the RER pathways operating in the cells: from one nuclease/one Pol 

to (at least) two nucleases/different Pols. Also the very closely related BER 

pathway operates with the contribution of several damage-

recognition/incision proteins (the DNA glycolsylases) and different Pols, in 

order to be flexible enough to cope with the many different base alterations 

occurring in the genome. Our results reveal that RER might have evolved 

according to the same logic of high flexibility.  
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Review Article

How to win the HIV-1 drug resistance hurdle race:
running faster or jumping higher?
Anna Garbelli, Valentina Riva, Emmanuele Crespan and Giovanni Maga
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Infections by the human immunodeficiency virus type 1 (HIV-1), the causative agent of
the acquired immunodeficiency syndrome (AIDS), are still totaling an appalling 36.7 mil-
lions worldwide, with 1.1 million AIDS deaths/year and a similar number of yearly new
infections. All this, in spite of the discovery of HIV-1 as the AIDS etiological agent more
than 30 years ago and the introduction of an effective combinatorial antiretroviral therapy
(cART), able to control disease progression, more than 20 years ago. Although very
effective, current cART is plagued by the emergence of drug-resistant viral variants and
most of the efforts in the development of novel direct-acting antiviral agents (DAAs)
against HIV-1 have been devoted toward the fighting of resistance. In this review, rather
than providing a detailed listing of all the drugs and the corresponding resistance muta-
tions, we aim, through relevant examples, at presenting to the general reader the concep-
tual shift in the approaches that are being taken to overcome the viral resistance hurdle.
From the classic ‘running faster’ strategy, based on the development of novel DAAs
active against the mutant viruses selected by the previous drugs and/or presenting to the
virus a high genetic barrier toward the development of resilience, to a ‘jumping higher’
approach, which looks at the cell, rather than the virus, as a source of valuable drug
targets, in order to make the cellular environment non-permissive toward the replication
of both wild-type and mutated viruses.

Introduction
Since the discovery of HIV-1 as the causative agent of the acquired immunodeficiency syndrome
(AIDS) in humans, much effort has been devoted to the development of direct-acting antiviral agents
(DAAs), capable of blocking retroviral replication. The first anti-HIV DAA was azidothymidine (AZT,
zidovudine), a dideoxythymidine analog whose incorporation leads to termination of proviral DNA
synthesis and which was approved for clinical use in 1987. The discovery of AZT established the para-
digm for the development of several other DAAs targeting the HIV-1 reverse transcriptase (RT)
enzyme, which were all based on the same mechanism and are collectively indicated as nucleoside
reverse transcriptase inhibitors (NRTIs). In the almost 30 years following the development of the first
NRTIs, over 25 DAAs, belonging to the six different functional classes listed below, have been
approved for the antiretroviral therapy (ART) of HIV-1 infections. Moreover, since the mid-1990s,
ART became cART (combinatorial antiretroviral therapy), which involves the administration of com-
binations of three drugs belonging to at least two different functional classes. Clinicians today can
choose for cART among: two classes of RT inhibitors [the NRTIs and the non-nucleoside reverse
transcriptase inhibitors (NNRTIs)], integrase inhibitors (INIs), protease inhibitors (PIs), and fusion
and entry inhibitors [1]. Why do we need so many drugs, also in combination, to treat HIV-1
infections?
In principle, any one of the currently approved drugs can achieve complete virological suppression

in the treated patients, when administered alone. Unfortunately, none of these drugs is capable alone
of attaining a sustained virological response, meaning that within weeks the patients undergoing
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monotherapy invariably experience a viral rebound, due to loss of efficacy by the drug. The reason is that
drug-resistant HIV-1 variants are readily selected under the pressure of the pharmacological regimen. Thus, the
development of novel anti-HIV DAAs over time can be viewed as a race against the ability of HIV-1 to become
resistant toward nearly all the developed drugs (Figure 1) [2].

Starting the race: evolution of HIV-1 during cART
Complete suppression of viral replication by a given drug regimen should prevent the accumulation of novel
escape variants, allowing clearance of the virus from the infected patient. Unfortunately, current cART does
not achieve complete viral suppression. The combined results of several studies measuring the decay of plasma
HIV-1 RNA under cART revealed four distinct phases [3,4].
The first one reflects the rapid clearance of an infected cell population with half-lives of 1–2 days, represent-

ing the majority of productively infected short-lived immune cells. This is followed by a second, slower phase
of decline of CD4+ T-cells with half-lives of 2–3 weeks. A third phase is generated by the decline of another
subset of cells, probably macrophages or monocytes, with half-lives in the order of several months. However,
even after this slow phase, the RNA levels do not fall to zero, but reach a plateau with a decay slope suggesting
a theoretical half-life of 60 years or more, indicating the persistence of viral replication from a population of
long-lived cells. This probably represents the reservoir of latently infected cells established at early times of
infection, before initiating cART. The persistence of such a long-lived population of archived viral genomes is
corroborated by studies measuring the decline of integrated HIV-1 proviral DNA, which also reached a plateau
in the presence of cART, never falling to zero [5].
The fact that the viral reservoir, responsible for persistent viral replication, is established early during the

infection is supported by several observations. In general, multiple studies showed that early initiation of cART
can substantially reduce both the number of infected cells and the viral diversity in the patient (reviewed in ref.
[6]). An important observation was coming from the analysis of the evolution of HIV-1 in patients initiating
treatment after the establishment of a persistent infection. It appeared that cART substantially reduced the
genetic variability of HIV-1, resulting in the expression of a stable subset of viral variants even after prolonged
therapy [7]. Subsequent investigations also revealed that cells carrying integrated viral variants can undergo a
significant clonal expansion under cART. The molecular mechanisms underlying such expansion are not yet
clear, but it seems that the integration site of the proviral DNA may play a role [8,9].
Overall, these data led to the general consensus that: (i) viral evolution, and thus the potential generation of

viral escape variants, is mainly occurring early in infection, leading to the establishment of an archive of
mutated viral genomes in long-lived latently infected cells; (ii) the persistent viremia occurring during cART is
mainly due to the viral reactivation from this early reservoir, rather than to ongoing viral replication [6].
Very recent studies, however, challenged this latter point. Ultra-deep sequencing analysis of a limited

number of patients on fully suppressive cART revealed the accumulation of novel HIV-1 variants, indicating
ongoing viral replication, even if without selection of drug-resistant mutants [10]. These residual rounds of
infection have been proposed to occur in a subset of anatomical districts or ‘sanctuaries’, characterized by poor
penetration, and hence suboptimal levels, of antiretroviral drugs, most notably lymphoid tissues and microglia
[11]. Mathematical models, however, predict that this residual viral replication should not be sufficient to allow
significant evolution and would minimally contribute (if at all) to the generation of novel resistant variants
[12]. The jury is still out.
Broadly speaking, if viral variants potentially resistant to DAAs can be continuously released by latent reser-

voirs, an alternative strategy targeting cellular cofactors required for viral replication, rather than viral proteins,
may also limit their ability to infect new cells and help eventual clearance of the reservoirs by the immune
system.

The importance of being fit: drug-resistant mutations and
replicative efficiency
Viral fitness is defined as the efficiency of replication, i.e. the production of an infectious progeny, of a viral
strain with respect to another. It is important to understand the relative value of the fitness concept, in the
frame of the evolutionary mechanisms of the virus. One viral strain may have an intrinsic high fitness,
meaning that its replication leads to the production of a large number of virions, but if the selective pressure of
the environment is such as to prevent infection of new cells, such a strain will lose its competition with
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another one, whose intrinsic replicative potential may be lower (i.e. less viral particles produced), but is not as
sensitive as the former to the same selective pressure. Almost invariably, drug resistance comes with a fitness
cost, that is, the mutated strain is less efficient in replication, but it is the only one able to generate a progeny
under the pressure of the drug regimen. A typical example is given by the NRTI drug-resistant mutations that
are selected in the HIV-1 RT enzyme by cART (Table 1) [13]. There are two major mechanisms, through
which mutations in RT can confer resistance to NRTIs: (i) an increased discrimination toward the modified
nucleotide base or sugar, with respect to the natural ones, and (ii) an increased rate of removal of the incorpo-
rated NRTIs, by PPi- or ATP-dependent phosphorolysis [14]. Several studies have shown that both mechanisms
have an impact on the fidelity of proviral DNA synthesis by the HIV-1 RT (reviewed in ref. [15]). In particular,
mutations that increase the selectivity of RT generally modify the geometry of the active site, resulting in a
lower affinity for the nucleotide analogs. However, these alterations also decrease the potential of HIV-1 RT of
generating mismatches, thus increasing the overall fidelity of the reaction. Very common NRTI-resistant muta-
tions such as K65R, L74V, E89G or M184V/I, for example, have been shown by a variety of biochemical and
cellular assays to have from 2- to 8-fold increased fidelity, with respect to the wild-type (wt) enzyme (see ref.
[15] and references therein). Increased phosphorolysis can also influence incorporation fidelity [16]. However,
when the viral strains harboring these mutations have been evaluated in competition assays versus the wt, they
all revealed a lower fitness (Table 1) and a high tendency to revert to the wt sequence in the absence of drug
pressure [17]. Such a fitness cost for drug resistance is likely due to two major mechanisms: (i) a reduction in
the intrinsic mutation rate of HIV-1, which limits the genetic variability of the progeny, thus lowering the
probability of generating viral mutants able to escape the selective pressure (either immune- or drug-related),
and (ii) a reduced affinity for the natural nucleotides, which may slow down the replicative process, especially
in those cell types where the nucleotide pool concentrations are physiologically low, such as macrophages. In
this respect, it is highly significant that many NRTI drug-resistant mutants, endowed with higher fidelity, gen-
erally have a lower affinity for the nucleotide substrate and a lower processivity than the wt, both of which
result in a slower replication rate (see ref. [15] and references therein).
Also, NNRTI-resistant mutations were shown to reduce the viral fitness, but to a lesser extent (Table 1). This

may be related to the fact that these amino-acidic substitutions are all located in the NNRTI-binding pocket
(NNIBP), which lies outside the catalytic site, so that they do not have a strong impact on the polymerization

Figure 1. The rationale behind the ‘running faster’ and the ‘jumping higher’ approaches.

For details see text.

© 2017 The Author(s); published by Portland Press Limited on behalf of the Biochemical Society 1561

Biochemical Journal (2017) 474 1559–1577
DOI: 10.1042/BCJ20160772



activity of RT [18]. Nevertheless, some common NNRTI-resistant mutations, such as V106A, G190S and
P236L, have been shown to reduce the replication capacity of the corresponding viral strains [13,17]. The
underlying molecular mechanism is probably an impairment in the RNaseH activity, which is also essential for
the completion of the reverse transcription [19].
An additional mechanism could be the destabilization of the p66-p51 interaction in the RT heterodimer,

especially for mutations at position G190, which lies at the interface between the two subunits [20]. However,
the relatively modest impact of NNRTI-resistant mutations on viral fitness is also arguable from the observation
that most of these amino-acidic changes tend to persist in the absence of the corresponding selective pressure,
i.e. after drug discontinuation.
The fitness cost, however, pays back under the selective pressure of cART. In competition experiments, all

resistant strains show superior fitness to the wt in the presence of the corresponding drugs. So, even if viral

Table 1 Common drug-resistant mutations in HIV-1 RT and Pr and their effects on viral fitness1

Mutation Drugs most affected2 Fitness compared with wt virus (%)

HIV-1 reverse transcriptase

NRTIs

M41L D4T, ZDV 80

K65R ABC, DDI, TDF 55–68

K70R D4T, ZDV 97

L74V ABC, DDI 90

Q145M/L all NRTIs and NNRTIs 13

Q151M all NRTIs (except TDF, 3TC and FTC) 100

M184V 3TC, FTC 10–57

M184V/K65R 3TC, FTC, ABC, DDI, TDF 30

L210W all NRTIs (except 3TC, FTC) 21

T215Y D4T, ZDV 85

NNRTIs

L100I NVP, EFV, ETR, RPV 100

K103N NVP, EFV 100

V106A NVP, EFV 65–100

Y181C/I NVP, EFV, ETR 100

Y188C/L NVP, EFV, RPV 50–100

G190A NVP, EFV 83

G190S NVP, EFV 21–50

P225H EFV 100

P236L NVP, EFV 35–50

Protease

M46I/L ATV, FPV, IDV, LPV, NFV, TPV 79

I54V All PIs 90

V82A/F/T All PIs 79–100

I84V All PIs 90

1Table compiled according to the Stanford HIV Drug Resistance Database and from refs [13,15,17,47,48] and references
therein. The range of fitness values reflects the variations observed in different studies.
2D4T, stavudine; ZDV, zidovudine; ABC, abacavir; DDI, didanosine; TDF, tenofovir disoproxil fumarate; 3TC, lamivudine;
FTC, emtricitabine; NVP, nevirapine; EFV, efavirenz; ETR, etravirine; RPV, rilpivirine; ATV, atazanavir; FPV, fosamprenavir;
IDV, indinavir; LPV, lopinavir; NFV nelfinavir; TPV, tipranavir.
3From ref. [21].
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strains harboring several mutations, as those selected in patients under cART regimens, have sometimes a
severely reduced replication ability, they are still able to sustain a fully productive infectious cycle in the presence
of the drug pressure, hence becoming the dominant viral strains. An extreme example is given by the mutations
Q145M/L. These substitutions were detected in a cohort of 3595 patients failing cART, at a very low frequency
(<0.2%). Viruses carrying these mutations were resistant to virtually all NRTIs and NNRTIs used in therapy.
Such high level of resistance, however, came at the cost of a >200-fold reduction in the catalytic efficiency of the
mutated RT and a corresponding loss of fitness [21]. This example shows how, even at a high cost, HIV-1 can
select viral variants able to sustain replication under the pressure of cART. In some instances, fitness can be
rescued by compensatory mutations which are not directly related to the acquisition of resistance, but can coun-
teract the negative impact of the amino-acidic changes leading to drug resistance on the replication efficiency, a
phenomenon called ‘pseudo-reversion’. For example, duplications of the proline-rich motif PTAP in the p6 Gag
protein region appear to confer an advantage to viral replication in cART-experienced patients, due to increased
levels of RT. Similarly, insertion of two amino acids (S-S, S-G or S-A) between positions 69 and 70 of the RT
protein improves the fitness of viruses carrying the T215F/Y-resistant mutation, even if by itself the insertion
does not confer significant resilience to NRTIs, nor affects the fitness of wt viruses [13].

Running faster than HIV-1: strategies for drug design and
combinatorial therapy
Until the recent approval of integrase inhibitors, cART regimens were based on the administration of RT inhi-
bitors (both NRTIs and NNRTIs), in combination with protease inhibitors [1]. The basic concept of combin-
ation therapy is to reduce the probability of selecting viral variants resistant to all the drugs in the combination.
While the introduction in the 1990s of cART revolutionized the management of HIV-1-infected patients,
inverting, for the first time, the mortality trends among AIDS patients and achieving astonishing results in
terms of control of the infection and prolongation of life expectancy, still the long-term efficacy of drug treat-
ment has been plagued from the beginning (as it is, at least partly, till now) by the selection of
multidrug-resistant viral strains.
Thus, a race took place, where the design of evermore effective drugs tried to outrun the ability of HIV-1 to

develop drug resistance (Figure 1). The fight against drug resistance takes place along two main battlefronts:
improving drug design and optimizing drug combinations. Both approaches, however, faced several hurdles,
which highlighted the need of improving the rationale for drug design. With the introduction into clinical use
of the first anti-HIV DDAs, soon came also the realization that they had limitations, both in terms of
drug-resistance profiles, toxicity and metabolic activation. This required a more rational approach to drug
design, aimed at tackling specific problems. This process of rationalization of drug design now involves all
classes of approved anti-HIV DDAs. Here below, we will give some examples taken from those drug classes
with which this novel approach was first developed: NRTIs, NNRTIs and PIs.

Rationalization of NRTIs
First-generation NRTIs followed a very simple concept: being modeled upon AZT, they were simple dideoxynu-
cleotides, such as dideoxycytidine or dideoxyinosine. Next, further modifications were introduced to increase
intracellular stability, by decreasing the affinity for cellular nucleotidases, and to improve selectivity, by increas-
ing the affinity for HIV-1 RT with respect to cellular DNA polymerases. A first attempt was made in the early
1990s, with the modification of the sugar ring, substituting the deoxyribose with carbocyclic analogs, as in the
case of 20,30-didehydro-20,30-dideoxythymidine (d4T, stavudine) [22], or with a heterosubstituted L-(β)-ribose
enantiomer, as in the case of 20-deoxy-30-thiacytidine (epivir, 3TC) [23]. Further structure–activity relationship
studies based on the screening of libraries of derivatives of these drugs led to the discovery of the carbocyclic
guanosine analog abacavir (ABC) [24] and the 5-fluoro-substituted analog of 3TC, emtricitabine (FTC) [25].
Another common problem of all NRTIs, which are administered as nucleosides prodrugs, was the limited intra-
cellular conversion to their metabolically active triphosphate forms, mainly due to the selectivity of the nucleo-
side kinases catalyzing the addition of the first phosphate group. This realization led to the approval, in 2001,
of the acyclic nucleotide analog 9-(2-phosphonylmethoxypropyl)adenine [26] (Tenofovir, TDF). Bearing a
phosphate group, TDF must be subjected only to two phosphorylation events, being more efficiently converted
into its active triphosphate form.
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The rational approach to the problem of drug resistance, on the other hand, required the combination of
high-resolution crystallography and enzyme kinetics studies, in order to understand the molecular mechanisms
underlying the resilient phenotype of the corresponding mutated RTs (see ref. [18] and references therein). For
example, 3TC and FTC showed sensitivity to the M184V/I substitutions, which, on the other hand, had no
effects on the other NRTIs. Crystal structures of the mutated RT in complex with the relevant drugs showed
that substitution of a Met with a longer side chain, such as Val or Ile, caused a steric clash specifically with the
heterosubstituted sugar in the L-(β)-configuration, which is a unique feature of these analogs. The Q151M
mutation, on the other hand, confers resistance to almost all NRTIs, with the exception of 3TC, FTC and TDF.
The crystal structures revealed that Q151 normally contacts the 30-OH ribose of the incoming nucleotide. The
151M mutation increases this interaction, allowing a better discrimination against dideoxynucleotide analogs.
The inverted configuration of the sugar ring, in the case of 3TC and FTC, renders these analogs less sensitive
to effects of this mutation. TDF, on the other hand, is resilient to the effects of the 151M substitution, due to
the substitution of the sugar ring with an acyclic chain, thus escaping entirely the selective barrier imposed by
this mutation to the presence of a 20,30-dideoxyribose moiety.
Crystallography and enzyme kinetics were also instrumental in defining the mechanism of the cluster of thy-

midine analog resistance-associated mutations or TAMs (M41L, D67N, K70R, L210W, T215F/Y and K219E/
Q). Enzymatic assays revealed that this group of mutations increased the rate of ATP-dependent phosphorolytic
removal of the last incorporated analog, for example, AZT-monophosphate (AZT-MP). The crystal structure of
a mutated RT containing TAMs in complex with the excision product AZT-50-tetraphosphate-50-adenosine
(AZTp4A) showed that these substitutions build up a high-affinity binding site for both ATP and AZTp4A,
thus enhancing the efficiency of the reaction (for recent comprehensive reviews on the molecular mechanisms
of resistance, see refs [2,18,27]).
The knowledge of the particular mutations selected by a certain type of drug and the underlying molecular

mechanisms can be applied to the development of more effective drugs. Here, we will illustrate two examples:
(i) the development of NRTIs with a high genetic barrier toward drug resistance that requires the selection of
several mutations for RT to become resilient; (ii) the development of nucleotide-competitive inhibitors not
based on a nucleoside scaffold.
A novel NRTI, which displays high activity against most drug-resistant viral strains and appears to have a

very high genetic barrier toward the selection of resilient RT enzymes, is 40-ethynyl-2-fluoro-20-deoxyadenosine
(EFdA), currently in Phase II of clinical evaluation. It is one of the most potent NRTIs ever developed, but
most importantly, it shows a novel mechanism of action with respect to the other NRTIs. Structurally, EFdA
still bears a 30-OH moiety; nonetheless, it can act as a chain terminator. Kinetic and structural studies have
revealed a complex mechanism of RT inhibition by EFdA: (i) it can block the translocation of the enzyme
along the template lattice; (ii) it can act as a delayed chain terminator, allowing the incorporation of an add-
itional residue before blocking the enzyme/primer complex in an inactive conformation, which is also resistant
to phosphorolytic removal; (iii) it can generate mismatched primer ends, after incorporation, which are elon-
gated at a very slow rate by HIV-1 RT [28]. Three structural features of the molecule are essential to this
complex mechanism [29,30]. First, the 40-ethynyl moiety makes interactions with a conserved hydrophobic
pocket in the enzyme’s active site, lined by residues Ala114, Tyr155, Phe160 and Met184, which have never
been observed before with other NRTIs. In addition, this group introduces a structural rearrangement of the
primer, slowing translocation. Second, the 30-OH group provides a network of interaction facilitating the
incorporation of the analog by HIV-1 RT, by stabilizing the α-phosphate at the pre-catalytic step. Third, the
C-2 fluoro-substituent provides additional stabilizing interactions for drug binding. Both the 30-OH and
2-fluoro groups also improve the intracellular metabolism of EFdA, whose pharmacokinetic properties may
allow administration even once per week. These multiple mechanisms of inhibition require the selection of
several mutations in RT for the enzyme to become resilient, such as the I142V/T165R/M184V triple combin-
ation, substantially slowing the development of EFdA resistance. Even more interestingly, the K65R mutant RT,
which shows resistance to most NRTIs, including TDF, showed hypersensitivity toward EFdA inhibition, due
to a reduced rate of phosphorolytic removal of the incorporated analog [31].
The NRTIs are, by definition, competitive inhibitors with respect to the nucleotide substrate, since they inter-

act with the enzyme’s active site in place of normal nucleotides. In 2006, a novel class of DAAs targeting
HIV-1 RT by interacting with the active site and competing for binding with the nucleotides has been discov-
ered. Their most remarkable feature was that they were structurally unrelated to nucleosides, being, from a
chemical point of view, non-nucleosidic molecules. However, NNRTIs are noncompetitive inhibitors, since they
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are binding to a common hydrophobic pocket outside the RT active site. Thus, these novel DAAs, which
possess both NNRTI and NRTI characteristics, have been termed nucleotide-competing RT inhibitors
(NcRTIs) (reviewed in ref. [32]).
The first compounds that have been identified as belonging to this class are the indolopyridones

(INDOPYs). These compounds were active also against HIV-2 and the simian immunodeficiency virus. From a
drug-resistant point of view, INDOPYs were active against the most common NNRTI-resistant strains, such as
the K103N/Y181C double mutant, as well as against several NRTI-resistant mutants, such as those carrying the
TAMs complex, but was sensitive to the double-mutant M184V/Y115F. Similarly to what has been described
above for EFdA, the multidrug-resistant K65R mutant was hypersensitive toward INDOPYs. Other
INDOPY-resistant mutations, selected in cell culture, were A62V, V118I, Q151M, S68N and G112S.
Remarkably, all these substitutions are located within or around the RT active site. Biochemical studies showed
that INDOPYs block the enzyme at the post-translocation step, by facilitating the binding of ATP, leading to
the formation of a dead-end quaternary complex of the enzyme, nucleic acid, ATP and NcRTI [33].
The other class of NcRTIs is represented by the 4-dimethylamino, 6-vinyl pyrimidines (DAVPs) [34,35].

These compounds were sensitive to the K103N and Y181I mutations, selected by NNRTIs. Biochemical studies
showed that DAVPs preferentially bind to the binary complex of RT with the nucleic acid, even though they
can interact with the free enzyme. Crystal structures of DAVPs, in complex with HIV-1 RT, revealed that these
compounds bind to a novel site located at the interface between the thumb and palm subdomains of the p66
subunit. One interesting feature was that most of the residues interacting with the drug, such as Met230,
Gly231, Trp266 and Asp186, belong to a highly conserved region and have been shown to be essential for the
catalytic activity, thus arguing for a high genetic barrier toward the development of resistance. However, in
spite of their good in vitro activity against the purified enzyme and interesting mechanism of action, solubility
and stability problems have so far hampered a full evaluation of DAVPs’ potency in infected cells.
Novel NRTIs, as those described above, are still being searched for and identified mainly through high-

throughput screening approaches. However, the rationalization of the process implies that the identified hits are
immediately tested for their ability to inhibit the replication of the most common drug-resistant viral strains, so
that only those molecules showing improved activity against the broadest spectrum of mutant viruses are
further developed.
Conversely, the development of NNRTIs, whose chemical scaffolds are much less restrained than those of

nucleosidic nature, thus enabling ampler freedom of trying different substituents, moved from a purely ‘brute
force’ random screening approach, to a more rational design based on in silico techniques. Even the develop-
ment of PIs has been pursued from the beginning through a rational approach. The strategies applied to the
rationalization of these two classes of inhibitors will be discussed below as examples of the rational design
approach.

Rationalization of NNRTIs
The availability of over 100 crystal structures of HIV-1 RT, either wt or containing drug-resistant mutations, in
complex with approved and investigational NNRTIs, has allowed the identification of the critical interactions
taken by the drugs and the enzyme’s amino acids in the binding site [18]. This, in turn, has led to the possibil-
ity of rationally planning structural modifications in the pharmacophoric scaffolds, in order to design more
potent DAAs, able to escape the resilience induced by the mutations and/or having a high genetic barrier
against the development of drug resistance. Such an approach goes by the name of computer-aided drug design
(CADD) and it is based on many diverse computational methods [36]. The success of rational drug design in
the field of anti-HIV DAAs is testified by the several drugs that have met approval for clinical use and which
have been developed with this approach, such as the PIs saquinavir (SQV), ritonavir (RTV) and indinavir; the
INI raltegravir; the fusion inhibitor enfuvirtide; and the NNRTIs etravirine and rilpivirine.
CADD proceeds through the combination of molecular docking, molecular dynamics (MD) and quantitative

structure–activity relationship studies (QSARs). Molecular docking is used for sampling the different poses of a
ligand within its active site, based on the available structural data, in order to determine the best reciprocal
orientation between the substituents of the ligand and the amino-acidic side chains and water molecules
present in the binding site. MD is a powerful technique, enabling the simulation of the atomic-scale movements
of macromolecules over a milli- or nanosecond timescale. In this way, it is possible to determine the binding
trajectories of a ligand and its subsequent adaptations to the interacting site. QSARs, either based on simulation
procedures or on actual inhibition data coming from the screening of libraries of molecules, allow the
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correlation of the various physicochemical parameters of a ligand with the strength of its interaction with the
binding site. QSARs are thus a very potent tool for the rationalization of the chemical modifications required
to achieve an optimal interaction of the drug with its target site. Examples of the application of these techni-
ques have been the development of the NNRTIs etravirine (ETR), rilpivirine (RPV) and doravirine (DOR).
The way to the development of ETR and RPV was paved by the discovery of the imidoyl thiourea (ITU)

class of NNRTIs. QSAR-guided modifications in the scaffold of these compounds led to the development of
the diaryltriazine (DATA) compounds, characterized by the replacement of the thiourea part of ITU with a
triazine ring. This substitution was found to confer high potency of inhibition to the DATA class toward most
NNRTI-resistant mutants. Inspection of the crystal structures of HIV1-RT in complex with DATA revealed a
high degree of flexibility between the central triazine ring and the two winged regions (wings I and II) of the
molecule. This allowed binding of the DATA compounds in different orientations, thus partially avoiding
the negative effects of the drug-resistant mutations. In the attempt of increasing the genetic barrier toward the
development of resistance, the wing I region was functionalized through the introduction of a chloroindole
moiety, specifically designed to exploit a novel hydrophobic interaction within the NNIBP, with the residue
Trp229. This amino acid belongs to the conserved ‘primer grip’ region of HIV-1 RT and its mutation causes
the loss of the catalytic activity by the enzyme. The corresponding derivative was shown by structural studies to
contact the pocket lined by Trp229, showing excellent activity against NNRTI-resistant mutants. Starting from
this DATA scaffold, the triazine ring was next replaced by a pyrimidine ring, generating the diarylpyrimidine
(DAPY) class. DAPYs were even more potent than DATAs against NNRTI-resistant mutants. QSAR-guided
optimization based on the screening of focused libraries systematically exploring different substituents on the
pyrimidine ring and in the wing I region led to the development of ETR, which was approved for clinical use
by FDA in 2008 and, later, of RPV, approved in 2011 [37,38].
Structural and MD studies confirmed the ability of RPV of adopting different conformations within the

NNIBP, similarly to the other DAPYs. In particular, interaction between the drug and the Lys101 of HIV-1 RT
was found to be important for drug binding. Owing to such a peculiar binding mode, RPV selects for a differ-
ent set of mutations, with respect to the other NNRTIs. The most common substitutions associated with RPV
resistance were E138K, K101E and K101P. Overall, 15 different mutations, clustering at the amino-acidic posi-
tions 101, 138, 179, 181, 221, 227 and 230, have been associated with a decreased susceptibility to RPV.
Biochemical and structural studies revealed that the E138K mutation disrupts a salt bridge between Glu138 and
Lys101, affecting the access of RPV within the active site [39,40].
DOR is a novel NNRTI, currently in Phase III of clinical trials. Its development started from an N-alkyl

pyridone scaffold, identified through computational analysis and experimentally validated as an effective
HIV-1 RT inhibitor [41]. A major shortcoming of this derivative, however, was the poor aqueous solubility.
X-ray structural analysis led to the modification of the pyridine nitrogen in the pyrazolopyridine moiety, which
yielded an improved solubility. Starting from this scaffold, QSAR studies with focused libraries exploiting dif-
ferent substitutions of the molecule, particularly at the C-4 of the pyridone, allowed the identification of a
series of alkylated derivatives with very high potencies of inhibition against NNRTI-resistant viral strains.
When the most potent molecules among this class were evaluated for their pharmacokinetics, however, they
showed unsatisfactory bioavailability properties. Having identified the –CF3 substitution at position 4 of the
pyridone as optimal for the antiviral activity, the further step in optimization was an improvement in the
pharmacokinetics. A new series of analogs were synthesized, with the introduction of heterocyclic substituents
aimed at reducing either the basicity of the pyridine nitrogen or at increasing the polarity of the compound.
QSAR studies were conducted with focused libraries exploiting different heterocycles. This ultimately led to the
discovery of the 4-methyl triazolinone derivative DOR, showing nanomolar activity against the K103/Y181C
NNRTI-resistant mutants and excellent pharmacokinetic properties in rat and dog [42]. Crystal structures
showed that both the C-4 methyl group and the N-NH motif of the triazolinone were essential for drug
binding. In particular, the drug makes interaction with the backbone, but not the side chain, of Lys103, thus
explaining its insensitivity toward the K103N mutation.
The mechanism leading to DOR resilience have been studied by performing resistant virus selection studies

with HIV-1 strains of subtypes A, B and C [43]. The majority of selected resistant mutants showed the V106A
substitution. The side chain of Val106 makes interaction with the central ring of DOR, thus its replacement
with the shorter side chain of Ala abrogates this contact, giving a moderate resistance (10-fold). A high level of
resistance to DOR (>150-fold) was achieved only upon selection of the triple mutant V106A/F227L/V108I.

1566 © 2017 The Author(s); published by Portland Press Limited on behalf of the Biochemical Society

Biochemical Journal (2017) 474 1559–1577
DOI: 10.1042/BCJ20160772



Interestingly, this mutant was still fully susceptible to the NNRTIs RPV and efavirenz (EFV). Conversely, RPV-
and EFV-resistant strains were fully sensitive to DOR.
Nowadays, CADD is widely applied to the rationalization and speeding up of the drug development process,

starting from the promising hits obtained by high-throughput enzymatic assays or virtual screening approaches
of libraries of synthetic molecules. Obviously, this approach is not limited to NNRTIs. Indeed, historically, one
of the first successes of the CADD approach was the development of specific inhibitors of HIV1 protease.

Rationalization of PIs
HIV-1 Protease (Pr) is a homodimeric protein with each monomer constituted by 99 amino acid residues. The
homodimer exhibits an aspartyl protease activity that is essential for the maturation of Gag and Gag-Pol poly-
protein precursor. The active site of the enzyme is located at the dimer interface, where the two monomers
each contribute one of the two catalytic residues (Asp25 and Asp250). When not bounded to its substrates, Pr
exhibits a symmetric shape with the active site partially hidden by two highly flexible flaps. In the bound con-
formation, the structure results more rigid with the flaps that turn to allow substrate access to the active site.
Owing to its fundamental role in the HIV life cycle progression, Pr has been early identified as an interesting
target for antiretroviral therapy [44].
The first approved PI, SQV reached the market only 10 years after Pr discovery and, to date, other nine PIs

have been approved by the Food and Drug Administration for HIV therapy [45]. All the PIs are peptidomi-
metic compounds designed to mimic, and thus to compete with, the natural substrates of Pr. Differently from
natural peptides, in these analogs the peptide linkage is replaced with a hydroxyethylene scaffold [–CH2-CH
(OH)–] that mimics the peptide transition state within the Pr active site, but which cannot be hydrolyzed by
the enzyme. The PI tipranavir (TPV) represents the only exception to this rule, being designed on the basis of
a coumarin scaffold [46]. Notably, differently from other anti-HIV drugs, PIs were all developed by a rational
design approach based on Pr crystallographic resolution data, aspartyl protease mechanism of action studies
and evaluation of inhibition potencies through in vitro enzymatic assays.
Even though the first approved PIs were very effective in inhibiting Pr activity, showing potency values in

the low nanomolar range, resistant mutants rapidly emerged under the selective pressure of the treatment
(Table 1). PI resistance can be achieved in two ways. From one side, mutations can occur at the inhibitor–Pr
interface, thus in the active site of the enzyme. Alternatively, mutations can occur within the viral proteins at
the level of the Pr recognition sequences [47]. The reason why Pr remains still effective despite accumulation of
mutations in its active site and/or in its substrate target sequences is the ability of the enzyme to recognize, not
just a specific amino-acidic sequence, but rather a specific shape assumed by the substrates, termed the sub-
strate envelope. This mechanism of action has been hypothesized analyzing high-resolution crystal structures of
protease-bound peptides corresponding to cleavage sites in the viral polyprotein [48,49]. This mechanism well
explains also the capability of Pr to acquire mutations. In fact, while catalytic residues, as well as other essential
amino acids implied in substrate binding, cannot mutate without affecting protease activity, mutations in all
the residues which form interactions with the specific PI moiety that protrudes outside the substrate envelope
lead to weakened contacts with the drug, thus resulting in resistance. Such a drug-specific resistance mutation
pattern had been observed in residues, close to the Pr active site, in specific positions where a specific drug pro-
trudes from the substrate envelope [47]. High-level resistance toward most approved PIs stems principally from
different substitutions at the positions Met46, Ile54, Val82 and Ile84.
To avoid the acquiring of resistance, different strategies, two general and a Pr-specific one, can be pursued. A

viral enzyme can acquire only hereditable mutations that allow it to maintain its biological activity. Therefore,
inhibitors that take contact with essential amino-acidic residues, including the catalytic ones, should minimize
the chance to develop resistance mutations. Moreover, it is thought that while the side chain of the residues
composing the catalytic site can change in response to the pressure of the therapy, the spatial structure of the
peptide backbone is invariant. Thus, Pr could be also unable to develop resistance toward molecules interacting
with the peptide backbone atoms of the active site [50,51]. A second strategy consists, as for the new generation
of NNRTIs described above, in the design of more flexible compounds. Such molecules, being able to change
their spatial conformation, can still interact with their binding site tolerating different mutations [47,52].
Finally, the design of inhibitors that strictly fit within the consensus volume of the substrate envelope represents
a promising strategy for the development of new PIs less susceptible to resistance, since mutations affecting
such inhibitors will also affect the ability of Pr to process its natural substrates [53].
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In such ways, it is possible that the acquisition of one, two or more mutations will not be sufficient to confer
a significant level of resistance, preventing the sustained replication of virus and paving the way for a single-
drug therapy. Darunavir (DRV), the latest PI approved (in 2006), may be close to achieve such result. Its
potency is ∼1–2 nM [54] and its administration with RTV is a current first-line antiretroviral regimen. For
DRV, even the appearance of a first resistance mutation does not result in a sufficient increase in viral replica-
tion efficiency, to allow the evolution of additional mutations. Indeed, substitutions at positions Ile47, Ile54
Leu76 and Val82 confer only moderate resilience toward DRV. In support of this view, derivatives of DRV that
extended the molecules without violating the substrate envelope resulted in inhibitors even more effective [55].
However, while therapy failure with DRV is rarely associated with drug-resistant mutations, and DRV mono-
therapy appears to be acceptable for long-term management of HIV infection [56], the results of two recent
clinical studies, PIVOT and PROTEA, showed that protease inhibitor monotherapy is well tolerated in terms of
drug resistance, but it is less effective than combination therapy in suppressing HIV viral load [57]. However,
first-line treatment of naïve patient with the administration of DRV, for which only minor associated side
effects, such as rash, diarrhea, nasopharyngitis and nausea, have been observed, may represent an effective strat-
egy [44].
Rational planning of the drug associations can also lead to better therapeutic regimens. In PI-based cART,

for example, an important role is played by pharmacokinetic enhancers (booster), administered in combination
with PIs. In particular, RTV, a first-generation PI showing a potency of ∼25 nM and approved for the therapy
in 1996, was also found to strongly inhibit the cytochrome P450 3A4 (CYP3A4), an enzyme that extensively
metabolizes first- and second-generation PIs [58]. RTV, administered at antiretroviral therapeutic doses
(i.e. 600 mg twice a day), is poorly tolerated, with side effects such as nausea, diarrhea, taste alterations and
hyperlipidemia [59]. Given the remarkable potency of inhibition of RTV toward CYP3A4, the administration
of even a subtherapeutic dose is sufficient to achieve a boost of second-generation PIs’ concentration in plasma.
Moreover, other than inhibiting CYP3A4, RTV is also able to target the cellular transport inhibiting the P-GP
efflux channels [60,61]. As a result, this may decrease drug excretion in bile and urine [62]. By inhibiting the
CYP3A4 isoenzyme and preventing the metabolism of other protease inhibitors, RTV allows the administration
of a lower amount of PIs, thus improving the side effects and toxicity profile of antiretroviral therapy. For the
same reason, administration of RTV allows PI regimens that require less frequent dosing, which are easier to
follow for the patients.

Jumping higher than HIV-1: overcoming the drug resistance
hurdle by exploiting host factors
Recently, the field of antiviral research started to move away from the classic concept that a good antiviral drug
must specifically target a viral protein. Since viruses are obligatory intracellular parasites, their replication is
heavily dependent on and intimately connected to the whole cell metabolism. Thus, broadening our strategies
for antiviral intervention by targeting cellular cofactors that are essential for viral replication, but dispensable
for host cell survival, may offer a few additional advantages. First, a drug targeting a host factor could, in prin-
ciple, inhibit all viruses that are dependent on it and may be of importance in the treatment, for example, of
coinfections. Second, the cellular proteins have a very low mutation rate, due to the high fidelity of the cellular
DNA replication systems and the limited proliferation of the majority of adult cells in human tissues. In add-
ition, even if the cellular targets were eventually to develop a mutation rendering them resistant to the drug,
this would not translate into a selective advantage for the cell itself, since retaining the activity of the cellular
proteins will favor viral infection and subsequent cell killing, either by viral cytopathic effects or by the
immune system. Thus, such a drug will ‘jump higher’ than the virus, ideally remaining ‘out of reach’ of the
viral adaptive potential (Figure 1).
There are potential limitations for this approach as well. First, it remains always the possibility that the virus

could adapt to the inactivation of a particular cellular pathway, evolving the ability to exploit an alternative
one. In the case the mechanism of action of the drug is the inhibition of the interaction between a viral and a
cellular protein, the viral protein may select mutations enhancing its affinity for the cellular partner, thus out-
competing the drug. As will be discussed below, this has indeed been observed in the case of competitive inhi-
bitors of the viral gp120 binding to the CCR5 cellular co-receptor. A possible solution, however, would be to
search for drugs inhibiting a cellular enzymatic activity which is necessary to viral replication, but ideally not
requiring a direct physical interaction with any viral protein. For example, enzymes whose activity is

1568 © 2017 The Author(s); published by Portland Press Limited on behalf of the Biochemical Society

Biochemical Journal (2017) 474 1559–1577
DOI: 10.1042/BCJ20160772



deregulated upon viral infection and modulating metabolic pathways (e.g. cell cycle, intracellular trafficking,
transcription/translation and apoptosis) to render the cell more efficient in sustaining viral to replication more
efficiently. In this case, a single mutation in a viral gene would not be expected to be sufficient to confer resist-
ance, since a broader genetic reprogramming of the virus should be required, in order for the parasite to
exploit another host enzymatic pathway.
Another possible obstacle to the development of such an approach may be the inherent risk of cytotoxicity

which goes along with the administration of a drug targeting a cellular component. However, the majority of
pharmaceuticals used to treat most illnesses are indeed directed toward cellular enzymes and some of them are
extremely toxic, such as the case of anticancer drugs. Again, an approach involving the careful choice of the
target and the rational planning of the drug development process may ultimately lead to a compound endowed
with a suitable therapeutic window.
Several cellular proteins are thus being exploited as potential targets for anti-HIV chemotherapy (Table 2).

The first example of a validated cellular target, and the only one, so far, whose inhibitors have been approved for
the clinical use, is the cellular co-receptor CCR5. However, being based on the inhibition of a physical interaction
between a viral and a cellular protein, it suffers from the limitation of drug resistance as mentioned above.

Targeting the HIV-1 cellular co-receptor CCR5
The HIV-1 enters target cells by binding its envelope glycoprotein gp120 to the CD4 receptor and at least one
of two possible chemokine co-receptors: C-C chemokine receptor type 5 (CCR5; R5) and C-X-C chemokine
receptor type 4 (CXCR4; X4). R5-tropic and X4-tropic viral strains use CCR5 and CXCR4, respectively, as
co-receptors to enter and infect target cells. R5-tropic viruses predominate during the early stages of infection,

Table 2 Host cell targets for novel generation antiretroviral drugs

Infection step
Cellular
target

Viral-interacting
protein Rationale

Mechanism of
inhibition

Entry CCR5 gp120 Blocks CCR5 binding by
gp120 with small synthetic
molecules

Binding of CCR5 [82]

Viral mRNA
nuclear export
and translation

DDX3 Rev Inhibition of DDX3 ATPase
activity by small synthetic
molecules

DDX3 ATP-binding
site inhibition by
– ring-expanded

nucleoside analogs
(REN) [111]

– rhodanine
derivatives [128]

– triazine derivatives
[129]

Inhibition of DDX3 helicase
activity by small synthetic
molecules

DDX3 RNA-binding
site inhibition by
– N,N0-diarylureas
[130–132]

Proviral
integration

LEDGF/p75 Integrase (IN) Avoid LEDGF/p75
interaction with the IN
pocket through inhibitor
molecules (LEDGFINs)

LEDGF/p75 binding
[101–103,105]

Transcription
elongation

Cyclin T1/
CDK9

Tat Avoid Cyclin T1/CDK9
recruitment by Tat through
inhibitor molecules

Inhibitor molecules
against Cyclin T1/
CDK9 [106–108]

Reverse
transcription

APOBEC3G Vif Restore APOBEC3 antiviral
activity avoiding Vif–
APOBEC3 interaction
through inhibitor molecules

Vif–APOBEC3 binding
[109,110]
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whereas X4 tropic viruses usually emerge during the later stages [63,64]. CCR5 is a seven-transmembrane
segment protein involved in the regulation of innate or adaptive immune response, interacting with proinflam-
matory C–C motif chemokines. CCR5 is expressed on several cell types, including memory/effector T cells,
natural killer cells, B cells, monocytes and antigen-presenting cells such as dendritic cells and macrophages
(reviewed in ref. [65]).
In 1996, a natural variant of the CCR5 human gene bearing a deletion of 32 base pairs in the open reading

frame, named CCR5Δ32, was described for the first time. This mutation inserts a premature stop codon result-
ing in a truncated form of the protein, which is not exposed on the cell surface. In individual homozygotes for
this allele, the CCR5 receptor is constitutively absent from the cell surface, providing a natural barrier for viral
entry [66,67] and resulting in resistance to HIV-1 infection or very slow progression to AIDS [67,68]. This
deleted form of CCR5 is not equally distributed in all populations; in fact, it is present in Caucasian people
with a percentage between 10 and 20%, with a prevalence of the homozygous mutation ∼1–2%, while in
African or Asian populations it is almost not detectable [69,70]. Since CCR5 is involved in the regulation of
leukocytes, monocytes and macrophages, it has been noted that deletion of this protein comes with an add-
itional bonus, since its absence has a positive effect on inflammatory states such as atherosclerosis and cardio-
vascular disease, arthritis and endotoxemia [71–73]. Thus, CCR5 possesses all the essential features to qualify it
as an ideal target for antiviral chemotherapy: (i) it is essential for the viral replication cycle and (ii) it is not
essential for the host organism (even, in this case, its absence may be beneficial). These observations sparked
the interest for the development of novel anti-HIV drugs, blocking the interaction between the virus and this
co-receptor.

Development of CCR5 antagonists
Aplaviroc (APL; GW873140) was the first CCR5 antagonist to enter clinical trials. In vitro, APL exhibited high-
affinity binding to human CCR5 and had subnanomolar activity against a broad panel of laboratory and
primary HIV-1 isolates [74]. However, subsequent Phase II trials of APL in antiretroviral therapy were prema-
turely stopped due to treatment-emergent hepatotoxicity in some subjects treated with APL-containing
regimens [75].
Vicriviroc (VCV), a small-molecule CCR5 antagonist, blocks the entry of HIV-1 virus, significantly reducing

viral loads [76]. Clinical efficacy and safety have been confirmed in Phase II studies [77,78]. However, in a
third Phase II and two Phase III trials, VCV failed to significantly improve the efficacy when added to an opti-
mized background therapy consisting of two or more fully active antiretrovirals [79] and its further develop-
ment was terminated.
Cenicriviroc (TAK-652, TBR-652), a CCR5 and CCR2 inhibitor, is a novel small-molecule CCR5 antagonist

and a potent and selective inhibitor of R5 HIV-1 replication. This compound has completed Phase IIb trials
and shown potent antiretroviral activity in vitro and in vivo [80,81], and appears to be safe in humans.
Maraviroc (MVC; UK-427,857) is a small-molecule, reversible CCR5 antagonist developed by Pfizer [82],

currently approved for the treatment of patients infected with R5-tropic HIV-1.
The development of MVC is another example of classic medicinal chemistry coupled to rational drug design.

High-throughput screening of proprietary chemical libraries with a specific CCR5-ligand assay allowed Pfizer
to identify the imidazopyridine scaffold as a high-affinity interactor. Subsequent QSAR-guided studies were
conducted on a library of nearly 1000 analogs, exploring the chemical space of the scaffold, in order to
improve binding potency, antiviral activity and pharmacokinetics. MVC emerged as the best compound,
endowed with broad antiviral activity against both laboratory and natural strains of HIV-1 and excellent phar-
macokinetic and toxicity profiles. It has been approved for clinical use in 2007.
Emergence of MVC-resistant HIV-1 strains can occur by two different mechanisms: (i) selection for minor

X4 or R5X4 HIV-1 strains that are not inhibited by CCR5 antagonists [83] (also reviewed in ref. [84]) or (ii)
acquisition of the ability of R5 viruses to interact with the MVC-bound conformation of CCR5 [85–87].
Resistance to MVC often occurs when previously undetectable X4-tropic HIV-1 variants are selected under

pressure from drug treatment [88]. This phenomenon was investigated and most studies revealed the presence
of small populations of non-R5 strains of HIV-1 before maraviroc initiation. Also changes in the gp120 V3
loop contribute to the emergence of resistance to CCR5 antagonists [85,86,89]. Multiple studies have shown
that the primary determinants of HIV-1 resistance to CCR5 antagonist lie within the V3 loop of gp120
[85–87,90–94]. In particular, a single Ala insertion between the Gly310 and Pro311 amino-acidic positions of
gp120 V3 loop enables HIV-1 subtype B to overcome the inhibition by MVC. Structural modeling and MD
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simulations suggested that this insertion alters the flexibility of the V3 loop, increasing its affinity for CCR5
[95]. Also, mutations at position 305 of the V3 loop amino acid sequence can contribute to CCR5 antagonist
resistance by clinical HIV-1 subtype C strains [96]. Recently, Borm et al. [97] showed that single V3 loop muta-
tions are necessary but not sufficient for resistance toward MVC inhibition of HIV-1 subtype C. In fact, add-
itional mutations outside of V3 are required to confer the resilient phenotype. Also, resistance to MVC may be
due to strain-specific amino acid mutations, as also commonly observed for the CCR5 antagonist-resistant
strains generated in vitro or selected in patients [85,86,89,97–99].

Cellular HIV-1 cofactors currently under investigation as therapeutic targets
The success obtained by targeting CCR5 has prompted the researchers to investigate other cellular cofactors of
HIV-1 replication as potential drug targets. Relevant examples of both positive and negative regulators of
HIV-1 infection, currently under study, are provided below.
Lens epithelium-derived growth factor (LEDGF) is a chromatin-associated cellular protein that may promote

HIV-1 replication enhancing proviral integration [100]. Specifically, the LEDGF/p75 protein acts as an allosteric
stimulator of HIV integrase (IN), making this factor a valuable target for host cell targeting chemotherapy.
Different research groups in the last decade pursued the development of specific inhibitors able to block the
IN–LEDGF/p75 interaction (p15 LEDGINs): particularly these molecules could block the interaction between
IN–LEDGF/p75 inhibiting the HIV IN enzyme itself [101]. However, HIV integrase is also involved in viral
particle maturation and, in recent years, alternative IN targets have been found in order to solve the problem of
drug resistance. Specifically, some allosteric HIV IN inhibitors (ALLINIs), targeting the LEDGF/p75-binding
pocket, not only can disrupt LEDGF/p75-IN binding, but they are also able to enhance IN multimerization.
Consequently, the formation of aberrant IN multimers impairs both the catalytic activity of IN and the virus
core maturation [102,103]. Currently, some of these new inhibitors are in advanced preclinical drug develop-
ment [104].
The serine/threonine kinase CDK9 and its associated Cyclin T1, both play an essential role in the HIV-1 rep-

lication cycle [100]. The CDK9/T1 complex is essential for HIV-1 transcription elongation, thus potentially
qualifying it as a possible antiviral target [105]. Starting from the two known CDK9 inhibitors — Roscovitine
and Flavopiridol — that target specific regions of the protein, other molecules are being developed against this
cellular factor [106–108].
In addition to classical innate and acquired immune responses, mammals have evolved a set of genes that

are capable of suppressing or preventing virus replication at the cellular level. These so-called host ‘restriction
factors’ can act as potent inhibitors of HIV-1 replication. The most notable members of this group are the
interferon-induced factors APOBEC3G, CD317/tetherin, SAMHD1 and MX2/MxB, and the
interferon-independent factor SERINC5. As a response to these restriction factors, HIV-1 has evolved several
accessory gene products (Vif, Nef, Vpr, Vpu and Vpx) able to counteract their effects. Thus, the interactions
between these cellular and viral factors are being considered as potential sites of chemotherapeutic intervention
[100]. So far, drug discovery programs have been reported for the APOBEC family of proteins.
Members of the human APOBEC family of cellular cytidine deaminases, specifically the APOBEC3G and

F-proteins, are incapsidated by budding HIV particles. After the incapsidation, they cause the
cytidine-to-uridine editing of negative sense reverse transcripts in the newly infected cells; changes that are det-
rimental for the viral genome. On the other hand, the HIV-1 Vif protein is able to promote polyubiquitylation
of APOBEC3 proteins that are subsequently degraded by the proteasome [100]. So, conceptually, restoring the
anti-HIV activity of APOBEC3 family members by pharmacological interference with the Vif–APOBEC3
interaction is potentially an attractive therapeutic approach. To reach this goal, several interesting small-
molecule inhibitors have been already identified [109,110].

Beyond HIV-1: targeting the host protein DDX3X for the development of
broad-spectrum antivirals
DDX3X is a member of the DEAD-box family of helicases, which has been found over the years to play an
important role in HIV replication [111], making this protein an attractive target for the development of an
alternative anti-HIV1 strategy. In addition, it has been reported that different viruses, besides HIV-1, rely on
DDX3X for their replicative cycles: Hepatitis C (HCV) [112–115], Japanese Encephalitis virus [116], Dengue
virus (DENV) [117], West Nile virus (WNV, Flaviviridae) [118], Vaccinia virus (Poxviridae) [119–121] and
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Norovirus (Caliciviridae) [122]. This raises the intriguing possibility of developing drugs against multiple viral
infections, targeting a single host factor [123,124].
DDX3 expression was found to be induced in HIV-1-infected cells by the viral transcriptional activator Tat.

Its enzymatic activity, as well as its physical interaction with both Rev and the exportin CRM1, is necessary for
the Rev-mediated nuclear export of viral RNAs. Down-regulation of DDX3 expression through antisense or
dominant-negative mutant approaches inhibited HIV-1 replication at a post-integration level. DDX3X is not
required for the CRM1-dependent export of endogenous transcripts, raising the intriguing possibility that the
role of DDX3 might be specific for HIV-1 RNAs [125]. A random screening approach led to the discovery of a
series of ring-expanded nucleoside analogs able to inhibit the RNA helicase activity of DDX3X and to suppress
HIV-1 replication [126]. At the same time, our group decided to tackle DDX3X through a rational drug design
approach. The X-ray crystallographic structure of human helicase DDX3X in complex with AMP [127] has
been used to identify the chemical features responsible for AMP–enzyme interactions, which were in turn codi-
fied into a structure-based pharmacophoric model. This was used as a three-dimensional query in a virtual
screening approach to filter databases of commercially available compounds to identify chemical scaffolds with
putative affinity toward the DDX3X ATP-binding site. These compounds were further processed, allowing the
retrieval of the most drug-like ones. This led to the discovery of a novel class of ATP-competitive inhibitors of
DDX3X active against HIV-1 replication [128, 129]. In search of more selective inhibitors, attention was also
turned to the RNA-binding site of DDX3X. It has been also proposed that DDX3X, similarly to other RNA
helicases, would adopt a closed RNA-binding conformation once bound to ATP [127]. Since there is no avail-
able three-dimensional structure of human DDX3X in the closed conformation, a homology model was built
based on the structure of the closed conformation of the DEAD-box helicase eIF4AIII17 [130]. This model was
used for structure-based in silico drug design, leading to the identification of two compounds able to inhibit
both the helicase and ATPase activity of DDX3X and to reduce viral replication in cells infected with HIV-1,
with micromolar potencies [130].
A structure-based optimization process was then pursued for the most potent compound. Modeling analysis

revealed the presence in the RNA-binding pocket of two pockets that could be exploited in the search of add-
itional interactions. Thus, a small library of derivatives has been designed and screened for QSAR studies,
resulting in the identification of a new family of improved DDX3X inhibitors [131,132]. The most active com-
pound 16d showed a broad-spectrum antiviral activity, being able to inhibit the replication of HIV, including
strains resistant to all known classes of antiretroviral drugs, but also of HCV, WNV and DENV, with no tox-
icity in different cell culture systems and promising pharmacokinetics in rat [132]. These results may open the
way to the development of broad-spectrum antiviral agents targeting human DDX3X.

Victory without appeal: a cure for HIV-1?
The race against drug resistance is not the only one which is being run in the life-or-death game humans are
playing against HIV-1. Alternative strategies are being sought in order to boost the patients’ immune system to
clear the virus, thus achieving a cure. However, none of these approaches are, so far, mature enough to be
translated soon into clinics [133]. For these reasons, development of more potent, long-lasting and less toxic
DAAs is our best chance of ensuring lifelong control of HIV-1 replication in the infected patient, allowing a
functional cure. To this aim, combining DAAs targeting viral proteins with drugs aiming at cellular factors
may result in more effective and less toxic cART regimens, with an extremely high genetic barrier to be over-
come by the virus to develop resistance.
The race is still on, but we are gaining.
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DDX3X is an ATPase/RNA helicase of the DEAD-box family and one of the most multifaceted helicases
known up to date, acting in RNA metabolism, cell cycle control, apoptosis, stress response and innate
immunity. Depending on the virus or the viral cycle stage, DDX3X can act either in a proviral fashion or
as an antiviral factor. Similarly, in different cancer types, it can act either as an oncogene or a tumor-
suppressor gene. Accumulating evidence indicated that DDX3X can be considered a promising target for
anticancer and antiviral chemotherapy, but also that its exploitation requires a deeper understanding of
the molecular mechanisms underlying its dual role in cancer and viral infections. In this review, we will
summarize the known roles of DDX3X in different tumor types and viral infections, and the different
inhibitors available, illustrating the possible advantages and potential caveats of their use as anticancer
and antiviral drugs.
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DDX3X, like other DEAD-box proteins, is involved in almost all aspects of RNA metabolism [1,2]. DDX3X is a
nucleocytoplasmic shuttling protein [3] and it is one of the actors in regulation of transcription, translation, RNA
splicing, RNA transport and RNA degradation processes. Roles for DDX3X have been also found in regulation of
cell cycle and apoptosis [4]. DDX3X appears to be one of the most multifaceted helicases known up to date with
various roles in innate immunity, viral infection and cancer [5–7]. The multiplicity of roles played by DDX3X is also
reflected by the complex network of its interactions with several cellular and viral proteins (Table 1). Based on its
involvement in both cell proliferation and viral infections, DDX3X in recent years has been proposed as a valuable
target for anticancer and antiviral therapies and several small-molecule inhibitors have been developed and used to
provide proof-of-principle for the exploitation of DDX3X as a chemotherapeutic target. However, DDX3X can
have a seemingly contradictory ‘dual role’ in different contexts, acting as both an oncogene and a tumor suppressor,
or as a pro- or anti-viral factor. Thus, in order to exploit this protein as a novel promising target, usable in anticancer
or antiviral therapy, it is important to gain additional insights into DDX3X cellular roles.

In this review, we will summarize the known roles of DDX3X in different tumor types and viral infections, also
illustrating the strategies already developed to inhibit its functions.

A brief overview of the structural & enzymatic features of DDX3X
The human DDX3X gene is located on the region Xp11.4 of the X chromosome. It encodes a 5.3 kb transcript,
translated into a polypeptide of 662 amino acids, which is rich in Serines and Glycines [38,39]. There is also a DDX3X
homolog in the nonrecombining region of the Y-chromosome (Yq11.21) but this DDX3Y gene, also named DBY, is
expressed only in the male germ line [40]. DDX3X protein is an RNA helicase belonging to the DEAD-box helicase
family that is conserved from bacteria to humans [41,42]. RNA helicases are currently divided in six superfamilies
(SF1–6), depending on conserved motifs sequence similarities. Most RNA helicases belong to the SF-2 superfamily
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Table 1. Known cellular and viral interactors of DDX3X.
Cellular protein UNIPROT ID Function Ref.

PABP1 P11940 mRNA expression/stress response [8]

TAP Q9UBU9 mRNA export [9]

CRM1 O14980 mRNA export [10,11]

Ago-2 Q9UKV8 miRNA/RNAi [12]

ALKBH5 Q6P6C2 RNA demethylation [12]

eIF3 Q14152 Translation initiation [13]

eIF4E/G P06730/Q04637 Translation initiation [8,14]

DDX5 P17844 Cell cycle regulation [15]

CBP/p300 Q09472 Acetylase/transcription [16]

p53 P04637 DNA damage response [17]

CK1ε Q5R2U3 Protein kinase-�-catenin signaling

CIKS O43734 Inflammation

IPS-1 Q7Z434 IFN response [18]

IKKε Q14164 Protein kinase – IFN/innate immunity [19]

TBK1 Q9UHD2 Protein kinase – IFN/innate immunity [19]

TRAF3 Q13114 Innate immunity [20]

NF-kB p65 Q04206 Inflammation/innate immunity [21]

PPA2C Q9H2U2 Protein dephosphorylation – inflammation [22]

IRF3 Q14653 IFN response [19]

Ezrin P15311 Inhibits DDX3X helicase [23]

HNF4 P41235 Lipid metabolism [16]

Viral protein

HIV-1 Rev P04618 mRNA export/promotes viral replication [24]

HIV-1 Tat P04608 Promotes viral mRNA translation [25,26]

HBV pol Q52XL7 HBV Inhibits innate immunity/promotes viral replication [27]

HCV core Q81486 9HEPC (?)† replication [28]

WNV NS3 A0A0U2JF09 WNV Promotes viral replication [29]

DENV capsid C4PK10 9FLAV Inhibits DDX3X antiviral action [30]

DENV NS5B P29990 Replication [31]

IAV NS1/NP P03496 (NS1 I34A1)/ P03466 (NCAP I34A1) Inhibits DDX3X antiviral action [32]

LCMV L-protein (RNApol) P14240 (L LYCVA) Promotes viral replication [33]

JEV NS3/5 Q9YNB5 9FLAV/B1P6E5 9FLAV Promotes viral replication [34]

VEEV nsP3 Q9WJC7 (PRO 0000232113) Promotes viral replication [34]

LCMV NP P09992 (NCAL LYCVA) Inhibits innate immunity/promotes viral replication [34]

BAdV-3 pVIII Q03556 (CAP8 ADEB3) Suppresses host translation [35]

Pestivirus N(pro) Q7T9N2 BVDV (?)† stress response/ innate immunity/ translation [36]

VACV K7 P68466 (K7 VACCW) Inhibits innate immunity [37]

†(?), Hypothesized function.
BAdV-3: Bovine adenovirus 3; BVDV: Bovine viral diarrhea virus; DENV: Dengue virus; HBV: Hepatitis B virus; HCV: Hepatitis C virus; HIV-1: Human immunodeficiency virus type 1;
IAV: Influenza A virus; JEV: Japanese encephalitis virus; LCMV: Lymphocytic choriomeningitis virus; VACV: Vaccinia virus; VEEV: Venezuelan equine encephalitis virus; WNV: West
Nile virus.

that includes DEAD-box proteins [43]. The name of the helicase family derives from the Walker B motif II D-E-
A-D (Asp–Glu–Ala–Asp), which contains the catalytic residues essential for ATP hydrolysis. In DDX3X, all the
12 conserved motifs are present in two RecA-like subdomains (Domain 1 and Domain 2, from N- to C-terminal)
connected via a short flexible linker. DEAD-box helicases, including DDX3X, contain also additional specific
motifs. The Q-motif establishes specific contacts with the adenine base of ATP, while two additional motifs, Ib
(also termed GG-motif ) and IVa (or QxxR-motif ) are involved in specific contacts with the RNA substrate [44].
In DDX3X, an additional unique ATP-interacting domain (ABL, aa 135-168) is involved in RNA stimulation of
ATP hydrolysis [45]. In all DEAD-box helicases characterized to date, the ATPase and RNA helicase motifs involved
in RNA substrate binding and hydrolysis are distributed in both domains [44]. Structural and biochemical studies
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on different members of the DEAD-box helicase family suggested that ATP hydrolysis and RNA unwinding both
require the transition of the protein from an ‘open’ to a ‘closed’ conformation, whereby the two domains facing
each other come in contact, effectively forming the RNA-binding cleft and bringing motifs I and Q located on
Domain 1, close to motif VI on Domain 2, thus creating a catalytically competent ATPase active site [46,47]. ATP,
however, can be bound also in the open conformation, by the ‘open’ ATPase site on Domain 1 [48]. A unified model
for the RNA unwinding activity of DEAD-box helicases has been proposed [44,48]. Contrary to processive RNA
helicases, which couple opening of the double helix to translocation along the lattice, the unwinding reaction by
DEAD-box proteins proceeds via a local strand separation mechanism, which uses one molecule of ATP to melt
few (4–7) base pairs for each catalytic cycle. This process can be divided into discrete steps. The enzyme in its
open conformation can interact with ATP through its Domain 1 and with the RNA duplex via Domain 2. This
complex then undergoes a transition to the closed conformation, with formation of the RNA-binding cleft, which
can accommodate about five nucleotides of the duplex [49]. The closed form is stabilized by a salt bridge between
an Arg in motif V and an Asp in the DEAD-box [44]. Since the transition between the open and closed states
proceeds through an intermediate which is incompatible with double strand (ds) RNA binding, it is likely that
this conformational change is responsible for the local unwinding of the duplex. Closure of the ATP-binding site
also promotes ATP hydrolysis, which results in fast release of the RNA substrate, due to the movement of α-helix
8 of the DEAD-motif that occludes the RNA-binding site, bringing the enzyme back to the open state. Thus,
unwinding requires ATP binding, while hydrolysis is required for recycling of the enzyme [44]. Biochemical studies
support the requirement of ATP for efficient dsRNA unwinding by DDX3X. DDX3X can also bind DNA and
unwind RNA/DNA duplexes. Similarly, ATP hydrolysis is stimulated by both RNA and DNA [50–52]. DDX3X
appears unable to efficiently open DNA/DNA substrates [52], even if unwinding of dsDNA has been reported
in vitro at high enzyme concentrations [51]. Finally, DDX3X shows a preference for unwinding substrates with
single strand overhangs [51,52]. No RNA sequence specificity has been reported for DDX3X (or other DEAD-box
helicases) unwinding, which is consistent with the fact that these proteins mainly interact with the sugar-phosphate
backbone of the nucleic acid [44].

DDX3X & cancer
DDX3X overexpression is associated with large tumor size and metastasis, suggesting a possible use of DDX3X as
a biomarker for cancer prognosis and a target for chemotherapy [4,7]. But DDX3X, based on literature data, has
also dual roles and can be an oncogene or a tumor suppressor in different cancer types, promoting or repressing
cancer progression (Figure 1A & Table 2) [53]. As discussed in the next sections, its dual role as oncogene or tumor
suppressor is not just the reflection of the different cell lines and different conditions used in different experiments,
but it depends also on the genetic background present in a certain tumor type. DDX3X could also accumulate
mutations leading to altered functions, but due to the multiple pathways in which this protein is involved, loss
of DDX3X function can lead to complex molecular patterns that are often difficult to be interpreted. This is also
evident from the wide range of different and sometimes contradictory phenotypes observed as a consequence of
DDX3X gene silencing in different tumor cell lines (Table 3). Another point to underline is that DDX3X roles in
virus-infected patients could be completely different compared with patients without virus infection; it follows that
virus infections might influence the role of DDX3X in different cancers.

DDX3X & the regulation of cell proliferation
DDX3X has been shown to participate in different pathways (Figure 1A), whose deregulation is often associated
to tumor transformation and invasivity [4,7,53]. This is also reflected by the several cellular interactors of DDX3X
identified to date and listed in Table 1. One important pathway where DDX3X has a positive role, is the Wnt/β-
catening signaling cascade. The β-catenin protein acts as a transcription factor in transducing signals coming from
the Wnt signaling pathway to the nucleus, but it is also a component of the cadherin complex regulating cell–cell
adhesion [87]. Alterations of β-catenin expression and localization are associated with several cancers. DDX3X has
been shown to act as a positive regulator of the kinase CK1ε, thus increasing phosphorylation of the Dvl1 and Dvl2
proteins, which results in increased β-catenin nuclear translocation and transcriptional activation. The catalytic
activity of DDX3X seems not to be required for the stimulation of CK1ε [76]. DDX3X is also involved in the
regulation of E-cadherin through the modulation of the levels of its transcription factor Snail [70]. DDX3X appears
to increase Snail levels leading to reduced E-cadherin expression, thus favoring epithelial–mesenchymal transition
and tumor invasivity. In addition, overexpression of DDX3X by the hypoxia induced transcription factor HIF1α

future science group 10.4155/fmc-2018-0451



Review Riva & Maga

Altered in:
– Lung cancer
– Colorectal
   cancer

TRF3

IPS-1 NF-kB p65

TAP
CRM1

PABP

CBP/p300

elF4E/G

elF3

?

?

DDX5

RNA export

miRNA/RNAi

Lipid metabolism

TBK1

IRF3

Viral genome replication

HBV

HIV-1

HSV-1

DDX3X as antiviral factor

DDX3X as proviral factor

Legend

HIV-1

Regulation of viral gene
expression

VEEVWNV DDX3X

DDX3X

Innate immunity

LCMV

DENV

HBV

IAV

HCV?
JEV?
Pestivirus?
MNV?

Altered in:
– Sarcomas

Altered in:
– Breast cancer
– Lung cancer
– Sarcomas
– Colorectal
   cancer

Ezrin

HNF4/MTTP

Ago-2

p53

CIKS

Cytoskeleton

Legend
Positive regulator

Positive (p53 wt)/negative (mut p53)

Negative regulator

IKKε

CK1ε

Innate immunity

Poly(A) binding
protein

Transcription

Translational
initiation

Cell cycleWnt/b pathway

Figure 1. DDX3X has dual roles in tumor proliferation and viral infections. (A) DDX3X involvement in various metabolic pathways is
modulated through interaction with multiple partners and often deregulated in different tumors. (B) DDX3X can act as a proviral or
antiviral factor, depending on the virus and the metabolic pathway involved. For details see text.

also leads to E-cadherin repression, facilitating tumor invasivity [54,55,62]. However, as discussed below, DDX3X
appears to be able to both positively and negatively regulate E-cadherin levels depending on the tumor type.

DDX3X also participates in the regulation of cell cycle progression [88,89]. Knockdown of DDX3X resulted in
a global delay in cell cycle progression [90]. DDX3X has been shown to positively regulate the transcription of the
CDK inhibitor p21 [91] and the mRNA translation of cyclin E1 [78], while DDX3X downregulation led to increased
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Table 2. Dual role of DDX3X as an oncogene or oncosuppressor in various cancer types.
Cancer type DDX3X role(s) Possible pathways and mechanisms Connected virus infection Ref.

Breast cancer Oncogene HIF-1/ E-cadherin/ Rac1-mediated signaling
pathway

None [54–56]

Lung cancer Oncogene/TSG Oncogene: Wnt/ �-catenin axis
TSG: MDM2/ E-cadherin; p53/p21 pathways

Papillomavirus-associated lung cancer:
reduced p21 (WAF1/CIP1) via alteration
of p53-DDX3X pathway is associated
with poor survival in early-stage
HPV-associated lung cancer

[57–59]

Ewing sarcoma Oncogene DDX3X inhibition resulted in decreased
survival and tumorigenicity of Ewing sarcoma
cells

None [60,61]

Colorectal cancer Oncogene/TSG Oncogene: Wnt/CK1ε/Dlv1/�-catenin;
KRAS/HIF-1�

TSG: DDX3X downregulation causes Snail
upregulation with decreased E-cadherin
expression and reduced cell aggregation

None [62–66]

OSCC Oncogene/TSG Oncogene: DDX3X promotes OSCC progression
TSG: DDX3X seems to act both as a protective
factor and survival predictor, particularly in
non-smoker patients

DDX3X role possibly influenced by HPV
positive or negative status of the tumor

[67,68]

HCC TSG DDX3X downregulates cyclinD1 and
upregulates p21 impeding cell cycle
progression

DDX3X expression possibly different in
HBV versus HCV-related HCC

[69]

GBM Oncogene DDX3X impedes apoptotic processes through
Snail pathway

None [70]

Gallbladder carcinoma Oncogene High DDX3X levels connected with poor
prognosis

None [71]

Medulloblastoma Oncogene DDX3X loss of function mutations commonly
found in patients

None [72]

Extranodal NK/T-cell
lymphoma

TSG DDX3X loss results in suppression of cell
proliferation

None [73,74]

GBM: Glioblastoma multiforme; HBV: Hepatitis B virus; HCC: Hepatocellular carcinoma; HCV: Hepatitis C virus; HPV: Human papillomavirus; NK: Natural Killer cells; OSCC: Oral
squamous cell carcinoma; TSG: Tumor suppressor gene.

cyclin D1 levels, suggesting a negative role of DDX3X in regulating cyclin D1 expression [69], which might explain
these cell cycle effects. A complex network of interactions also links DDX3X to the DNA damage response protein
p53. DDX3X has been shown to associate with wt p53, increasing its nuclear accumulation and inducing apoptosis
in response to DNA damage [17]. Also, p53 inactivation was shown to reduce DDX3X levels [57]. Conversely, in
cells expressing mutated p53, DDX3X was shown to inhibit apoptosis, however, the exact molecular mechanisms
underlying these differences remain to be elucidated [17]. The complex network of interactions and the several
functions of DDX3X in regulating cell proliferation are reflected in the different roles that this protein plays in
tumor proliferation, as discussed below.

Breast cancer
Breast cancer is the most common metastatic cancer in females and the second most deadly cancer in women,
after lung cancer. Often, women affected by breast cancer present germline mutations in BRCA1 and BRCA2
genes, which impair DNA double-strand break (DSB) repair by homologous recombination [92]. Among BRCA-
related cancers those that are estrogen receptor, progesterone receptor and HER2/neu negative (triple negative;
TN) are among the most difficult to treat [93]. Currently, some available therapies exploit PARP inhibitors, like
Olaparib, that suppress the base excision repair pathway and are promising agents against BRCA1 and 2 breast
cancers. However, TN breast cancers still lack effective therapies and patients have unfavorable prognosis due to
the aggressive behavior of this cancer subtype [94]. Another problem is the development of primary resistance to
chemotherapy that consequentially leads to the continuous need of new drugs/alternative therapies for BRCA1
and 2 patients and the urgency of suitable TN targets discovery. DDX3X seems to be a good candidate since its
oncogenic role in breast cancer is well established [55,56]. DDX3X was found overexpressed in breast cancer patients
and DDX3X expression promoted growth, proliferation and neoplastic transformation of breast epithelial cells.
DDX3X could enhance cell migration and metastasis inhibiting E-cadherin expression or via the Rac1-mediated
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Table 3. Phenotypes observed upon DDX3X gene silencing in different cellular systems.
System Silencing Phenotype Ref.

HEK293T siRNA Reduced TBK1/IKKε-dependent IFN-� expression [37]

HEK293T siRNA 20–30% reduced proliferation [12]

HEK293T siRNA Reduced CK1ε activation in vivo [75]

HEK293T siRNA Reduced pDvl1‡, nuclear �-catenin accumulation, reduction of CK1ε
activity

[76]

HeLa siRNA No effects on proliferation [77]

HeLa siRNA Strong reduction of proliferation, reduced protein expression [13]

HeLa shRNA 40–50% reduction of cell proliferation (cell count) [78]

HeLa; HEK293T shRNA G1/S delay; reduced CycE1 translation [78]

HeLa shRNA Reduced DDX5 nuclear accumulation [15]

HeLa siRNA No effect on global translation [14]

HeLa shRNA Reduced SGs formation, 80% reduced viability, increased apoptosis after
osmotic stress

[8]

HeLa siRNA Reduced IL6/8 and TNF-� upon poly(I-C) stimulation [22]

HEK293T shRNA No effects on cell proliferation and cell cycle [79]

HEK293T, A549 siRNA Reduced p(S172)IKKε and p(S396)IRF3§ [19]

HEK293T, HepG2 siRNA Reduced phosphorylation of P65 (NF-kB), IkB�, IKK�, reduced p65 nuclear
accumulation

[22]

HEK293T, HepG2 sh/siRNA Increased p65NF-kB transcriptional activity, increased IL6/8 production [21]

Huh-7 siRNA No effects on proliferation, 30–60% decreased translation [80]

MCF-7 shRNA Reduced apoptosis (caspase-7 activation/PARP cleavage) after
Camptothecin (Topo1 inhibitor), reduced p53 induction, reduced p21
expression

[17]

MDA-MB-231, MCF-7 shRNA Increased E-cadherin, decreased Snail, increased cell adhesion, 20–50%
reduced cell proliferation, reduced cell migration

[70]

MDA-MB-231 shRNA Increased apoptosis after Camptothecin treatment, decreased survival [17]

HCT116, U2OS siRNA G2/M delay, increased �H2AX, pChk1, pCDC2, multipolar mitosis, cell
death; decreased pATM and p(S15)p53; increased DNMT1, 3A, 3B
expression

[81]

DLD-1, HCT116 shRNA Increased cell migration, invasivity, no effect on proliferation [66]

HepG2 Stable KD Increased Nanog, Oct4, cMyc, Sox2 expression; increased tumor spheres
formation; increased resistance to DNA damage

[82]

Hep3B siRNA Reduced ATF4 expression (protein not mRNA) [83]

NSC34(SOD)† siRNA Reduced CK1ε expression (mRNA and protein) 40% reduced proliferation
(MTS)

[84]

CCM2, HCT116 shRNA Reduced expression of �-catenin, cycD1, cMyc, pDvl2‡; reduced invasivity [65]

U87MG siRNA No effect on cell viability (at �90% KD) [85]

Xenopus embryos AS-morpholino oligonucleotides Defects in development due to Wnt inhibition [76]

KO tg mice Floxed allele Embryonic/perinatal lethality in heterozygous mice [86]

Trophoblasts from KO mice Floxed allele Reduced Dlx3 expression [86]

KO mice embryos (E9.5) Floxed allele Increased apopotosis; increased DNA damage markers (�H2AX, pP53,
p21), decreased Polo-like kinase 1, CDC25B

[86]

C3H10T1/2 (mouse mesenchymal
cells)

siRNA 50% reduced proliferation (MTS), G1/S and G2/M delay, �H2AX
accumulation

[86]

†NSC34(SOD): mouse motor neuron cells expressing a SOD1 mutation linked to ALS.
‡pDvl2: phosho-Dishevelled (Dvl)2.
§(S172)IKK: IKK phosphorylated at S172; p(S396)IRF3: IFN-responsive factor 3 phosphorylated at S396.
ALS: amyotrophic lateral sclerosis; MTS: measured by tetrazolium salt colorimetric viability assay; SG: Stress granule.

signaling pathway. According to these data, DDX3X knockdown or chemical inhibition reduces cell migration
but also delays cell cycle progression [63,95–97]. DDX3X expression in breast cancer was found to be increased by
HIF-1α, a transcriptional factor inducible by hypoxia, a condition shared by different types of solid tumors such
as breast cancer. As a consequence, E-cadherin expression is reduced, increasing tumor invasivity [54,56].
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Lung cancer
Lung cancer is the most common cancer worldwide, whose death toll is higher than those of prostate, colon and
breast cancers combined [98]. Long-term survival of lung cancer patients is best achieved through surgery, but not
all patients are operable, which leaves chemo- and radio-therapy as the only alternative for the majority of those
affected by lung cancer [99]. Stereotactic body radiation therapy or stereotactic ablative radiation therapy are possible
alternatives that in early stages demonstrated to reduce tumor burden and allowed control in more than 90% of the
cases, but are often associated with increased toxicity [100]. Thus, finding novel targets and drugs for the treatment
of this cancer is a major priority.

The precise role of DDX3X in lung cancer is still contradictory: in some studies it was reported to act as a tumor
suppressor gene by inducing p21 expression, both activating p53 and repressing its negative regulator MDM2,
resulting also in increased E-cadherin expression. Indeed, decreased levels of DDX3X via loss of p53 promoted
tumor malignancy in lung cancer cells [57,58]. However, in other reports, DDX3X was found to be an oncogene and
its overexpression correlated with lower survival of lung cancer patients. Accordingly, DDX3X inhibition resulted
in growth arrest due to impairment of the Wnt/β-catenin pathway [59]. This dual role of DDX3X could be also
connected with the combination, in some cases, of both cancer and viral infection. For example, it has been shown
that human papillomavirus (HPV) E6 protein suppressed DDX3X expression in a p53-dependent manner, thus
reducing p21 levels. Accordingly, loss of DDX3X was associated with poor survival in early-stage HPV-associated
lung cancer [58].

Sarcomas
Sarcomas are frequent human cancers with poor survival rates in metastatic patients (life expectancy of approx-
imately 12–18 months). Thus, new target candidates are urgently needed in addition to surgery or radiation.
Elevated DDX3X expression is common in most sarcomas and silencing DDX3X expression reduced survival and
tumorigenicity of Ewing sarcoma cells. Proteomic analysis revealed that DDX3X suppression in Ewing sarcoma had
an impact on several pathways, including translation, ribosome assembly, cell cycle regulation and DNA damage
response, highlighting the complexity of the intracellular functions of DDX3X [60,61]. In addition, DDX3X has
been found to be positively regulated by the protein Ezrin, an important regulator of cell motility and a mediator
of metastasis. High Ezrin expression in osteosarcomas correlated with poor survival. Overexpression of Ezrin in
osteosarcoma cells was shown to increase DDX3X protein levels, while its silencing had an opposite effect. The
physical interaction of DDX3X with Ezrin inhibited its helicase activity but stimulated ATP hydrolysis. Since
silencing or chemical inhibition of Ezrin had an antimetastatic effect, these results might suggest a link between
DDX3X activity and increased osteosarcoma invasivity [23].

Colorectal cancer
Colorectal cancer is the third cause of cancer-related deaths in the USA and new targeted therapies are urgently
needed.

A common genetic alteration of colorectal cancers is the loss of p53 function and the activation of the oncogenic
KRAS-RAF signal transduction pathway. Another common feature is the hyperactivation of the Wnt/β-catenin
pathway, which is found in over 90% of cases. Among the most frequent alterations (>70% of cases), are inactivating
mutations in the APC gene. Inactivating mutations in the β-catenin gene CTNNB1 are also present, but at lower
frequency (5–10%) [101].

Suppression of DDX3X expression resulted in reduced proliferation and G1 arrest in colorectal cancer cell
lines [64], suggesting an oncogenic role of DDX3X in colorectal cancer [63]. It has been shown that DDX3X
enhances KRAS oncogene transcription and activates β-catenin signaling through the CK1ε/Dvl1 and HIF-1α

axes, promoting tumor invasion [62,65].
However, conflicting results regarding the role of DDX3X were reported also for colorectal cancer. In fact,

DDX3X downregulation caused upregulation of Snail and decreased E-cadherin expression, with consequent
reduced cell aggregation, suggesting an oncosuppressive role for DDX3X. Consistently, low DDX3X expression in
colorectal cancer patients has been correlated with poor prognosis and frequent metastasis [66].

Oral squamous cell cancer
Oral cancer ranks among the ten most common cancers worldwide. Often diagnosed at a late stage, due to absence
of specific biomarkers for the disease, it is generally characterized by poor prognosis. In addition, therapeutic
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alternatives are few and expensive [102]. While oral cancer shows a general global trend of a slight decrease, the
incidence of tongue cancer incidence is, on the other hand, increasing. Thus possible novel therapies are strongly
needed.

DDX3X seems to act both as a protective factor and survival predictor, particularly in nonsmoker patients with
oral squamous cell cancer (OSCC) [68]. However, high DDX3X expression was correlated with poor survival in
smokers [67]. These differences could be explained, in part, in the different incidence of HPV-positive OSCC in
smoker versus nonsmoker patients, as well as in the ability of cigarette smoke carcinogens in inducing DDX3X
expression. Moreover, DDX3X was found to enhance oncogene expression in OSCC through interaction with the
translational factor eIF3 [13,103].

Hepatocellular carcinoma
While initial evidence suggested an oncogenic role of DDX3X overexpression in hepatocellular carcinoma (HCC)
cell lines [104], another study showed that DDX3X knockdown upregulated cyclinD1 and downregulated p21 pro-
moting cell cycle progression, suggesting its role as an oncosuppressor, [69]. These findings were also supported by
the observation that DDX3X expression was reduced in HCC specimens and that DDX3X upregulated p21 expres-
sion independently from p53, by transactivating its promoter in an ATPase-dependent and helicase-independent
manner [91]. In addition, the natural antitumor agent Rottlerin apparently inhibited HCC proliferation by upreg-
ulating DDX3X, which in turn increased p21 and decreased cylinD1 levels, leading to cell cycle arrest [105]. An
oncosuppressor role for DDX3X is also supported by the observation that DDX3X can increase the expression of a
set of tumor-suppressive miRNAs in the HCC cell line HepG2, through the inhibition of the methylation of their
promoters by the DNA methyltransferase DNMT3A. Accordingly, knockdown of DDX3X induced stemness in
HepG2 cells and low levels of DDX3X expression correlated with poor prognosis in HCC patients [82]. However, an
oncogenic role of DDX3X in the context of HCC has been recently proposed again, based on the observation that
loss of this protein in hepatocyte-specific DDX3X knockout mice, promoted liver tumorigenesis in female animals.
Molecular analysis showed that loss of DDX3X led to accumulation of DNA damage and replicative stress in cells.
These effects were ascribed to the role of DDX3X in positively regulating the expression of essential DNA repair
proteins in wild-type cells [106]. Thus, DDX3X apparently can play a dual role in HCC, both as an oncogene or a
tumor suppressor.

Medulloblastoma
DDX3X is one the genes most frequently mutated in medulloblastoma, an aggressive cerebellar tumor in both
children and adults. Tumors harboring DDX3X mutations have been consistently found to be altered in translation
response to stress, with increased frequency of cytoplasmic stress granules (SGs) formation and impairment of
translation [72,107]. In addition, specific mutations linked to pediatric medulloblastoma, such as G320V and
G325E, were shown to impact ATP hydrolysis [45], while other common mutations, such as R276K/Y and R534H,
were found to abolish the RNA helicase activity [108], suggesting that loss of catalytic function was important for
the role of DDX3X in promoting medulloblastoma. The oncogenic role of DDX3X in medulloblastoma has been
proposed to act though the stimulation of the Wnt/β-catenin axis. In particular, DDX3X was found to positively
regulate the expression of the protein Rac1, a member of the Rho family of GTPases, at the translation level.
Activation of Rac1 prevents β-catenin degradation, allowing its nuclear translocation. Thus, DDX3X promotes the
expression of β-catenin target genes both by activating CK1ε and increasing the Rac1 levels [109].

Extranodal NK/T-cell lymphoma
Recently, thanks to the diffusion of next-generation sequencing techniques, novel gene mutations have been
identified in extranodal NK/T-cell lymphoma, nasal type, that have not been identified before with the traditional
Sanger sequencing. This lymphoma is a rare but aggressive subtype of non-Hodgkin lymphoma that most commonly
affects the upper aerodigestive tract and sometimes involves the extranasal one. One of the three most mutated
genes in this tumor type is DDX3X with a percentage of mutation of about 13.6% [73,74]. DDX3X mutations
normally cause truncated proteins or variant in the RNA-binding site or close to the ATP site, but all abrogate the
helicase activity of the protein. These findings indicate that aberrations in this gene result in loss of RNA-unwinding
function, thus contributing to the pathogenesis and poor prognosis of NK/T-cell lymphoma.
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Other cancers
An oncogenic role of DDX3X has been reported also in other cancers. Overexpression of DDX3X and the
cell adhesion molecule Nectin-2 correlated with tumor progression and poor prognosis in pancreatic ductal
adenocarcinoma [110] and gallbladder cancers [71]. Similarly, high expression of DDX3X and Snail was found in
glioblastoma multiforme samples [70]. However, the exact role of DDX3X in these cancers await further elucidation.

DDX3X as an anticancer drug target
So far, three DDX3X inhibitors have been tested as potential anticancer agents.

The DDX3X inhibitor RK-33 (diimidazo[4,5-d:40,50-f ]- [1,3] diazepine; Figure 2) was proposed as a pos-
sible candidate for cancer treatment. RK-33 makes nine hydrogen bond contacts with various amino acids of
DDX3X [111,112]. RK-33 specifically binds the DDX3X ATP-binding cleft and can perturb its helicase activity.
This results in increased apoptosis, suppression of the Wnt-signaling pathway and reduction of nonhomologous
end-joining repair [59]. This might suggest a role of DDX3X in activating nonhomologous end-joining, which is
another major DNA DSBs repair mechanism. Giving the DSB repair deficiency by homologous recombination of
BRCA1-mutated breast cancers, it could be that these cells could develop DDX3X dependency. However, up to
date BRCA-deficient breast cancers cell lines seem not to be more dependent on DDX3X, than BRCA-proficient
cancer cells. Indeed, in preliminary studies, breast cancer cells could be sensitized to PARP inhibition with Olaparib
by RK-33 treatments, mainly in BRCA1-proficient cell lines, but also in BRCA1-deficient cancers [96]. To gain
further insights into the mechanism of action of RK-33, a proteomic analysis was performed in the breast cancer
cell line MDA-MB-435 either untreated or treated with RK-33. The analysis showed altered expression of proteins
involved in mitochondrial translation, cell division and cell cycle progression after RK-33 treatment [90]. Indeed,
targeting mitochondrial translation by DDX3X inhibition has been shown to radiosensitize breast cancer cells [97].
Phosphopeptide analysis indicated a decreased activity of CDK1. Cell cycle analysis showed a global delay in all
phases and an increased rate of endoreduplication. While not all these effects could be easily rationalized in terms
of DDX3X known functions, these results indicated that abrogation of DDX3X activity can have a huge impact
on the proteomic landscape, again pointing to a complex network of interactions involving this protein.

RK-33 was also tested against a broad panel of cancer cell lines, showing potency of inhibition in the low
micromolar range against most of them, including breast, lung, sarcoma and colorectal cancers (Table 4).

Also for lung cancer, DDX3X can be exploited as a therapeutic target for tumor-selective radiation sensitization.
This might allow the reduction of radiation doses, with a gain in efficacy [59]. When treatment with RK-33 inhibitor
was combined with radiation, synergistic cell death were observed both in vitro and in different ex vivo models of
lung cancer. Unfortunately, in vivo results in animals were not so successful, possibly due to not enough frequent
administration of RK-33 to animals in combination with radiation treatments.

The small-molecule inhibitor RK-33 could be useful also in colorectal cancer treatments, since it caused inhibition
of Wnt signaling [64]. RK-33 inhibited growth and promoted apoptosis of 3D cultures of colorectal cancer cell lines
derived from patients, with IC50 values in the low micromolar range. The highest RK-33 efficacy was achieved in
tumors with wild-type APC- and mutated β-catenin CTNNB1 gene, with no direct connection between DDX3X
protein levels and sensitivity to RK-33 inhibitor.

It is important to underline also the possibility to exploit DDX3X in anticancer therapy in a synergic and
combined manner, based on the well-known cellular pathways in which this protein is involved: DDX3X is required
in translation, ribosome metabolism and cell cycle regulation including the G1/S transition and facilitation of DNA
damage repair. One possibility is to use already available molecules like proteasome inhibitors in combination with
RK-33 as a radiosensitizer. This because RK-33 decreases production of several proteasome proteins and could
potentiate the effects of other drugs targeting the proteasome pathway [60].

The ring-expanded nucleoside analog NZ51 (Figure 2) inhibited the ATP-dependent helicase activity of DDX3X
and was initially developed as an anti-HIV inhibitor (see also the next section), but also showed some anticancer
activity [115]. Later, the same molecule was shown to be able to suppress motility and viability of MCF-7 and
MDA-MB-231 breast cancer cells with IC50 values in the low micromolar range (Table 4) [114]. These effects were
consistent with decreased proliferation rates and reduced clonogenicity observed upon silencing of DDX3X gene
expression in the same cell lines (Table 3 & [70]). Interestingly, this molecule was active both under normoxic and
hypoxic conditions with the same potency. Unfortunately, in vivo preliminary results in animal models did not
show tumor volume reduction, but hopefully improvements in drug formulation, dose and delivery could lead to
better in vivo activity [114].
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Table 4. Antiproliferative activity of DDX3X inhibitors on different tumor cell lines.
Compound Cell line/tumor CC50 Ref.

RK-33 PC3 (prostate) 2.5 μM [59]

A549 (lung) 1 μM

DU145 (prostate) 1 μM

OVCAR-8 (ovarian) 0.75 μM

ADR-RES (ovarian) 5 μM

MCF7 (breast)† 0.3 μM

MDA-MB-468 (breast)† 0.4 μM

T47D (breast) 5.5 μM

HCT116 (colon)† 0.4 μM

HT29 (colon)† 0.75 μM

RK-33 MCF7 (breast)† 3 μM [96]

MDA-MB-468 (breast)† 3 μM

SUM149PT (breast) 2.9 μM

HCC1937 (breast) 6.6 μM

MDA-MB-435 (breast) 5 μM

RK-33 HCT116 (colon)† 3 μM [64]

HT29 (colon)† 3 μM

RK-33 U2OS (osteosarcoma) 3.8 μM [61]

Saos-2 (osteosarcoma) 2.9 μM

BJ (normal fibroblasts) 2.2 μM

293T (human embryonic kidney) 4 μM

3T3 (normal fiborblasts) 57.7 μM

PBMC (white blood cells) 6.6 μM

RK-33 MCF10A (normal breast) 7.4 μM [97]

MCF7 (breast),† MDA-MB-468†/435/231 (breast) 2.8–4.5 μM

Ketorolac H357 (oral) 2.6 μM [113]

NZ51 MCF7 (breast) 2 μM [114]

MDA-MB-468 (breast) 2 μM

MDA-MB-231 (breast) 10 μM

†Different results on the same cell line in separate studies for the RK-33 compound.

Another DDX3X inhibitor that proved to possess interesting anticancer activity is the pyrrolizine car-
boxylic acid derivative Ketorolac salt (Figure 2), ((6)-5-benzoyl-2,3-dihydro-1H-pyrrolizine-1-carboxylic acid,
tris(hydroxymethyl) amino methane salt), which is structurally related to indomethacin. This bioactive compound
is able to inhibit the DDX3X ATPase activity through hydrogen bond interactions with Gly 227, Gly 229, Thr 231
and Ser 228 DDX3X residues [113]. This compound is already available with the commercial name of Toradol™,
a nonsteroidal anti-inflammatory drug that is used for the control of inflammation and pain. Ketorolac salt was
effective in reducing early relapse in TN breast cancer tumors. It is also used to improve postoperative outcome
after breast cancer surgery (http://clinicaltrials.gov/show/NCT01806259). Ketorolac salt was found to effectively
inhibit the growth of H357, a human OSCC cell line, in a dose-dependent manner where it downregulated DDX3X
expression and upregulated the expression levels of E-cadherin. Moreover, Ketorolac salt reduced tongue lesions in
animal models (BALB/c mice) of oral cancer. These data suggest that Ketorolac can be considered as possible drug
candidate to treat DDX3X-associated oral cancer.

DDX3X & viral infections
Human DDX3X is often hijacked by a number of viruses, in order to promote their own replication [1,4–6,116].
Figure 1B illustrates the different DDX3X-dependent molecular pathways, which are important for the infection
by different viruses. They can broadly be grouped into three main categories: viral genome replication; regulation
of viral gene expression (transcription and translation); innate immunity (interferon [IFN]-mediated response).
DDX3X roles in viral replication and gene expression generally require its ATPase/RNA helicase activities, while its
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functions in innate immunity are mostly independent from its catalytic activities. Depending on the virus involved
and/or on the cellular context and viral life cycle stage, DDX3X can act either in a proviral fashion or can have an
antiviral role [117]. Thus, viruses have evolved mechanisms to benefit, on one side, from the activity of DDX3X, but
also, on the other side, to inhibit its functions in order to suppress its antiviral effects. This dual role of DDX3X
in viral infections is also reflected by the nature and consequences of its interaction with different viral proteins
(Table 1) that are able to modulate DDX3X functions.

DDX3X in innate immunity & stress response
Among the most important innate immunity early responses to pathogens, there is the IFN production. DDX3X
has been shown to stimulate IFN response at different levels. It interacts with and is phosphorylated by the protein
kinases TBK1 and IKKε, and such interaction was shown to be essential for the activation of the transcription factor
IRF3 and IFN production [37]. In addition, DDX3X directly interacts with IRF3 and promotes its phosphorylation
by IKKε [19] and it is recruited to the IFN promoter itself [118]. DDX3X also interacts with the protein IPS-1 [18] and
TRAF3 [20] which, together with the sensor protein RIG-I, is involved in recognition of viral RNA and activation
of the IFN-mediated response. Finally, DDX3X has been shown to stimulate the production of inflammatory
cytokines in the NF-kB axis, through modulation of the IKKβ/PPA2C complex activity [22] and also to directly
stimulate type I IFN production and NF-kB response through the activation of the IKKα/NF-kB-induced kinase
NIK pathway [119]. However, conflicting reports about the effects of DDX3X silencing in the context of NF-kB
regulation still need to be reconciled (Table 3) [21,22]. It is noteworthy to mention that the catalytic activities
of DDX3X seem not to be essential in these pathways. In response to different cellular stresses, including viral
infections, eukaryotic cells often block translation of a subset of mRNAs, which are sequestered in cytoplasmic
RNA-protein complexes called SGs. DDX3X is a component of SGs and seems to be important for SGs formation
and translation of stress-specific factors under a variety of pathological conditions [8,72,120], including anticancer
chemotherapy [83]. DEAD-box proteins, including DDX3X, are also important in the formation of virus-induced
SGs, which play an important role in innate immunity, for example sequestering viral mRNAs or acting as
platforms for viral RNA-sensing receptors, such as those of the RIG-I family, which trigger IFN-mediated antiviral
response [32,121–124] (for recent reviews see also [125,126]). The different modulatory activities of DDX3X in innate
immunity and stress response are important for its roles in the context of viral infections, as will be discussed below.

HIV type 1
The first direct evidence that DDX3X is involved in HIV type 1 (HIV-1) replication came from the seminal
study of Yedavalli et al. [10], who showed that DDX3X was required to facilitate the Rev-mediated export of
unspliced or partially spliced viral mRNAs, interacting with the cellular exportin CRM1 [11,127]. Consistently,
knockdown of DDX3X was shown to suppress HIV-1 replication without affecting cell viability [77,79]. However,
the functions of DDX3X in HIV-1 replication are not limited to mRNA export. Later research suggested that
this protein is also involved in viral mRNA translation [128]. Indeed, DDX3X was shown to be important for the
translation of a subset of cellular mRNAs containing secondary structures (stem loops) near their 5′-m(7)GTP
capping element, similar to those found near the 5′-m(7)GTP cap of HIV-1 RNA [14], and can specifically promote
translation of the HIV-1-unspliced genomic mRNA, binding to its specific 5′-cap structure [129]. An additional role
of DDX3X in modulating the expression of HIV-1 genes was also uncovered, by demonstrating that this cellular
protein interacts with the viral transcriptional coactivator Tat. DDX3X forms a complex with Tat at the specific
HIV-1 Tat-recognition region present at the 5′ of HIV-1 mRNAs and facilitates Tat-dependent translation of viral
genes [25,26]. As mentioned above, DDX3X is involved in stimulating innate immunity [116]. A recent study showed
that DDX3X functions as a molecular sensor by binding to HIV-1 RNA in infected cells and activating type I
IFN response. However, HIV-1 is able to induce downregulation of this DDX3X-dependent pathway by activating
the cellular kinase PLK1 [130]. Thus, DDX3X appears an important cellular cofactor in modulating HIV-1 gene
expression in infected cells and, conversely, HIV-1 have evolved strategies to both exploit DDX3X as a proviral
factor and repressing its antiviral functions.

Human hepatitis B virus
Although endowed with a DNA genome, hepatitis B virus (HBV) replicates through a RNA intermediate, thanks
to its reverse transcriptase polymerase. In one study, DDX3X was found to be incorporated into HBV capsids
and to inhibit reverse transcription, through a physical interaction with the HBV polymerase. Its ATPase, but not
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helicase, activity was required for such an inhibitory effect [27]. HBV polymerase has been found to inhibit the
IFN-induction counteracting the activation of the transcription factor IRF by the TBK1/IKKε kinase complex. As
mentioned before, DDX3X is an essential component of the TBK1/IKKε pathway. HBV polymerase was found
to sequester DDX3X, competing for its interaction with the TBK/IKKε complex and suppressing IFN response.
This inhibitory activity of HBV polymerase could be rescued by overexpressing DDX3X [131,132]. DDX3X has
been shown to restrict HBV replication also independently from its interaction with the viral polymerase. In one
study, DDX3X was found to repress transcription of HBV genes through direct modulation of the activity of the
viral promoter. Knockdown of DDX3X led to an increase in HBV transcription, while its overexpression had the
effect of reducing it [133]. Thus, DDX3X appears to exert an antiviral effect against HBV infections. These results
are in agreement with previous findings, demonstrating that DDX3X was downregulated in HCCs associated to
HBV, but not to hepatitis C virus (HCV) chronic infections [69]. As discussed in the previous section about the
role(s) of DDX3X in tumor transformation, downregulation of DDX3X in HBV-related HCCs also induced cell
proliferation. Thus, suppression of DDX3X can initially favor HBV proliferation and, once a chronic infection is
established, can promote further tumor transformation of infected cells.

Hepatitis C virus
DDX3X was found to interact with the HCV core protein both in vitro and in cells through its C-terminal domain
and to localize in cytoplasmic SGs, suggesting a role in modulating viral o cellular RNA turnover [28,134,135].
HCV core was found to inhibit the translation of capped cellular mRNAs, likely through its interaction with
DDX3X [28]. Later, it was shown that siRNA-mediated knockdown of DDX3X represses HCV replication in HuH-
7 cells [136]. However, a DDX3X mutant unable to bind HCV core did not affect HCV genotype 2a replication
in cells, suggesting that such an interaction was dispensable for the DDX3X proviral effect [137]. Conversely, HCV
core-derived peptides were able to suppress HCV genotype 1b replication and this effect was counteracted by
overexpression of DDX3X, suggesting that the role(s) of DDX3X-core interaction in HCV replication may be
genotype specific [138]. It has been also shown that HCV core protein is required to sequester DDX3X, abrogating
its ability to stimulate IFN-mediated antiviral response [139,140]. DDX3X is able to recognize the 3′-UTR of the
HCV genome and this interaction activates a signaling cascade mediated by the kinase IKKα, which promotes
lipid droplets formation required for viral particles assembly [141]. Upon binding to the HCV 3′-UTR and
IKKα, DDX3X relocalizes to SGs. These DDX3X granules are then recruited, together with the HCV core and
nonstructural proteins, to lipid droplets, which function as virus replication and viral particle assembly factories [120].
Thus, several studies indicate that the proviral function of DDX3X in the context of HCV infections involves a
complex network of molecular interactions (for a recent review, see also [142]).

West Nile virus & Dengue virus
Several RNA viruses are transmitted to humans through insect vectors such as Culex and Aedes spp. mosquitoes.
Among these, Dengue virus (DENV) and West Nile virus (WNV) seem to hijack DDX3X for their replication. A
study showed that upon WNV infections, cytoplasmic P-bodies are disrupted and their cellular components are
recruited to sites of viral replication. Among these factors, DDX3X was found to colocalize with the viral NS3
protein at perinuclear foci. Silencing of DDX3X potently suppressed WNV replication, suggesting a positive role
of the DDX3X protein in the life cycle of WNV virus [29].

A proteomic study aimed at characterizing cellular cofactors for DENV replication, found an interaction between
DDX3X and the NS5 viral RNA polymerase. In this study, knockdown of DDX3X significantly reduced DENV
replication in infected cells [31]. The positive role of DDX3X in DENV infections, however, has been later
challenged by subsequent work. One study demonstrated that DDX3X knockdown promoted DENV replication,
likely through the suppression of the IFN-mediated response [143]. A later work identified an interaction between
DDX3X and the viral capsid protein, through the respective N-ter domains. The authors showed that endogenous
DDX3X was downregulated in DENV-infected cells and that knockdown of DDX3X by siRNA, promoted viral
replication. However, contrary to the study mentioned above, the authors failed to detect a decrease in IFN-mediated
response upon DDX3X knockdown, suggesting that the antiviral effects of DDX3X depended on its interaction
with the DENV capsid protein [30]. Thus, the precise role of DDX3X in DENV replication is still controversial.
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Human influenza A virus
DDX3X was found to interact with the NP and NS1 proteins of human Influenza A virus (IAV) [32]. Cells respond
to viral infections also sequestering viral proteins and RNAs in cytoplasmic SGs. DDX3X is an important factor
involved in the formation of SGs and it was shown to colocalize to SGs upon IAV infection, together with the viral
NP protein. The helicase activity of DDX3X was not required for the interaction, but it was essential for recruitment
of DDX3X at SGs. Knockdown of DDX3X led to impaired SGs formation and increase in IAV replication, but
only in viruses bearing a defective viral NS1 protein [32]. This suggested that DDX3X could be involved in the
antiviral response toward IAV, likely mediated through sequestration of NP protein, essential for the replication of
the viral genome, into SGs. Viral NS1 has been shown to inhibit SGs formation [121]. Thus, its interaction with
DDX3X might be a mechanism through which IAV counteracts the antiviral effect of DDX3X.

Arenaviruses
Arenaviruses are a large family of RNA viruses, including agents causing severe hemorrhagic fevers in humans,
such as Lassa virus or Junin virus and neurological diseases such as in the case of lymphocytic choriomeningitis
virus (LCMV). LCMV genome is replicated by the viral RNA-dependent RNA polymerase protein L. A proteomic
approach revealed DDX3X as an interactor of the viral L protein. CRISPR-Cas9 knockout of the DDX3X
gene resulted in decreased viral load, suggesting that DDX3X has a proviral function in the context of LCMV
infections [33]. In another study [34], DDX3X was found to interact with the viral NP protein, another essential
component of the replication machinery, of Lassa virus, Junin virus and LCMV. DDX3X promoted replication of
all these three viruses, as revealed by a reduction in viral proliferation by DDX3X gene silencing. This stimulation
required both its ATPase and RNA helicase activities. Arenaviruses have the ability to potently inhibit IFN response
in infected cells. DDX3X knockdown was found to partially restore type 1 IFN production in cells infected with
LCMV, suggesting an additional proviral function of DDX3X in repressing innate immunity. However, it appears
that suppression of IFN production by DDX3X was important only at a late stage of the infection, while at early
time time points its proviral function was mainly dependent upon its stimulation of viral RNA synthesis [34].

Japanese encephalitis virus
Japanese encephalitis virus (JEV) is a common cause of epidemic viral encephalitis in humans and animals. In one
study, DDX3X has been found to interact, both in vitro and in infected cells, with the viral replicative proteins
NS3 and NS5. Knockdown of DDX3X inhibited viral replication. Using a JEV replicon system, the authors
demonstrated that DDX3X upregulated viral mRNA translation, through binding to the 5′- and 3′-UTR regions
of the JEV genome [144]. Thus, DDX3X appears to act as a proviral factor in the context of JEV infections.

Venezuelan equine encephalitis virus
Venezuelan equine encephalitis virus (VEEV) is a mosquito-borne RNA virus, responsible of frequent zoonotic
infections in humans. DDX3X has been found to interact with the replicative viral protein nsP3 and its knockdown
potently inhibited viral replication. The authors showed that the viral nsP3 localized to virus-induced SGs and
interacted with several translation factors, leading to the hypothesis that recruitment of DDX3X might facilitate
viral mRNAs translation [85].

Pestiviruses
Pestiviruses are a group of RNA viruses belonging to the Flavivirus family, that includes the bovine viral diarrhea
virus responsible of frequent epidemics in cattle. The viral protease Npro is known to counteract the IFN response
in infected cells, inhibiting the transcriptional factor IRF3. Proteomic analysis identified DDX3X as an interactor
of Npro and observed its colocalization with the viral protein at cytoplasmic SGs, along with several other cellular
proteins. However, the exact role of this interaction in the viral life cycle has not been established [36].

Murine norovirus
Infection by noroviruses is one of the most frequent causes of gastroenteritis. Since no efficient culture system has
been established for the human virus, murine norovirus (MNV) is being used as a surrogate model for studying the
viral life cycle. A proteomic study identified DDX3X as host factor interacting with the MNV genome. Binding
of DDX3X to the dsRNA viral genome was further confirmed by immunostaining in infected cells. In addition,

10.4155/fmc-2018-0451 Future Med. Chem. (Epub ahead of print) future science group



The magic target: DDX3X in viral infections & tumorigenesis Review

knockdown of DDX3X reduced MNV replication [145]. However, the molecular mechanism underlying the proviral
function of DDX3X in MNV infection has not been elucidated.

The ability to manipulate DDX3X functions in infected cells seems also not to be restricted to RNA viruses.

Herpesviruses
Herpesviruses are endowed with a large DNA genome. DDX3X has been found to be incorporated into the virions
of herpes simplex virus type 1 (HSV-1) [146]. In a subsequent study, it was shown that the levels of DDX3X
positively correlated with HSV-1 gene expression and replication levels. HSV-1 replication in a cell line harboring
a temperature-sensitive mutant of DDX3X was strongly reduced at non-permissive temperature. Also an excessive
overexpression of DDX3X was detrimental to HSV-1 replication, suggesting the existence of an optimal range
of DDX3X protein, which could be beneficial to HSV-1 replication. DDX3X was found to positively modulate
HSV-1 gene expression, independently from its ability to stimulate IFN response, and was required for proper viral
particles assembly. The ATPase/helicase activity of DDX3X was required for its proviral functions [147].

Another herpesvirus that exploits DDX3X is human cytomegalovirus (HCMV). DDX3X has been found to
associate with HCMV transcripts [148] and to be incorporated into mature viral particles [149]. The protein levels
of DDX3X were increased upon HCMV infection and siRNA-mediated knockdown of endogenous DDX3X
expression reduced HCMV replication [149]. However, the precise molecular mechanism for this proviral effect has
not been determined.

Vaccinia virus
The K7 protein of Vaccinia virus (VACV) was shown to inhibit the cellular IFN response through the sequestration
of DDX3X, thus hampering the TBK1/IKKε-IRF3 pathway [37]. Structural studies mapped the interaction to
an hydrophobic cleft of K7, which was bound by a short domain located at the N-terminal of DDX3X (aa
82-88) [150,151]. Thus, VACV counteracts the antiviral effects of DDX3X by masking a domain critical for the
activation of the TBK1/IKKε complex.

Adenovirus
The Bovine Adenovirus 3 protein pVIII was found to interact with DDX3X and to inhibit host mRNA translation
in vitro and in vivo, by disturbing the DDX3X-dependent recruitment of the eIF3 translation factor to the 5′-cap
structure of cellular mRNAs [35].

DDX3X as a target for antiviral therapies
As outlined above, DDX3X appears to play a positive role in the life cycle of several different viruses, for many of
which there are currently no available therapies. For this reason, DDX3X is being regarded as a promising target
for antiviral chemotherapy.

Prompted by the original observation that DDX3X can act as a cellular cofactor for HIV-1, a series of ring-
expanded nucleoside analogs with an imidazo[4,5-e] [1–3] diazepine ring system were identified by a random-
screening approach, of which the derivative NZ51 (Figure 2) was able to inhibit DDX3X RNA helicase activity
and to suppress HIV-1 replication [115,152]. Some derivatives of this series, based on the same scaffold, also showed
promising dual activity against both HIV and HCV proliferation [153].

In the same years, a rational drug design approach was used to identify specific inhibitors of DDX3X. Based on the
crystal structure of human DDX3X in complex with AMP [154], a pharmacophoric model was built, incorporating
the essential chemical features responsible for ATP substrate-enzyme interaction. This model was used in a virtual
screening approach of commercial databases that allowed the identification of a suitable chemical scaffold, which
led to the development of the compound FE15 (Figure 2), as the first ATP-competitive inhibitor of DDX3X active
against HIV-1 replication [155]. Analysis of the binding mode of the inhibitor in the ATPase pocket of DDX3X
showed that the molecule formed hydrogen bonds with Gly229, Lys230, Gln225 and Ser228 of DDX3X, and
hydrophobic interactions with Ala232 and Tyr200. Taking into account this information, a combination of in silico
high throughput docking analysis and structure–activity studies, led to the development of the novel pyrimidine,
rhodanine and trazine derivatives, FE98, FE109 and FE87, respectively (Figure 2), endowed with better anti-HIV
activity and selectivity than FE15 [77].

Since the ATP binding site of DDX3X is structurally similar to many other ATP-hydrolyzing enzymes, the
attention focused next to the RNA-binding domain, with the aim of improving inhibitor selectivity. In the absence
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of three dimensional structures of human DDX3X in the pre-RNA-binding closed conformation, an homology
model based on the structure of the analogous conformation of the DEAD-box helicase eIF4AIII was used for
rational drug design. A high-throughput docking approach was applied, for the search of specific ligands for
the RNA-binding site of DDX3X, identified by a 10Å grid centred on the Thr323 residue of the enzyme. This
approach resulted in the identification of a class of N,N’-diarlylurea derivatives able to inhibit both the helicase
activity of DDX3X and to suppress viral replication in HIV-1-infected cells [156]. Further optimization was obtained
by building a refined model of DDX3X in complex with its RNA substrate, using the known structure of the
related DEAD-box helicase Vasa bound to RNA. This model allowed a more precise definition of the residues
involved in the interaction with the nucleic acid, leading to the identification of the hit compound 6 (Figure 2)
endowed with low micromolar activity against the DDX3X helicase activity. This inhibitor made contacts with
Arg276, Arg480, Pro274 in a mode similar to the modeled RNA strand. Additional hydrophobic interactions
were made with Phe357, Val500, Arg503 and Val500 [157]. Further inspection of the homology model suggested
the possibility of the introduction of substituents, able to exploit additional interactions within the RNA-binding
pocket. This led to the discovery of a novel family of RNA-competitive inhibitors of DDX3X helicase activity.
The best compound of this series, 16d (1-(4-(4-methyl-1H-1,2,3-triazol-1-yl)phenyl)-3-o-tolylurea) (Figure 2),
maintained the key interactions of the parent derivatives, taking additional contacts with Arg326 and Gly302. The
inhibitor 16d showed potent anti-helicase activity and was able to suppress the replication of different RNA viruses
(HIV-1, HCV, WNV, DENV), including HIV-1 strains resistant to clinically used antiretroviral drugs, showing
virtually no toxicity in cellular and animal models [158]. These results suggested that DDX3X might potentially be
exploited as a target for the development of broad-spectrum antiviral agents.

Recently, an analog-sensitive inhibition approach has been tried for DDX3X. An expanded active site mutant of
DDX3X was rationally designed, based on the crystal structure, by mutating the conserved Phe182 in a hydrophobic
pocket near the ATP-binding site, into Ala. This F182A mutant was used to screen different libraries of synthetic
compounds, leading to the identification of pyrazolopyramidine and anilinoquinazolines scaffolds as promising
starting points for the development of novel inhibitors [159].

Conclusion
The data reviewed above, support the notion of DDX3X as a sort of ‘molecular hub’, providing connection among
different cellular pathways. As shown in Figure 1, the ability of DDX3X to directly regulate gene expression at the
transcription and translation levels is important in the context of both cell proliferation and viral replication. On the
other hand, perturbation of DDX3X role(s) in the Snail/E-cadherin and Wnt/β-catenin axes seems to be relevant
only in the context of tumorigenesis. Conversely, alteration of the function(s) of DDX3X in the IFN-mediated
response is critical for viral infections. The different modulation of DDX3X activity in these various pathways
determines whether this protein acts in a positive (i.e., as an oncogene or proviral factor) or in a negative (i.e., as a
tumor suppressor or antiviral determinant) fashion. Often, DDX3X can have both positive and negative roles in the
context of the same tumor or infection by the same virus. One of the characteristic features of DDX3X is its ability
to perform different functions depending on its subcellular localization. DDX3X shuttles from the nucleus to the
cytoplasm, thanks to its N-terminal nuclear export signal and to three nuclear localization signal sequences, which
can independently mediate its nuclear import [3]. DDX3X is mainly cytoplasmic throughout the cell cycle, with an
increase in nuclear accumulation in early mitosis. DNA damage, cytokine stimulation or viral infection were found
to cause small changes in the subcellular localization of DDX3X [3]. On the other hand, altered localization of
DDX3X has been reported in different tumors. For example, in squamous cell carcinoma of the skin and in OSCC,
DDX3X was found to be predominantly cytoplasmic [33,59]. Also, in breast and colon cancer, increased nuclear
localization of DDX3X was found to correlate with poor prognosis and higher invasivity [43]. As discussed above, in
the cytoplasm, DDX3X participates in the Wnt/β-catenin pathway, assembly of SGs, innate immunity response,
as well as in translation of specific subsets of mRNAs. On the other hand, in the nucleus, DDX3X can regulate the
expression of a number of genes, interacting with their promoters or with transcriptional factors. Thus, shifting the
balance in the cytoplasmic versus nuclear fraction of DDX3X can significantly alter the equilibrium among these
different pathways. Another factor that can influence the role of DDX3X in the context of tumorigenesis is the
presence of specific mutations. DDX3X has been found to harbor mutations in leukemia, squamous cell carcinoma
and medulloblastoma samples (reviewed in [160]). Mapping of these mutations on DDX3X structure revealed that
many of the cancer-associated aminoacidic substitutions involve residues important for the catalytic functions of
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DDX3X. As discussed above, some of the physiological functions of DDX3X do not require its catalytic activity,
but only its physical interaction with other proteins. Thus, the presence of a catalytically impaired DDX3X fraction
can suppress certain pathways, while favoring other ones. Whether DDX3X will predominantly act as an oncogene
or a tumor suppressor, ultimately depends on several factors, such as its expression levels, the presence of mutations
and the tumor genetic background. Similar considerations might be proposed for the dual role that DDX3X can
play in the context of certain viral infections. Depending on the specific virus and/or the particular stage of the
virus life cycle, DDX3X can be a proviral or an antiviral factor. For example, as discussed above, in the context of
HIV-1 infection, DDX3X is co-opted by the virus to enhance the expression of the viral genes but, at the same time,
HIV-1 have evolved mechanisms to repress its role in viral RNA sensing by the innate immunity pathway [161].This
multifaceted roles of DDX3X make it, on one side, an attractive target for anticancer and antiviral chemotherapy,
but also, on the other side, render its practical exploitation a complex matter. Future lines of research must be
devoted to improve our understanding of the DDX3X molecular mechanisms, as outlined in the next section.

Future perspective
From the magic bullet to the magic target
In spite of the complexity of the network of molecular interactions involving DDX3X, the different studies
summarized above have provided a solid proof-of-principle for its exploitation as a chemotherapeutic target for the
treatment of a number of pathological conditions, such as different cancer types and different viral infections. The
idea of choosing a cellular protein as a target for viral infections is not new, but has been generally regarded as a
difficult and potentially dangerous approach, due to the risk of side effects in uninfected cells, as a consequence
of altering the functions of a cellular pathway. However, the ever-increasing capability of mapping the whole
interactome among viral and cellular proteins, along with the possibility of assessing in cellular and even animal
models, the consequences of inhibiting the expression of any given gene in the genome both on cell survival and in
the context of viral infections is opening up the possibility of identifying suitable targets. In parallel, our increasing
understanding of the differences in the genetic background of healthy versus cancer cells, or even among different
cancer types, has paved the way to the molecular-targeted anticancer therapies, exploiting cancer-specific protein
alterations in the expression or functions of the target proteins.

DDX3X, thus, is an example of what could be considered a shift in the paradigm of drug development, which
could be summarized as ‘from the magic bullet to the magic target’. First enunciated by Paul Ehrlich in 1909 along
with its discovery of the antisyphilis drug Salvarsan, the ‘magic bullet’ concept historically defined a molecule able
to hit a pathologically relevant molecular target (being it a microbe or a cancer cell), without harming the body. This
concept has further developed in the last 100 years, into a drug capable of acting simultaneously on different targets,
such as broad-spectrum anticancer tyrosine kinase inhibitors, yet retaining selectivity for the diseased cells [162]. On
the other hand, a ‘magic target’ is a protein which could be exploited for the treatment of both viral infections and
cancer, provided that it fulfills two main features: it is essential for the replication of several viruses, but not for the
viability of uninfected cells and its expression and/or functions are specifically deregulated, acting in an oncogenic
fashion in different types of cancer.

DDX3X is normally expressed in all tissues at relatively high levels, which might suggest an housekeeping
function of this protein. Indeed, targeted disruption of the DDX3X gene in mice led to early post-implantation
lethality, indicating its essential role in mouse embryo development [86]. However, silencing DDX3X gene expression
in cultured cells did not always result in suppression of cell proliferation, but has been shown to have different
outcomes, depending on the particular cell line and on the level of suppression achieved (Table 3). On the other hand,
as discussed above, some chemical inhibitors of DDX3X enzymatic activity were able to achieve suppression of viral
replication in infected cultured cells, with minimal toxicities for the control uninfected cells. Also, administration of
the 16d helicase DDX3X inhibitor in animals failed to show systemic toxicity at therapeutically effective doses [158].
Similarly, administration of the DDX3X RK-33 inhibitor to nude mice in xenograft models of lung cancer [59],
prostate cancer [163] or medulloblastoma [164] showed regression of the tumor up to 6-week administration, without
affecting viability of the mice. Based on our current knowledge of DDX3X cellular functions, it is possible
to hypothesize two major factors that can modulate the cellular response to DDX3X inhibition: the level of
redundancy in DDX3X functions and the specific mechanism of action of the inhibitors. Overall, human cells
possess 40 members of the DEAD-box family of RNA helicases and 15 members of the related DHX-family. In
the cell, there are other DDX proteins whose functions may, at least in part, overlap with DDX3X. For example,
DDX1, DDX21, DHX36, DHX9 and DDX60 also operate in the innate immune pathway, along with DDX3X,
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in sensing viral nucleic acids (reviewed in [165]). Similarly, DDX2, DDX6 and DHX36 associate, together with
DDX3X, to SGs in response to similar cellular stresses (reviewed in [165]). In general, several DDX-family RNA
helicases are involved in the same pathways as DDX3X, from transcription to mRNA processing and translation
(reviewed in [166]). Since most of these proteins share significant similarities in their catalytic properties, this suggests
the possibility of a significant level of redundancy among their functions. On the other hand, a particular tumor
or a virus can become dependent on a specific pathway and/or a specific interaction with a certain DEAD-box
helicase, for example DDX3X. As a consequence, partial inhibition of DDX3X may not be excessively detrimental
for a normal cell, due to the possibility that other DEAD-box proteins compensate for its loss, while it may become
deadly for a cancer cells or a virus. Another point to be taken into consideration, is the fact that, as discussed in
the previous sections, not all the functions of DDX3X, being them physiological, proviral or oncogenic, depend
on its catalytic activities. Many, in fact, are mediated by direct protein–protein interactions. Others depend on the
ATPase, but not on the helicase activity. Thus, by carefully selecting chemical compounds able to target a specific
function, either a catalytic activity or a protein–protein interaction, it is also possible to imagine of achieving
the desired selectivity against the diseased cells, leaving unaffected the normal ones. Gene disruption or silencing
experiments lead to complete or almost complete loss of the protein, thus do not allow to carefully distinguish
among these different effects, as chemical inhibition can do.

Of course, at this point we cannot rule out the risk of long-term toxicity problems following sustained suppression
of DDX3X. This needs to be more carefully explored in preclinical models. However, a therapeutic efficacy
of DDX3X inhibitors might not necessarily require long-term administration. Data from medulloblastoma and
prostate cancer animal models suggest that DDX3X inhibition can potentiate the effects of radiation therapy [163,164],
thus it could be used for a limited period of the time immediately preceding and following the irradiation of the
patient. In the case of viral infections, DDX3X inhibitors can be administered for a defined time during the peak
phase of viremia, to help the immune system in clearing the infection, or as part of combination therapies, to
potentiate the effects of the other drugs.

In summary, DDX3X can be regarded as a potential ‘magic target,’ to be exploited for the development of broad-
spectrum antivirals or anticancer drugs, but also as a cancer- or virus-specific target, or even for the simultaneous
treatment of viral chronic infections and associated cancers. Further development of this approach, however, requires
the need of a precise knowledge of the role(s) of DDX3X in specific tumors or viral infections, as a starting point
for designing personalized therapies based on the modulation of its diverse activities.

Executive summary

• DDX3X plays key roles in cell proliferation, innate immunity and viral infections.

• In cancer, DDX3X can act either as an oncogene or as a tumor suppressor.

• In viral infections, DDX3X can have either an antiviral role or act as a proviral factor.

• The molecular mechanisms underlying the dual function of DDX3X in cancer and viral infections are still not
completely understood.

• DDX3X is a validated target for both anticancer and antiviral chemotherapy.

• Still very few inhibitors of DDX3X have been developed and none of them has reached the clinical stage for the
treatment of either cancer or viral infections.

• The multifaceted roles of DDX3X in various cancers and viral infections can open the possibility to exploit this
protein as a target for broad-spectrum antitumor and/or antiviral therapies.
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ABSTRACT: Increased frequency of arbovirus outbreaks in the
last 10 years represents an important emergence for global
health. Climate warming, extensive urbanization of tropical
regions, and human migration flows facilitate the expansion of
anthropophilic mosquitos and the emerging or re-emerging of
new viral infections. Only recently the human adenosinetri-
phosphatase/RNA helicase X-linked DEAD-box polypeptide 3
(DDX3X) emerged as a novel therapeutic target in the fight
against infectious diseases. Herein, starting from our previous
studies, a new family of DDX3X inhibitors was designed,
synthesized, validated on the target enzyme, and evaluated
against the West Nile virus (WNV) infection. Time of addition
experiments after virus infection indicated that the compounds exerted their antiviral activities after the entry process, likely at
the protein translation step of WNV replication. Finally, the most interesting compounds were then analyzed for their in vitro
pharmacokinetic parameters, revealing favorable absorption, distribution, metabolism, and excretion values. The good safety
profile together with a good activity against WNV for which no treatments are currently available, make this new class of
molecules a good starting point for further in vivo studies.

■ INTRODUCTION
West Nile virus (WNV) is a neurotropic arbovirus member of
Flaviviridae family.1 Since its introduction in Europe and
America the number of novel infections is increasing, counting
during 2017, 204 novel reported cases in Europe2 and 2002 in
America.3 The number is impressive considering that about 80%
of WNV infections is usually asymptomatic and only the
remaining 20% may cause meningitis, encephalitis, or rarely
death in 1%.4 In addition, probably due to climate warming, the
number of novel human cases sharply increased in EU member
states during the current year, reaching 710 infections and 63
deaths as of 30 August.1 The rapid diffusion of WNV is
dependent on its zoonotic life cycle, which involves migratory
birds, Culex and Aedes mosquitos, and mammals including
horses and humans. In this context, inadequate vector control,
globalization, and human travel networks are only a few factors
that are contributing to this and other arboviruses spreading.
Despite continuous efforts being made to identify new drugs
(Figure 1) or vaccines, no specific therapy or prophylaxis is
actually available on the market and the treatment remains

symptomatic.5 In this context, a drug repurposing strategy
provided new drug candidates to fight emerging and re-
emerging viruses6 but often the antiviral compounds are poorly
active or are directed on viral enzymes and are thus generally
characterized by a low genetic barrier to resistance (Figure 1).
In the last few years, the human adenosinetriphosphatase

(ATPase)/RNA helicase X-linked DEAD-box polypeptide 3
(DDX3X) protein has been identified as a component of critical
host-cell pathways, hijacked by several pathogenic human
viruses.7 DDX3X, an adenosine 5′-triphosphate (ATP)-depend-
ent RNA helicase, is involved in many aspects of RNA
metabolism, such as transcription, translation, and RNA decay.
It localizes to P-bodies, cytoplasmic foci related to mRNA
turnover that are disrupted in response to the infection of viruses
such as WNV or dengue virus (DENV).8 Furthermore, after
WNV infection, DDX3X was released from P-bodies and
colocalized at a perinuclear region with viral NS3.9 It was found,
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moreover, that DDX3X knockdown strongly decreased WNV
replication, suggesting an important implication not yet
completely understood.9 Although its role in the life cycle of
different viruses was extensively studied,10−15 only few DDX3X
inhibitors have been published as antiviral agents16−20 and the
mechanism of action is clearly described only for HIV-1.21 In a
recent work,18 we identified the first inhibitor of the helicase
binding site of DDX3X also active against WNV. Such a
compound belonged to a family of DDX3X RNA-competitive
molecules characterized by high selectivity and no cytotoxic
effects in both in vitro and in vivo models. Among them,
compound 16d (compound 1 of the manuscript), belonging to
the urea series, was the first DDX3X inhibitor endowed with a
broad spectrum of antiviral activity against HIV-1 (both wild-
type and drug-resistant strains), HCV, and new emerging viruses
(WNV and DENV).18 Despite 1 representing the proof of
concept that DDX3X inhibitors could be used as novel antivirals
drugs, its poor aqueous (aq) solubility limited its bioavailability
in preclinical models, causing its accumulation in fat tissues
(Log S = −7.05).
With the attempt to enlarge our library of DDX3X inhibitors,

we performed a homology model-based virtual screening19 that

led us to identify another small-molecule inhibitor of DDX3X
helicase activity (compound 2 of the present paper)
characterized by a sulfonamide moiety. Despite its low passive
permeability, compound 2 was characterized by a very good
aqueous solubility and at the same time by a promising
antienzymatic activity value of 0.36 μM.19 Pursuing our research
of novel druglike DDX3X inhibitors, we performed a docking
analysis of the two hit compounds 1 and 2. On the basis of the
three-dimensional (3D) overlap of the two molecules within the
biding site, we designed a new series of hybrid compounds by
merging the key structural moieties of 1 and 2 able to interact
with the main residues involved in the binding of both of them
(Arg276, Pro274, and Arg480). Novel compounds (8−20 and
31−36) were then synthesized and validated against DDX3X
enzyme and evaluated for their ability to inhibit WNV
replication, leading to a small library of derivatives endowed
with antiviral activities comparable or higher than the broad
spectrum antiviral compound 1-β-D-ribofuranosyl-1,2,4-tria-
zole-3-carboxamide (ribavirin). Moreover, the time of addition
experiments highlighted that compounds likely act in the first
phases of WNV replication. Finally, absorption, distribution,
metabolism, and excretion (ADME) analysis of the most potent

Figure 1. Two-dimensional (2D) chemical structures of the known WNV inhibitors and their potential inhibitory target.

Figure 2. (A)Overlapped bindingmode of compound 1 (pink) and 2 (bluemarine) in DDX3X helicase pocket. Main interactions of both compounds
with key residues of the active site are highlighted. Remarkably, Arg276, Arg480, and Gly302 make important contacts also with RNA phosphate
backbone, whereas Gly325, Pro274, and Arg503 interact directly with the nucleobases. (B) Two-dimensional (2D) structure representation of the
schematic idea behind the merged series design. (C) Proposed binding mode for merged derivative 13.
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derivatives revealed 100 times improved aqueous solubility with
respect to the hit 1, thus allowing to overcome an important
limitation of our compound.

■ RESULTS AND DISCUSSION
MolecularModeling.With the purpose of identifying novel

small-molecule inhibitors of the DDX3X helicase binding site,
we analyzed the docking poses of our hit compounds 1 and 2
within the DDX3X RNA binding pocket. The 3D structure of
DDX3X in its RNA-bound closed conformation previously
generated by homology modeling19 was used to perform our
studies. As shown in Figure 2A, the docking analysis of
compound 2 highlighted favorable hydrogen bond interactions
between the nitrobenzene oxygen atom and Arg276 andGly325,
as well as between the sulfonamide group and Pro274 and
Arg480 whereas the hydroxyl substituent is engaged in profitable
H-bond interactions with the residues Pro274 and Arg503.
Furthermore, hydrophobic interactions were found with
Phe357, Val500, and Arg503. The predicted binding mode of
compound 1 (Figure 2A) confirmed some key interactions, as
seen for compound 2; more in detail, the triazole ring interacted
with the guanidine group of Arg276, whereas the urea NH
groups and carbonyl moiety were involved in hydrogen bonds
with Pro274 and Arg480, respectively. Moreover, the butyl
terminus established beneficial interactions with Arg326 and
Gly302. Finally, the tolyl ring established hydrophobic contacts
with Arg503 and Pro274 side chains and the phenyl ring made
hydrophobic interactions with Phe357.
It is worthy to note that two compounds were both able to

interact with Arg276 and Arg480 and also make profitable
contacts with Gly325, Pro274, and Arg503, which our
computational model19 suggested to be important in RNA
strand interactions into the helicase binding site (Figure 3).

Starting from this analysis, we merged the key structural units
of 118 and 219 to provide a new series of compounds able to
interact at the same time with most of the residues involved in
the binding of both of them, with particular attention to Arg276,
Pro274, and Arg480, according to their suggested role in RNA
strand binding. To this aim, as shown in Figure 2B, the n-alkyl
substituted triazole group was selected from 1 structure whereas
the phenyl-substituted sulfonamide moiety was chosen from the
structure of compound 2; the “hybrid” structure was finally
composed by using the common aromatic ring (B) as a linker,
and a small library of compounds were designed around this
starting structure to explore the chemical space in relation to the
activity against DDX3X.
Chemistry. The synthesis of compounds was accomplished

following the synthetic route reported in Scheme 1. Amino-

thiophenol 3 was first converted into azide 4 by diazotization; a
subsequent click reaction with the opportune terminal alkynes
5a−c provides triazoles 6a−c. Oxidative chlorination of thiols
6a−c led to the corresponding sulfonyl chloride intermediates
that were immediately converted into final compounds 8−20 by
nucleophilic reaction with the opportune aromatic amines.
Terminal alkynes 5a and 5b were, respectively, synthesized

from propargyl alcohol and but-3-yn-1-ol by Haworth alkylation
and purified by distillation (Scheme 2). As shown in Scheme 3,
aniline 25 was synthesized by nucleophilic displacement of 1-
fluoro-3-nitrobenzene 23 with morpholine in the presence of
K2CO3 and subsequent reduction catalyzed by Pd on charcoal.
As shown in Scheme 4, the synthetic route to the final

compounds 31−34 first entailed the preparation of the common
azide intermediate 30, using synthetic procedures described in
Scheme 1. Derivatives 31−34 were then obtained by click
reaction with the opportune terminal alkyne. Para-substituted
compounds 35 and 36 were synthesized analogously.

Biological Evaluation. Derivatives 8−20 and 31−36 were
first evaluated for their ability to inhibit the helicase activity of
DDX3X; results are reported in Table 1. Seven compounds
showed promising inhibitory values higher than of 80%
(compounds 8−10, 14, 15, 19, and 31). The meta substitution
of triazole on ring B was more a favorite with respect to the para
position, 36 being about 26% less active than the corresponding
meta derivative 8. This is also confirmed by the docking studies,
due to the higher shape complementarity of the binding site and
8 with respect to 36. Three-dimensional conformations of the
latter results into being much more constrained within the
pocket, and this is likely responsible for the lower activity.
Replacement of triazole butyl chain with isopentyl was well

tolerated (compound 31); when the length was reduced to two
carbons, the activity decreased to about 25% in compound 33, in
line with a lower occupancy of the binding site and poorer
complementarity between ligand and protein cavity, as also
shown by the docking model. Yet, according to this observation,
the introduction of bulkier substituents, such as cyclohexyl and
phenyl, was detrimental for the activity, which decreased to 41
and 52% for compounds 34 and 32, respectively.
Alkyl chain of the triazole ring was also explored by checking

the effect of introducing a polar atom. As a result, methyl-ethyl
ether derivatives 10 and 15 retained their activities; in contrast,
ethyl-methyl ether 11 was found 31% less active than the
corresponding isomer 10. According to our docking studies, the
ether oxygen atom can establish a hydrogen bond interaction
with Arg326. In fact, in the ethyl-methyl ether derivatives, the
distance between the ether oxygen atom and its counterpart is
less favorable to the hydrogen bond interaction. On the whole,
pocket-hosting the substituted triazole moiety requires a precise
spatial disposition (meta substitution preferred over the para
one) while preferring more flexible, less constrained triazole
substituents (butyl and isopentyl preferred over phenyl and
cyclohexyl rings) occupying as much space as possible (lower
activity in the presence of ethyl substituent). Polar atoms are
tolerated, and a proper distance to efficiently interact with
Arg326 appears to favor compound activity.
Analogously, the pocket that houses the other terminal side of

our compound series, i.e., ring A, also presents distinctive
hallmarks. In particular, a proper combination of both polar and
hydrophobic interactions appears to be beneficial to com-
pounds’ activity. Noteworthily, the presence of a hydrogen bond
acceptor on ring A leads to a high percentage of DDX3X
inhibition across this chemical series, hydrogen bond

Figure 3. Surface and cartoon representation of RNA’s main
interactions within the helicase binding site of our homology model.
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interactions being feasible with Pro274 and Arg503 of the
binding pocket, as revealed by our docking studies. On
confirmation of that, the introduction of an isoquinolyl-ring
(compounds 14 and 15) on ring A was well tolerated as well as
the −OH and the −OCH3 ortho substitution (compounds 8
and 19), all bearing hydrogen-bonding moieties. Also,
compounds 9 and 10, bearing the −CF3 moiety at the ortho
position of ring A, satisfy such requirements, being the
trifluoromethyl group reported to have both hydrophobic and
polar (hydrogen-bonding) properties.22 Substitution of the
trifluoromethyl or hydroxyl groups of compounds 8−10 with a
methyl group (compound 13), which shows only hydrophobic
properties, leads to a lower DDX3X % of inhibition in the
sulfonamide series. Activity further decreases in the presence of
fluorine or hydrogen substituents (compounds 12 and 20),
which have similar percent of inhibition values. Lower activity of
compound 12 is likely due to the lower occupancy combined
with a less effective hydrogen-bonding interaction, both exerted
by the fluorine atom; the unsubstituted derivative 20 likewise
showed a reduced activity value of 31%. The abolishment of the

Scheme 1. Synthesis of Sulfonamides 8−20a

aReagents and conditions: (i) (a) t-BuONO, acetonitrile (ACN), 20 min, 0 °C; (b) TMSN3, ACN, 2 h, room temperature (r.t.); (ii) CuSO4·5
H2O, sodium ascorbate, H2O/t-BuOH (1:1), microwave (MW), 10 min, 120°C; (iii) H2O2, SOCl2, ACN, from 0 °C to r.t., 15 min; (iv) opportune
amine, pyridine (dry), 5 h, r.t.

Scheme 2. Synthesis of Ethers 5a and 5ba

aReagents and conditions: (i) (a) NaOH(aq) (6 M), 20 min, r.t; (b)
dimethylsulfate or diethylsulfate, 60 min, 50−55 °C.

Scheme 3. Synthesis of Aniline 25a

aReagents and conditions: (i) (a) morpholine, K2CO3, dimethyl
sulfoxide (DMSO) (dry), 3 h, 200 °C, (ii) H2, Pd/C, MeOH, 1 h.

Scheme 4. Synthesis of Sulfonamides 31−34a

aReagents and conditions: (i) Pyr, 5 h, r.t. (ii) H2, Pd/C, MeOH; (iii) (a) t-BuONO, CH3CN, 20 min, 0 °C; (b) TMSN3, CH3CN, 2 h, r.t.; (iv)
opportune terminal alkyne, CuSO4·5H2O, sodium ascorbate, H2O/t-BuOH (1:1), MW, 10 min, 120 °C.
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activity for compound 16, where a morpholine moiety was
introduced on ring A, is explained by docking studies to be due
to the spatial constraints of the region of the binding site, being
able to accommodate the planar isoquinoline system but
unfavorable in hosting the morpholine ring.

Also, the ortho position of the substituents on ring A results in
being preferred although the para-methoxy substitution of
derivative 18 is tolerated with a slight loss of activity.
Unfortunately, the low solubility of 17 and 35 limited their
enzymatic evaluation.

Table 1. DDX3X Antienzymatic Activitya

aData represent mean two values of the least two experiments. b% inhibition at a fixed concentration of 20 μM. cna: not active. nd: not determined,
compound precipitated from medium.
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The docking studies suggested that compounds could act as
competitive inhibitors in the helicase binding site. To prove our
hypothesis, we generated dose−response curves, titrating
compound 8 in DDX3X helicase assays, in the presence of
increasing fixed concentrations of the RNA substrate. As shown
in Figure 4, the inhibitory potency (ID50) of the compound

decreased (higher absolute values) as the RNA concentrations
increased. This is consistent with the hypothesized competitive
mechanism of inhibition, with respect to the RNA substrate.
The compounds described here have been rationally designed

to specifically target the helicase activity of DDX3X. To confirm
the selectivity of our compounds, we tested the ability of 1, 2, 9,
and 14 to inhibit the ATPase activity of DDX3X and the helicase
activity of the related human DEAD-box helicase DDX1. As
shown in Table 2, no inhibition was found with any compound
concentration.

Then, we quantified the cellular concentrations of the protein
DDX3X, to confirm the presence of our target before carrying
out anti-WNV and cytotoxicity assays. As reported in Table 3,
African green monkey kidney epithelial (VERO) cells are

endowed by a DDX3X concentration of 421 nM, higher than
adenocarcinomic human alveolar basal epithelial cells (A549)
but lower than human hepatocellular carcinoma cell line Huh7
(respectively valued 103 and 755 nM).
The three cell lines were infected withWNV at an multiplicity

of infection (MOI) of 0.1, and the antiviral activity of compound
9 was assayed. As reported in Table 4, its activities seemed
proportional to the DDX3X concentrations. Probably due to the
DDX3X implications in pulmonary cancer,23 9 showed a
cytotoxic activity of 21.3 μM. For these reasons, to avoid
interferences due to anticancer-related cytotoxic effects, the
human Huh7 cells characterized by a higher DDX3X
concentration of 755 nM were chosen to perform our studies.
Subsequently, Huh7 cells were infected with WNV and

compounds endowed with the best IC50s against DDX3X were
assayed for their antiviral properties. As reported in Table 5,
compounds showed interesting antiviral activities, ranging from
2.3 to 65.9 μM, comparable or even higher than those of the
broad spectrum antiviral ribavirin, which was used as a reference
compound. Compound 8 showed the highest antiviral activity
value of 2.3 μM, followed by 15, 9, 13, 14, and 10. All of these
compounds had comparable antienzymatic profiles; the overall
trend of their cellular activities could be ascribed to their
different physicochemical parameters, which may influence the
cellular penetration and consequently antiviral effects. Com-
pound 15 resulted to be particularly promising, since it showed
good antiviral activity together with favorable aqueous solubility,
100 times higher than that of hit compound 1. Compound 2
showed the lowest activity, probably due to the limited cellular
permeability (see ADME Assay and Table 6). The mild antiviral
activity of compound 13 is in line with its % inhibition of about
60% against DDX3X and was considered not worthy of further
investigation. Finally, compound 12 endowed with the worst
DDX3X inhibitory activity was found to be inactive in the cell-
based assay.
To better evaluate the antiviral activities of our compounds,

we selected 9 as a representative of the series, to investigate the
mechanism of action (Figure 5). Time of addition studies,
performed at compound inhibitory concentration near and
under the IC50 values, clearly demonstrated that 9 acted in the
first 2 h of the WNV life cycle, since the addition of 9 after 3 h
post infection did not affect viral replication (Figure 5A). In
particular, although an antiviral effect was visible when added
before viral infection and cell entry occurred, the substantial
activity of compound 9 after 2 h of infection also could indicate
that its main target activity was in subsequent steps of the viral
replication. Consequently, we evaluated the effect of 9 in the
production of both genomic and complementary viral RNA.
Importantly, our inhibitor was able to interfere with the
concentration of genomic RNA at an early time of the infection
(from 2 to 12 h post infection) only when added 1 h post
infection and caused no significant changes when added 3 h post
infection. Moreover, although the complementary RNA was not
revealed up to 12 h post infection, 24 h post infection the
quantity of complementary RNA was slightly lower after the
addition of compound 9 1 h post infection. Moreover, our
inhibitor was able to interfere marginally with the concentration
of genomic RNA, without significant changes in the quantity of
the complementary noninfective RNA. Finally, we evaluated its
effect on the production of WNV nucleocapsid (NC) protein.
As highlighted in Figure 5C, the addition of 9 1 h post infection
significantly reduced the concentration of NC whereas
according to the results shown in panel C, its addition after 3

Figure 4. Increasing concentrations of the inhibitor 8 were titrated in
helicase assays, in the presence of 30 pmol of DDX3X and increasing
fixed concentrations of the dsRNA substrate. Values are the mean of
three independent measurements ± standard deviation (S.D.). The
residual enzymatic activity values were plotted as a function of the
inhibitor concentrations, and the corresponding ID50 values calculated
for each dsRNA concentration are indicated on the right side of the
panel.

Table 2. Enzymatic Data on Selected Compounds

cpd ID ATPase DDX3, IC50 (μM) DDX1, IC50 (μM)

1 >200a >200a

2 >200a >200a

9 >200a >200a

14 >200a >200a

aThe value >200 indicates that less than 20% of inhibition was
observed at 200 μM, the highest concentration tested.

Table 3. DDX3X Cellular Expression in Huh7, A549, and
VEROa

Huh7b VEROc A549d

DDX3X (nM) 755 ± 170 421 ± 140 103 ± 20

aValues represent mean ± S.D. of three independent experiments. For
details, see Methods. bEvaluated in Huh7: hepatocellular carcinoma
cells. cEvaluated in VERO: African green monkey kidney cells.
dEvaluated in A549: adenocarcinomic human alveolar basal epithelial
cells.
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h did not change NC concentration, which was comparable to
the control. Overall, these results suggested a possible
implication of 9 in the first phases of viral replication, probably
during protein translation, after the entry process.
In Vitro ADMEAnalysis.Compounds 2, 8, 9, 10, 14, and 15

were in vitro profiled for aqueous solubility, liver microsomal
stability, and membrane permeability. As reported in Table 6,
compounds were characterized by improved aqueous solubility
values, in particular, compounds 14, 15, and 10, even if less
active against WNV than compound 1 and about 100 times
more soluble than hit compound 1 with Log S comparable to
that of 2. Furthermore, passive membrane permeability assay
(PAMPA) indicated nonlimiting values with the exception of hit
compound 2, that showed a minor value of 0.1 × 10−6 cm s−1

that is probably the cause of its inactivity in antiviral assay.
Finally, stability tests in human liver microsomes (HLM)

disclosed that all selected compounds showed a high metabolic
stability major of 95.6%.

■ CONCLUSIONS
We identified a completely new family of selective inhibitors of
the helicase activity of DDX3X. The compounds described here
have been rationally designed to specifically target the helicase
activity of DDX3X. Accordingly, they were inactive in the
ATPase assay and in the helicase assay against the related human
DEAD-box helicase DDX1. Future plans for improving the
assessment of selectivity of our compounds include their

Table 4. Comparison of Antiviral Activities of 9 in Different Cell Lines Infected with WNVa

Huh7d VEROe A549f

cpd ID EC50
b (μM) CC50

c (μM) EC50
b (μM) CC50

c (μM) EC50
b (μM) CC50

c (μM)

9 23.1 ± 0.4 >200 12 ± 1.1 >200 3.4 ± 0.8 21.3 ± 1.1
ribavirin 90 ± 2.5 >200 95 ± 5.1 nt 46 ± 2.3 nt

aData represent the mean of two values of the least two experiments. bEC50: half-maximal effective concentration or the needed concentration to
inhibit 50% viral-induced cell death. cCC50: cytotoxic concentration 50 or the needed concentration to induce 50% death of noninfected cells.
dEvaluated in Huh7: hepatocellular carcinoma cells. eEvaluated in VERO: African green monkey kidney cells. fEvaluated in A549: adenocarcinomic
human alveolar basal epithelial cells. Ribavirin was used as a reference compound. nt = not tested.

Table 5. Antiviral Activities and Cytotoxicity of Selected
Compounds against WNV-Infected Huh7 Cellsa

WNVd Huh7

cpd ID EC50
b (μM) CC50

c (μM)

1 8.8 ± 0.2 >200
2 120 ± 5.2 175 ± 11
8 2.3 ± 0.5 >200
9 23.1 ± 0.4 >200
10 65.9 ± 2.3 >200
12 >200 >200
13 39.9 ± 1.1 >200
14 55 ± 1.1 >200
15 13 ± 0.8 >200
ribavirin 95.5 ± 3.2 >200

aData represent mean ± standard deviation of three experiments.
bEC50: half-maximal effective concentration or needed concentration
to inhibit 50% viral-induced cell death. cCC50: cytotoxic concentration
50 or needed concentration to induce 50% death of noninfected cells.
devaluated in Huh7 cells. nt = not tested. Ribavirin was used as a
reference compound.

Table 6. In Vitro ADME Analysis of Selected Compounds

cpd ID Papp
a Log Sb HLM stabilityc

1 2.86 × 10−6 −7.05 99.0 ± 0.6
2 <0.1 × 10−6 −4.36 98.3 ± 1.1
8 0.1 × 10−6 −7.5 95.6 ± 0.8
9 0.21 × 10−6 −7.5 99.0 ± 1.2
10 0.71 × 10−6 −4.6 97.1 ± 0.6
14 0.68 × 10−6 −5.4 98.0 ± 0.9
15 0.44 × 10−6 −4.7 96.0 ± 0.4

aApparent permeability reported in cm s−1. bAqueous solubility
expressed as Log of molar concentration. cHuman liver microsomal
(HLM) metabolic stability.

Figure 5. Effect of varying anti-DDX3X compound 9 at the time of
administration on WNV replication. (A) WNV infection of Huh7 cells
at MOI of 0.1 in presence of compound 9 at 1 and 10 μM added at the
indicated time (h) relative to the infection and assayed with the viral
plaque reduction assay. Data represent mean ± standard deviation. (B)
WNV genomic and complementary viral RNA in Huh7 cells assayed
after infection in absence or in presence of compound 9 at 1 μM added
at 1 and 3 h of the infection. Data represent mean± standard deviation.
(C)WNV capsid protein electrophoretic mobility obtained fromHuh7
cells after infection in absence or in presence of compound 9 at 1 μM
added at 1 and 3 h of the infection. No compound 9 addition
performed.
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evaluation on a broader panel of DDX-family helicases, as well as
the exploitation of Huh7 cells with inducible silencing of
DDX3X expression. Both approaches are currently under
development in our laboratory and will be the subject of future
communications. Among the 21 compounds reported, six of
them (namely, compounds 8, 9, 10, 13, 14, and 15) are
characterized by promising antiviral activities against WNV,
lower than those of the broad spectrum antiviral ribavirin, and
more importantly without signs of cellular toxicities. It is worth
pointing out that the antiviral activities are DDX3X-dependant,
since compound 12, endowed with the worst inhibitory activity,
did not show any antiviral effect up to 200 μM. Furthermore,
merged derivatives 10, 14, and 15, even if less active against
WNV than compound 1, are endowed with very good aqueous
solubility, with values 100 times higher than those of the hit 1,
thus overcoming an important limitation of the previously
published compounds. Furthermore, the time of addition
experiments is consistent with literature studies previously
published on DDX3X recruitment on WNV replication site,21

highlighting an involvement of our compounds in the first
phases of WNV replication and suggesting their possible role in
the step of protein translation, after the entry process.
Noteworthily, although tolerability and bioavailability need to
be proved in vivo, the effectiveness of the compounds also when
added before viral cell infection suggests their possible use as
prophylactic antiviral drugs. Even if we are aware that deep
investigations are needed to elucidate the mechanism of action
of our compounds, to date, the exact implications of our own
target on the WNV life cycle remain poorly understood.
In the absence of any available antiviral compound for the

treatment of WNV infection,24 the present study confirms our
previous findings, suggesting that DDX3X helicase inhibitors
can represent the Achilles’ hell of viruses and that human
proteins can be manipulated to fight novel emerging viral
threats.

■ METHODS
Docking Studies. All compounds studied herein were docked

within the RNA binding site of the modeled human DDX3X closed
conformation previously published19 using the software package
GOLD 4.1.25,26 The pocket under investigation was inserted into a
grid box centered on residue Phe357 and enclosing residues lying
within 10 Å from such amino acid. The genetic algorithm parameter
settings were employed using the search efficiency set at 100%, and 100
runs were carried out for each ligand. Chemscore was chosen as the
fitness function. Finally, results differing by less than 1.5 Å in ligand-all
atom root-mean-square deviation were clustered together. For each
inhibitor, the first ranked solution was selected for further analysis.
Pictures of the modeled ligand−enzyme complexes together with
graphic manipulations were rendered using PyMOL molecular graphic
system.27

Chemistry. Reagents were obtained from commercial suppliers (for
example, Sigma-Aldrich, Alfa Aesar). All commercially available
chemicals were used as purchased without further purification.
CH2Cl2 and MeOH were dried prior to use by distilling from calcium
hydride or magnesiummethoxide. Anhydrous reactions were run under
positive pressure of dry N2 or argon. Thin-layer chromatography
(TLC) was carried out using Merck TLC plate silica gel 60 F254.
Chromatographic purifications were performed on columns packed
with Merck 60 silica gel, 23−400 mesh, for the flash technique.
All NMR spectra were recorded on a Bruker Avance DPX400

spectrometer at 400 MHz for 1H NMR or 100 MHz for 13C NMR.
Chemical shifts are reported relative to tetramethylsilane at 0.00 ppm.
1H patterns are described using the following abbreviations: s = singlet,

d = doublet, t = triplet, q = quartet, quint = quintet, sx = sextet, sept =
septet, m = multiplet, br = broad signal, and br s = broad singlet.

Mass spectra (MS) data were obtained using an Agilent 1100 LC/
mass spectra detection (MSD) VL system (G1946C) with a 0.4 mL
min−1 flow rate using a binary solvent system 25 of 95:5methyl alcohol/
water ratio. UV detection was monitored at 254 nm. Mass spectra were
acquired in positive and negative mode scanning over the mass range.

Microwave Irradiation Experiments. These were conducted
using CEMDiscover Synthesis Unit (CEMCorp., Matthews, NC). The
machine consists of a continuous focused microwave power delivery
system with operator selectable power output from 0 to 300 W. The
temperature of the content vessels was monitored using a calibrated
infrared temperature control mounted under the reaction vessel. All
experiments were performed using a stirring option whereby the
contents of the vessels are stirred by means of a rotating magnetic plate
located below the floor of the microwave cavity and a Teflon-coated
magnetic stir bar in the vessel.

UV/Layer Chromatography (LC)-MS Method. For the quanti-
tative analysis, a UV/LC-MS system was used. LC analysis was
performed by Agilent 1100 LC/MSD VL system (G1946C) (Agilent
Technologies, Palo Alto, CA) constituted by a vacuum solvent
degassing unit, a binary high-pressure gradient pump, and a 1100
series UV detector, and a 1100 MSD model VL benchtop mass
spectrometer was used. The Agilent 1100 series mass spectra detection
(MSD) single-quadrupole instrument was equipped with the
orthogonal spray atmospheric pressure ionization electrospray (API-
ES, Agilent Technologies, Palo Alto, CA). Nitrogen was used as
nebulizing and drying gas. The pressure of the nebulizing gas, the flow
of the drying gas, the capillary voltage, the fragmentor voltage, and the
vaporization temperature were set at 40 psi, 9 L min−1, 3000 V, 70 V,
and 350 °C, respectively. UV detection was monitored at 280 nm. The
LC-electrospray ionization (ESI)-MS determination was performed by
operating the MSD in the positive-ion mode. Spectra were acquired
over the scan range m/z 50−1500 using a step size of 0.1 u.
Chromatographic analysis was performed using a Varian Polaris 5 C18-
A column (150 × 4.6 mm2, 5 μm particle size) at room temperature.
Analysis was carried out using gradient elution of a binary solution;
eluent A was ACN, whereas eluent B consisted of water. The analysis
started at 0% A for 3 min, then rapidly increased up to 98% in 12 min,
finally remaining at 98%A until 18min. The analysis was performed at a
flow rate of 0.8 mL min−1, and the injection volume was 20 μL. LC
retention times, molecular ion (m/z), and LC purity (by UV) were
based on the method below. Purity of compounds (as measured by the
peak area ratio) was >97%.

3-Azidobenzenethiol (4). 3-Aminothiol (2.0 g, 15.97 mmol) was
dissolved in CH3CN and cooled to 0 °C in an ice−salt bath. To this
stirred solution was added t-BuONO (2.84 mL, 23.9 mmol), and the
mixture was stirred for 10 min; after this time, TMSN3 (2.53 mL, 19.17
mmol) was added dropwise, during 10 min, and the resulting brown
solution was stirred at r.t. One hour later the solvent was removed at
reduced pressure and the residue was purified by flash chromatography
on silica gel. Purification eluent: EP/EA 8:2, yield 80%. Pale white solid.
1HNMR (400MHz, CDCl3): δ 7.3−7.2 (m, 2H), 7.1 (s, 1H) 6.9 (d, J =
6.4 Hz, 1H) ppm.

General Procedure for the Preparation of Compounds 5a
and 5b. To a stirring solution of 200 g of NaOH in 300 mL of water
(0.3 mol, 16.8 g) was added the opportune alcohol (2.5 mL, 33.02
mmol). To this was slowly added the corresponding sulfate (15 mmol,
2082 mg) in 2 h dropwise, and the mixture was heated at 50 °C. The
final product was distilled off; the distillation was stopped at 95 °C;
then, the content of the receiver was washed with cold NH4Cl(aq)
solution and separated.

3-Ethoxyprop-1-yne (5a). Yield 68% colorless oil. 1H NMR (400
MHz, CDCl3-d): δ 4.13−4.13 (d, J = 2.4 Hz, 2H), 3.60−3.55 (q, J = 6.9
Hz, 2H), 2.41−2.40 (t, J = 4.8 Hz, 1H), 1.24−1.22 (t, J =6.9 Hz, 3H)
ppm.

4-Methoxybut-1-yne (5b). Yield 52% colorless oil. 1H NMR (400
MHz, CDCl3-d): δ 3.52−3.49 (m, 2H), 3.33 (s, 3H), 2.47−2.43 (m,
2H), 1.99−1.97 (m, 1H) ppm.
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General Procedure for the Preparation of Triazoles (6a−c).
The appropriate alkyne (6.08 mmol) and the opportune azide (5.07
mmol) were suspended in a 1:1 mixture of water and t-BuOH (1.5 mL
each) in a 10 mL glass vial equipped with a small magnetic stirring bar.
To this was added sodium ascorbate (2.5 mmol) and copper(II) sulfate
pentahydrate (2.50 mmol). The mixture was then heated for 10 min at
80 °C under microwave irradiation, using an irradiation power of 300
W. Thereafter, the solvent was removed at reduced pressure, water was
added, and the mixture was extracted with EtOAc (3 × 20 mL). The
organic layers were collected, washed with brine, and dried over
Na2SO4. The crude was purified by flash chromatography on silica gel
using the opportune eluent to give the desired triazole compounds.
3-(4-(Ethoxymethyl)-1H-1,2,3-triazol-1-yl)benzenethiol (6a). Pu-

rification eluent: EP/EA 7:3, white solid, yield 62%. 1H NMR (400
MHz, MeOD): δ 7.97 (s, 1H), 7.94 (s, 1H), 7.60−7.57 (m, 2H), 7.49
(t, J = 8.0 Hz, 1H), 4.70 (s, 2H), 3.66 (q, J = 6.8 Hz, 2H), 0.89 (t, J = 6.8
Hz, 3H) ppm.
3-(4-(2-Methoxyethyl)-1H-1,2,3-triazol-1-yl)benzenethiol

(6b). Purification eluent: EP/EA 7:3, white solid, yield 50%. 1H NMR
(400MHz,MeOD): δ 8.02 (s, 1H), 7.45−7.29 (m, 2H), 7.28 (d, J = 7.4
Hz, 1H), 7.18 (t, J = 7.5, 1H), 3.75 (t, J = 6.6Hz, 2H), 3.38 (s, 3H), 2.97
(t, J = 6.6 Hz, 2H).
3-(4-Butyl-1H-1,2,3-triazol-1-yl)benzenethiol (6c). Purification

eluent: EP/EA 8:2, pale white solid, yield 78%. 1H NMR (400 MHz,
CDCl3): δ 7.95 (s, 1H), 7.72 (s, 1H), 7.6−7.53 (m, 2H), 7.47 (t, J = 8.0
Hz, 1H), 2.81 (t, J = 7.6 Hz, 2H), 1.75−1.67 (m, 2H), 1.47−1.39 (m,
2H), 0.97 (t, J = 7.6 Hz, 3H) ppm.
General Procedure for the Synthesis of Sulfonamides 8−20.

The opportune benzenethiol (6a−c) (0.43 mmol) was dissolved in 2
mL of acetonitrile; to this, 30% H2O2 (1.2 mmol, 133 μL) and SOCl2
(0.43 mmol, 31 μL) were added and the corresponding solution was
stirred at room temperature for 30 min. After this time, the reaction
mixture was extracted with EtOAc (3× 25mL), washed with brine, and
dried over Na2SO4. The solvent was removed at reduced pressure, and
the resulting residue was dissolved in 5 mL of dichloromethane
(DCM). To this, a solution of the opportune aromatic amine in 1 mL of
pyridine was added drop by drop. The resulting mixture was stirred at
r.t. for 4 h. Thereafter, water was added and the mixture was extracted
with DCM (6 × 30 mL), washed with brine, and dried over anhydrous
Na2SO4. The corresponding residue was purified on silica with the
opportune eluent.
3-(4-Butyl-1H-1,2,3-triazol-1-yl)-N-(2-hydroxyphenyl)-

benzenesulfonamide (8). Purification eluent: hexane/AcOEt 3:1, yield
80%. 1H NMR (400 MHz, acetone): δ 8.79−8.35 (m, 2H), 8.34−8.31
(m, 2H), 8.11−8.09 (d, J = 8.0 Hz, 1H), 7.81−7.79 (d, J = 8.0 Hz, 1H),
7.71−7.67 (t, J = 8.0 Hz, 1H), 7.37−7.35 (d, J = 8.0 Hz, 1H), 6.99−
6.95, (t, J = 8.0 Hz, 1H), 6.81−6.77 (m, 2H), 2.84 (t, J = 7.6 Hz, 2H),
1.77−1.69 (m, 2H), 1.46−1.38 (m, 2H), 0.99 (t, J = 7.6 Hz, 3H). 13C
NMR (100 MHz, acetone): δ 149.88, 142.46, 131.77, 137.68, 130.44,
126.66, 126.50, 124.40, 124.19, 123.58, 119.90, 119.47, 118.32, 115.59,
31.30, 24.94, 21.95, 13.19. High-resolution mass spectrometry
(HRMS) (ESI) m/z calcd for C18H19N4O3S [M − H]− 371.1178,
found 371.1180.
3-(4-Butyl-1H-1,2,3-triazol-1-yl)-N-(2-(trifluoromethyl)phenyl)-

benzenesulfonamide (9). Purification eluent: hexane/AcOEt 3:1, yield
90%. 1H NMR (acetone): δ 8.78 (s, 1H), 8.41−8.37 (m, 2H), 8.18−
8.16 (d, J = 8.2 Hz, 1H), 7.89−7.87 (d, J = 7.6 Hz, 1H), 7.82−7.78 (t, J
= 7.8 Hz, 1H), 7.69−7.61 (m 2H), 7.54−7.52 (d, J = 8 Hz, 1H), 7.45−
7.44 (t, J = 7.4 Hz, 1H), 2.77−2.73 (t, J = 7.4 Hz, 2H), 1.71−1.67 (m,
2H), 1.45−1.35 (m, 2H), 0.94−0.89 (t, J = 8.0 Hz, 3H) ppm. 13CNMR
(acetone): 149.1, 142.66, 137.89, 134.15, 133.28, 130.93 (2C), 127.40
(q, J(C−F) = 5 Hz), 126.90, 126.28, 124.80, 123.85, 122.29 (q, J(C−F) =
273 Hz), 119.54, 118.03, 31.22, 24.95, 21.95, 13.18 ppm. HRMS (ESI)
m/z calcd for C19H18F3N4O2S [M − H]− 423.1103, found 423.1107.
3-(4-(Ethoxymethyl)-1H-1,2,3-triazol-1-yl)-N-(2-(trifluoromethyl)-

phenyl) benzenesulfonamide (10). Purification eluent: PE/EtOAc
7:2, yield 85%, white solid 1H NMR (400 MHz, CDCl3-d): δ 8.09 (1H,
s), 7.99−7.97 (m, 2H), 7.79−7.75 (m, 2H), 7.60−7.47 (m, 3H), 7.26−
7.22 (t, J = 7.2 Hz, 1H), 7.14 (s, 1H), 4.66 (s, 2H), 3.63−3.58 (q, J = 6.8
Hz, 2H), 1.24−1.20 (t, J = 6.8 Hz, 3H) ppm. 13C NMR (100 MHz,

CDCl3-d): 146.95, 144.13, 140.78, 137.44, 133.39, 130.80, 126.99,
126.07 (2C), 125.84, 124.87, 124.69, 122.09, 120.58 (q, J(C−F) = 280
Hz), 118.71, 66.39, 63.99, 15.07 ppm. HRMS (ESI) m/z calcd for
C18H16F3N4O3S [M − H]− 425.0895, found 425.0890.

3 - (4 - ( 2 -Me thoxye thy l ) - 1H -1 , 2 , 3 - t r i a zo l - 1 - y l ) -N - (2 -
(trifluoromethyl)phenyl)benzenesulfonamide (11). Purification elu-
ent: PE/EtOAc 7:2, yield 63%, white solid. 1H NMR (400 MHz,
CDCl3-d): δ 8.07 (1H, s), 8.02−8.00 (d, J = 8.0 Hz, 1H), 7.86−7.84 (d,
J = 7.9 Hz, 2H), 7.77−7.75 (d, J = 7.6 Hz, 1H), 7.61−7.50 (m, 3H),
7.28−7.24 (m, 2H), 3.72 (m, 2H), 3.394 (s, 3H), 3.08−3.07 (m, 2H)
ppm. 13C NMR (CDCl3): δ 145.32, 139.71, 133.11, 132.91, 132.43,
129.12, 128.81, 127.36, 126.04 (2C), 124.09, 119.21 (q, J(C−F) = 268
Hz), 119.1, 116.66, 115.51, 77.81, 59.44, 30.91 ppm. HRMS (ESI)m/z
calcd for C18H16F3N4O3S [M − H]− 425.0895, found 425.0893.

3-(4-Buty l -1H-1 ,2 ,3- t r iazol -1-y l ) -N- (2-fluorophenyl ) -
benzenesulfonamide (12). Purification eluent: PE/EtOAc 7:2, yield
71%, white solid. 1H NMR (400 MHz, CDCl3-d): 8.07 (s, 1H), 8.02−
8.01 (d, J = 8.0 Hz, 1H), 7.77−7.76 (d, J = 8.0 Hz, 1H), 7.68 (s, 1H),
7.62−7.57 (m, 2H), 7.15−7.09 (m, 2H), 6.99−6.94 (m, 2H), 2.80−
2.77 (t, J = 7.6 Hz, 2H), 1.74−1.66 (m, 2H), 1.46−1.37 (m, 2H), 0.97−
0.93 (t, J = 7.6 Hz, 3H) ppm. 13C NMR (100 MHz, CDCl3): 157.9 (d,
J(C−F) = 238 Hz), 149.77, 140.75, 137.65, 130.69, 127.13, 126.59,
124.96, 124.70, 124.59, 124.38, 118.44 (d, J(C−F) = 20 Hz), 115.79,
115.58 (d, J(C−F) = 9 Hz), 31.32, 25.23, 22.26, 13.78 ppm. HRMS (ESI)
m/z calcd for C18H18FN4O2S [M − H]− 373.1134, found 373.1129.

3-(4-Butyl-1H-1,2,3-triazol-1-yl)-N-(o-tolyl)benzenesulfonamide
(13). Purification eluent: hexane/AcOEt 3:1, yield 90%. 1H NMR (400
MHz, acetone): δ 8.56 (s, 1H), 8.35.8.33 (d, J = 8.0 Hz, 1H), 8.25−8.23
(d, J = 8.0 Hz, 1H), 8.14−8.11 (t, J = 7.2 Hz, 1H), 7.74−7.72 (m, 2H),
7.17−7.10 (m, 4H), 2.77−2.73 (t, J = 7.4 Hz, 2H), 2.72 (s, 3H), 1.73−
1.65 (m, 2H), 1.43−1.37 (m, 2H), 0.95−0.91 (t, J = 7.8 Hz, 3H) ppm.
13CNMR (100MHz, acetone): 149.06, 142.56, 137.76, 134.78, 134.16,
130.91, 130.72, 126.78, 126.51, 126.37, 126.28, 123.51, 119.46, 118.11
31.22, 24.95, 21.95, 17.18, 13.18 ppm. HRMS (ESI) m/z calcd for
C19H21N4O2S [M − H]− 369.1385, found 369.1387.

3-(4-Butyl-1H-1,2,3-tr iazol-1-yl)-N-( isoquinol in-6-yl) -
benzenesulfonamide (14). Purification eluent: hexane/AcOEt 3:1,
yield 77%. 1HNMR (400MHz, CDCl3-d): δ 9.23 (s, 1H), 8.42 (s, 1H),
8.26 (s, 1H), 7.89−7.83 (m, 4H), 7.66−7.62 (m, 3H), 7.55−7.46 (m,
2H), 2.74−2.71 (t, J = 7.8 Hz, 2H), 1.66−1.59 (m, 2H), 1.39−1.25 (m,
2H), 0.90−0.86 (t, J = 8.0 Hz, 3H) ppm. 13C NMR (100 MHz, CDCl3-
d): 152.43, 149.84, 142.93, 141.34, 137.68, 132.70, 131.10, 130.51,
129.38, 129.01, 128.51, 127.62, 127.38, 126.85, 124.13, 118.81, 115.75,
31.36, 25.25, 22.26, 13.62 ppm. HRMS (ESI) m/z calcd for
C21H22N5O2S [M + H]+ 408.1494, found 408.1489.

3-(4-(Ethoxymethyl)-1H-1,2,3-triazol-1-yl)-N-(isoquinolin-5-yl)-
benzenesulfonamide (15). Purification eluent: CHCl3/acetone 98:2,
white solid, yield 73%. 1H NMR (400 MHz, CD3OD): δ 9.50 (s, 1H),
8.51 (s, 1H), 8.45−8.43 (m, 2H), 8.23−8.18 (m, 3H), 8.07−8.05 (d, J =
8.0Hz, 1H), 7.80−7.66 (m, 4H), 4.63 (s, 2H), 3.61−3.56 (q, J = 7.2Hz,
2H), 1.32 (t, J = 7.2, 3H) ppm. 13C NMR (100 MHz, CDCl3-d) δ
192.82, 174.69, 149.87, 146.32, 141.42, 137.79, 136.51, 134.59, 132.21,
131.44, 130.80, 129.22, 126.87, 124.19, 123.06, 121.88, 118.89, 65.82,
62.91, 14.31 ppm. HRMS (ESI)m/z calcd for C20H20N5O3S [M + H]+

410.1287, found 410.1282.
3 - ( 4 - ( E t ho x yme t h y l ) - 1H - 1 , 2 , 3 - t r i a z o l - 1 - y l ) - N - ( 3 -

morpholinophenyl)benzenesulfonamide (16). Purification eluent:
CHCl3/acetone 98:2, white solid, yield 64%. 1H NMR (400 MHz,
CDCl3): δ 8.17 (s, 1H), 7.99 (s, 1H), 7.92 (d, J = 7.4 Hz, 1H), 7.79 (d, J
= 7.6 Hz, 1H), 7.72 (s, 1H), 7.59 (t, J = 8.0 Hz, 1H), 7.12 (t, J = 8.4 Hz,
1H), 6.78 (s, 1H), 6.68 (d, J = 8.4 Hz, 1H), 6.61 (d, J = 7.6 Hz, 1H),
4.71 (s, 2H), 3.81 (t, J = 4.4 Hz, 4H), 3.64 (q, J = 6.8 Hz, 2H), 3.1 (t, J =
4.4 Hz, 4H), 1.27 (t, J = 6.8 Hz, 3H) ppm. 13C NMR (100 MHz,
CDCl3-d) δ 152.8, 147.23, 141.24, 137.34, 137.13, 130.56, 129.88,
127.23, 124.35, 120.75, 119.00, 113.20, 112.88, 109.30, 66.56, 63.92
(2C), 48.91 (2C), 29.70, 15.15 ppm. HRMS (ESI) m/z calcd for
C21H26N5O4S [M + H]+ 444.1706, found 444.1701.

3 - ( 4 - ( E t ho x yme t h y l ) - 1H - 1 , 2 , 3 - t r i a z o l - 1 - y l ) - N - ( 4 -
isopropylphenyl)benzenesulfonamide (17). Purification eluent: PE/
EA 7:3, white solid, yield 71%. 1H NMR (400 MHz, CDCl3): δ 8.07 (s,

Journal of Medicinal Chemistry Article

DOI: 10.1021/acs.jmedchem.8b01403
J. Med. Chem. 2019, 62, 2333−2347

2341

http://dx.doi.org/10.1021/acs.jmedchem.8b01403


1H), 7.98 (t, J = 8.4 Hz, 1H), 7.79 (d, J = 8.0 Hz, 1H), 7.61, (t, J = 8.0
Hz, 1H), 7.55 (s, 1H) 7.12 (d, J = 8.0 Hz, 2H), 7.25 (s, 1H), 7.05 (d, J =
8.4Hz, 2H), 4.69 (s, 2H), 3.66−3.60 (m, 2H), 2.87−2.78 (m, 1H), 1.27
(t, J = 7.2 Hz, 3H), 1.19 (d, J = 6.8 Hz, 6H) ppm. 13C NMR (100 MHz,
CDCl3-d) δ 147.08, 141.22, 138.37, 137.35, 134.97, 133.40, 130.61,
129.60, 127.44, 127.14, 124.49, 122.99, 120.61, 118.86, 66.44, 64.06,
33.31, 24.10 (2C), 15.28 ppm. HRMS (ESI) m/z calcd for
C20H23N4O3S [M − H]− 399.1491, found 399.1488.
3-(4-Butyl-1H-1,2,3-triazol-1-yl)-N-(4-methoxyphenyl)-

benzenesulfonamide (18). Purification eluent: hexane/AcOEt 3:1,
yield 79%. 1H NMR (400 MHz, CDCl3-d): δ 8.10 (s, 1H), 7.95−7.93
(d, J = 7.6 Hz, 1H), 7.71 (s, 1H), 7.68−7.66 (d, J = 7.7 Hz, 1H), 7.61 (s,
1H), 7.56−7.52 (t, J = 7.9 Hz, 1H), 7.07−7.04 (d, J = 8.2 Hz, 2H),
6.77−6.75 (d, J = 8.2 Hz, 2H), 3.73 (s, 3H), 2.78−2.75 (t, J = 7.7 Hz,
2H), 1.71−1.64 (m, 2H), 1.43−1.36 (m, 2H), 0.95−0.91 (t J = 7.6 Hz,
3H) ppm. 13C NMR (100 MHz, MeOD-d4): δ 158.45, 149.70, 141.20,
137.55, 130.75, 127.59, 125.89 (2C), 124.43, 119.27, 118.89, 118.68,
114.46 (2C), 55.90, 31.84, 25.52, 21.87, 13.85 ppm. HRMS (ESI) m/z
calcd for C19H21N4O3S [M − H]− 385.1334, found 385.1338.
3-(4-Butyl-1H-1,2,3-triazol-1-yl)-N-(2-methoxyphenyl)-

benzenesulfonamide (19). Purification eluent: hexane/AcOEt 4:1,
yield 64%. 1H NMR (400 MHz, CDCl3) δ 8.28 (s, 1H), 8.08 (s, 1H),
7.97 (s, 1H), 7.62−7.60 (d, J = 8.0 Hz, 2H), 7.28−7.25 (t, J = 8.0 Hz,
1H), 6.68−6.65 (m, 4H), 3.80 (s, 3H), 2.78−2.73 (t, J = 8.0 Hz, 2H),
1.68−1.64 (m, 2H), 1.44−1.39 (m, 2H), 1.02−0.97 (m, 3H). 13CNMR
(100 MHz, CDCl3) δ 149.27, 149.11, 139.90, 139.74, 128.46, 127.64,
126.49, 124.93, 123.87, 123.11, 119.85, 119.72, 119.16, 114.93, 74.56,
31.00, 24.41, 21.46, 12.91 ppm. HRMS (ESI) m/z calcd for
C19H21N4O3S [M − H]− 385.1334, found 385.1329.
3-(4-Butyl-1H-1,2,3-triazol-1-yl)-N-phenylbenzenesulfonamide

(20). Purification eluent: hexane/AcOEt 3:1, yield 89%. 1H NMR (400
MHz, acetone): δ 8.51 (s, 1H), 8.08 (s, 1H), 7.88−7.74 (m, 2H), 7.69
(m, 1H), 7.45 (t, J = 7.9 Hz, 1H), 7.11 (t, J = 7.9 Hz, 2H), 6.90−6.79
(m, 1H), 6.60 (d, J = 7.5 Hz, 2H), 2.76 (t, J = 7.8 Hz, 2H), 1.70 (t, J =
7.9 Hz, 2H), 1.53−1.37 (m, 2H), 0.98 (t, J = 6.6 Hz, 3H) ppm. 13C
NMR (100 MHz, acetone): 153.56, 141.73, 137.53, 137.00, 129.89,
129.42 (2C), 128.59, 126.40, 125.09, 123.98, 121.69 (2C), 119.95,
29.99, 27.98, 22.18, 14.05 ppm. HRMS (ESI) m/z calcd for
C18H19N4O2S [M − H]− 355.1229, found 355.1224.
4-(3-Nitrophenyl)morpholine (23). To a solution of 1-fluoro-3-

nitrobenzene (1.0 g, 7.1 mmol) in DMSO, K2CO3 (2.930 g, 21.24
mmol) and morpholine (741 mg, 8.5 mmol) were added. The solution
was stirred at 60 °C for 3 h. Thereafter, 5% LiCl(aq) was added and the
reaction mixture was extracted with EtOAc (3 × 25 mL) and dried over
Na2SO4. The solvent was removed at reduced pressure and the residue
purified by flash chromatography on silica gel. Purification eluent: PE/
EA 8:2, yield 80%. 1H NMR (400 MHz, CDCl3) δ 7.72 (d, J = 8.0 Hz,
1H), 7.43 (t, J = 8.0 Hz, 1H), 7.26 (s, 1H), 7.22 (d, J = 6.4 Hz, 1H) 3.90
(t, J = 4.8 Hz, 4H) 3.27 (t, J = 5.2 Hz, 4H) ppm.
3-Morpholinoaniline (24). 23 (500 mg, 2.5 mmol) was solubilized

in 30 mL of anhydrous MeOH; to this, palladium on charcoal (50 mg)
was added. The reaction mixture was stirred under hydrogen
atmosphere for 1 h; then, the mixture was filtered off on a celite pad,
the solvent evaporated at reduced pressure, and the residue purified by
flash chromatography on silica gel.
Purification eluent: PE/EA = 8:2, yield 99%. 1H NMR (400 MHz,

CDCl3): δ 7.05 (t, J = 7.2 Hz, 1H), 6.37 (d, J = 8.0 Hz, 1H), 6.25−6.20
(m, 2H), 4.24 (s, 2H), 3.19 (m, 4H), 2.6 (t, J = 4.4 Hz, 4H) ppm.
N-(2-Trifluoromethyl)-3-nitro-phenylbenzenesulfonamide (28).

To a stirred solution of 2-(trifluoromethyl)aniline (1.09 g, 6.76
mmol) in 5 mL of anhydrous pyridine was added the corresponding 3-
nitrobenzene sulfonyl chloride (1.5 g, 6.76 mmol) at 0 °C. The
corresponding solution was stirred at r.t. under nitrogen atmosphere,
for 5 h. After completion of the reaction, the mixture was acidified with
20 mL of 2 N HCl, the aqueous phase was extracted several times, and
the combined organic phases were dried (Na2SO4) and concentrated.
The residue was purified by flash chromatography on silica gel (hexane/
AcOEt 3:1). Yield 84%. 1HNMR (400MHz, CDCl3-d): δ 8.56 (s, 1H),
8.40−8.38 (d, J = 8.4 Hz, 1H), 8.06−8.04 (d, J = 8 Hz, 1H), 7.86−7.84
(d, J = 8 Hz, 1H), 7.69−7.64 (t, J = 8 Hz, 1H), 7.61−7.57 (t, J = 7.8 Hz,

1H), 7.52−7.50 (d, J = 8.0 Hz, 1H), 7.31−7.27 (t, J = 8.1 Hz, 1H), 6.86
(s, 1H). MS (ESI): m/z 346.8 [M + H]+.

3-Amino-N-(2-(trifluoromethyl)phenyl)benzenesulfonamide
(29). Sulfonamide 28 (400 mg, 1.35 mmol) was solubilized in 20 mL of
anhydrous EtOH, and palladium on charcoal (60 mg) was added. The
reaction mixture was stirred under hydrogen atmosphere for 1 h. Then,
the mixture was filtered off on a celite pad and concentrated in vacuo
and the crude product was purified by flash chromatography on silica
gel (purification eluent: hexane/AcOEt 3:1). Yield 84%. 1H NMR
(acetone): δ 7.63−7.61 (d, J = 8 Hz, 1H), 7.51−7.58 (m, 2H), 7.24−
7.20 (t, J = 8Hz, 1H), 7.19−7.17 (m, 3H), 7.07−7.05 (d, J = 8Hz, 1H),
6.90−6.88 (d, J = 8 Hz, 1H), 4.91 (s, 2H). MS (ESI): m/z 338.8 [M +
Na]+.

3-Azido-N-(2-(trifluoromethyl)phenyl)benzenesulfonamide (30).
29 (100mg, 0.41mmol) was dissolved in CH3CN and cooled to 0 °C in
an ice−salt bath. To this stirred solution, t-BuONO (225 μL, 1.89
mmol) was added and the mixture was stirred for 10 min; thereafter,
TMSN3 (200 μL, 1.52 mmol) was added dropwise, for 10 min, and the
resulting brown solution was stirred at r.t. One hour later the solvent
was removed at reduced pressure and the residue was purified by flash
chromatography on silica gel with the appropriate eluent. Purification
eluent: hexane/AcOEt 4:1. 1H NMR (400 MHz, CDCl3-d): δ 7.84−
7.81 (d, J = 8.4 Hz, 1H), 7.56−7.50 (m, 3H), 7.43−7.37 (m, 2H),
7.27−7.23 (t, J = 7.6 Hz, 1H), 7.18−7.16 (d, J = 8Hz, 1H), 6.87 (s, 1H)
ppm. MS (ESI): m/z 364.8 [M + Na]+.

General Procedure for the Preparation of Compounds 31−
34.The appropriate alkyne (6.08mmol) and the opportune azide (5.07
mmol) were suspended in a 1:1 mixture of water and t-BuOH (1.5 mL
each) in a 10 mL glass vial equipped with a small magnetic stirring bar.
To this, sodium ascorbate (2.5 mmol) and copper(II) sulfate
pentahydrate (2.50 mmol) were added. The mixture was then heated
for 10 min at 125 °C under microwave irradiation, using an irradiation
power of 300 W. Thereafter, the solvent was removed at reduced
pressure, water was added, and the mixture was extracted with EtOAc
(3 × 20 mL). The organic layers were collected, washed with brine, and
dried over Na2SO4. The crude was purified by flash chromatography on
silica gel using the opportune eluent: to give the desired triazole
compounds 31−34.

3-(4-Isopentyl-1H-1,2,3-triazol-1-yl)-N-(2-(trifluoromethyl)-
phenyl)benzenesulfonamide (31). Purification eluent: PE/EtOAc 7:2,
yield 69%, yellow solid. 1H NMR (CDCl3): δ 8.06 (s, 1H), 8.01−8.00
(d, J = 7.6 Hz, 1H), 7.84−7.82 (d, J = 8.0 Hz, 1H), 7.76−7.74 (d, J = 7.6
Hz, 1H), 7.69 (1H, s), 7.60−7.56 (t, J = 8.4 Hz, 1H), 7.53−7.49 (m,
2H), 7.27−7.25 (d, J = 8.0 Hz, 1H), 6.98 (s, 1H), 2.80−2.78 (m, 2H),
1.62 (m, 3H), 0.99−0.94 (m, 6H) ppm. 13C NMR (CDCl3): δ 149.95,
143.95, 137.71, 136.51, 133.39, 130.71, 130.14, 128.54, 126.68, 126.01,
125.29, 124.91, 124.15, 121.56 (q, J(C−F) = 270 Hz), 118.51, 38.27,
27.62, 23.51, 22.36 (2C) ppm. HRMS (ESI) m/z calcd for
C20H20F3N4O2S [M − H]− 437.1259, found 437.1255.

3-(4-Cyclohexyl-1H-1,2,3-triazol-1-yl)-N-(2-(trifluoromethyl)-
phenyl)benzenesulfonamide (32). Purification eluent: PE/EtOAc 7:3,
yield 71%, pale white solid. 1H NMR (CDCl3): δ 8.39 (s, 1H), 8.35 (s,
1H), 8.18−8.16 (d, J = 7.8 Hz, 1H), 7.87−7.85 (d, J = 7.8 Hz, 1H),
7.80−7.76 (t, J = 7.8 Hz, 1H), 7.68−7.66 (d, J = 7.8Hz, 1H), 7.63−8.60
(m, 2H), 7.52−7.50 (d, J = 7.8 Hz, 1H), 7.44−7.40 (t, J = 8.0 Hz, 1H),
3.47−3.41 (m, 1H), 2.51−2.37 (m, 4H), 1.80−1.63 (m, 6H). 13CNMR
(CDCl3): δ 149.31, 141.73, 138.07 (q, J(C−F) = 32 Hz), 137.00, 134.84,
123.37, 128.55, 128.22, 127.57, 127.48, 127.07, 126.24, 123.95, 123.67
(q, J(C−F) = 270Hz), 119.92, 37.20, 32.15 (2C), 25.92, 25.15 (2C) ppm.
HRMS (ESI) m/z calcd for C21H20F3N4O2S [M − H]− 449.1259,
found 449.1262.

3-(4-Ethyl-1H-1,2,3-triazol-1-yl)-N-(2-(trifluoromethyl)phenyl)-
benzenesulfonamide (33). Purification eluent: PE/EtOAc 7:2, yield
78%, white solid. 1H NMR (CDCl3): δ 8.77 (s, 1H), 8.40 (s, 1H), 8.35
(s, 1H), 8.17−8.15 (d, J = 7.6 Hz, 1H), 7.88−7.86 (d, J = 7.6 Hz, 1H),
7.81−7.77 (t, J = 8.0 Hz, 1H), 7.69−7.67 (t, J = 8.0 Hz, 1H), 7.64−7.60
(t, J = 8.0 Hz, 1H), 7.52−7.50 (d, J = 8.0 Hz, 1H), 7.45−7.41 (t, J = 8.0
Hz, 1H), 2.76−2.78 (q, J = 7.6 Hz, 2H), 1.30−1.26 (t, J = 7.6 Hz, 3H)
ppm. 13C NMR (CDCl3): δ 149.1, 142.76, 137.94, 134.22, 133.37,
130.97, 127.47, 126.97, 126.37, 125.31, 124.80, 123.87, 121.89 (q,
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J(C−F) = 270 Hz), 119.26 (m), 118.29 (m), 18.75, 12.92 ppm. HRMS
(ESI) m/z calcd for C17H14F3N4O2S [M − H]− 395.0790, found
395.0787.
3-(4-Phenyl-1H-1,2,3-triazol-1-yl)-N-(2-(trifluoromethyl)phenyl)-

benzenesulfonamide (34). Purification eluent: PE/EtOAc 7:2, yield
78%, yellow solid. 1H NMR (CDCl3): δ 9.09 (s, 1H), 8.82 (s, 1H), 8.44
(s, 1H), 8.28−8.26 (d, J = 7.6 Hz, 1H), 7.99−7.97 (d, J = 8.0 Hz, 2H),
7.94−7.92 (d, J = 7.6Hz, 1H), 7.86−7.82 (t, J = 7.6Hz, 1H), 7.70−7.68
(d, J = 8.1 Hz, 1H), 7.65−7.61 (t, J = 7.6 Hz, 1H), 7.55−7.53 (t, J = 8.0
Hz, 1H), 7.48−7.42 (m, 3H), 7.36−7.34 (t, J = 8.0 Hz, 1H) ppm. 13C
NMR (CDCl3): δ 148.29, 142.80, 137.76, 134.10, 133.37, 131.09,
130.54, 129.00 (2C), 128.82, 128.45, 127.63, 127.40, 126.96, 126.74,
125.66 (2C), 124.94, 124.14 (m), 121.90, 118.84 (q, J(C−F) = 30.3 Hz),
ppm. HRMS (ESI)m/z calcd for C21H14F3N4O2S [M−H]− 443.0790,
found 443.0793.
4-(4-Butyl-1H-1,2,3-triazol-1-yl)-N-(2-(trifluoromethyl)phenyl)-

benzenesulfonamide (35). Purification eluent: hexane/AcOEt 3:1,
yield 93%. 1H NMR (400 MHz, CDCl3-d): δ 8.89−7.81 (m, 5H) 7.75
(s, 1H), 7.57−7.53 (t, J = 8.0 Hz, 1H), 7.51−7.49 (d, J = 8.0 Hz, 1H),
7.26−7.22 (m 1H), 6.94 (s, 1H), 2.79−2.75 (t, J = 7.4 Hz, 2H), 1.73−
1.65 (m, 2H), 1.43−1.36 (m, 2H), 0.95−0.91 (t, J = 8.0 Hz, 3H) ppm.
13C NMR (100 MHz, CDCl3-d): 149.9, 140.8, 137.99, 133.88, 133.81,
133.56, 129.53 (2C), 126.71 (q, J(C−F) = 4.4 Hz), 125.70, 123.89,
122.27 (q, J(C−F) = 274 Hz), 120.88 (2C), 118.45, 31.32, 25.24, 22.24,
13.76 ppm. HRMS (ESI) m/z calcd for C19H18F3N4O2S [M − H]−

423.1103, found 423.1107.
4-Nitro-N-(2-(trifluoromethyl)phenyl)benzenesulfonamide. The

residue was purified by flash chromatography on silica gel (hexane/
AcOEt 3:1), yield 84%. 1H NMR (400 MHz, acetone-d6): δ 8.82 (s,
1H), 8.27−8.25 (d, J = 8.0 Hz, 2H), 7.91−7.89 (d, J = 8.0 Hz, 1H),
7.87−7.85 (d, J = 8.0Hz, 2H), 7.61−7.57 (t, J = 8.0Hz, 1H), 7.53−7.51
(d, J = 8.0 Hz, 1H), 7.32−7.25 (t, J = 8 Hz, 1H) ppm. MS: m/z 345.8
[M − H]−.
4-Amino-N-(2-(trifluoromethyl)phenyl)benzenesulfonamide. Pu-

rification eluent: hexane/AcOEt 2:1, yield 97%. 1HNMR (acetone-d6):
δ 7.89 (s, 1H), 7.53−7.51 (d, J=8.0 Hz, 2H), 7.49−7.47 (d, J = 8.0 Hz,
1H), 7.45−7.43 (d, J = 8 Hz, 2H), 7.30−7.28 (t, J = 8 Hz, 1H), 6.62−
6.60 (t, J = 7.8 Hz, 1H), 6.50 (d, J = 8.0 Hz, 1H), 4.62 (s, 2H). MS
(ESI): m/z 338.8 [M + Na]+.
4-Azido-N-(2-(trifluoromethyl)phenyl)benzenesulfonamide. Puri-

fication eluent: hexane/AcOEt 4:1. 1H NMR (400 MHz, CDCl3-d): δ
7.81−7.79 (m, 2H), 7.74−7.71 (d, J = 7.4Hz, 1H), 7.52−7.46 (m, 2H),
7.22−7.18 (t, J = 8 Hz, 1H), 7.02−6.98 (m, 3H) ppm. m/z 364.7 [M +
Na]+.
N-(2-Hydroxyphenyl)-4-nitrobenzenesulfonamide. 1HNMR (ace-

tone-d6): δ 8.25−8.22 (d, J = 8.4 Hz, 2H), δ 7.93−7.91 (m, 3H), 7.33−
7.31 (m, 2H), 6.97−6.94 (t, J = 7.6 Hz, 1H), 6.76−6.73 (t, J = 7.6 Hz,
1H), 6.66−6.64 (d, J = 8 Hz, 1H) ppm. MS: m/z 292.8 [M − H]−.
4-Amino-N-(2-hydroxyphenyl)benzenesulfonamide. 1H NMR

(acetone-d6): δ 7.55−7.53 (d, J = 8.0 Hz, 2H), 7.42−7.40 (d, J = 8.0
Hz, 2H), 7.22−7.18 (m, 1H), 6.90−6.84 (m, 2H), 6.70−6.66 (m, 2H),
6.55−6.53 (d, J = 8.8 Hz, 1H) ppm. MS: m/z 265.0 [M + H]+.
4-Azido-N-(2-hydroxyphenyl)benzenesulfonamide. Purification

eluent: hexane/AcOEt 3:1. 1H NMR (MeOD-d4): δ 7.73−7.72 (d, J
= 8.0 Hz, 2H), 7.36−7.35 (d, J = 6.4 Hz, 1H), 7.09−7.07 (d, J = 8.0 Hz,
2H), 6.94−6.90 (m, 2H), 6.73−6.66 (m, 2H) ppm. MS:m/z 312.8 [M
+ Na]+.
4-(4-Butyl-1H-1,2,3-triazol-1-yl)-N-(2-hydroxyphenyl)-

benzenesulfonamide (36). Purification eluent: hexane/AcOEt 4:1,
yield 80%. 1H NMR (400 MHz, MeOD-d4): δ 8.34 (s, 1H), 7.93−7.87
(m, 4H), 7.33−7.31 (d, J = 6.8 Hz, 1H), 6.96−6.92 (m, 1H), 6.76−7.73
(t, J = 7.6 Hz, 1H), 6.67−6.65 (d, J = 8.0 Hz, 1H), 2.78−2.74 (t, J = 7.6
Hz, 2H), 1.74−1.66 (m, 2H), 1.45−1.36 (m, 2H), 1.27−1.22 (t, J = 7.2
Hz, 3H) ppm. 13C NMR (100 MHz, MeOD-d4): δ 150.25, 149.21,
139.89, 139.78, 128.89 (2C), 126.49, 124.93, 123.87, 119.85, 119.55
(2C), 119.16, 114.93, 30.99, 24.39, 21.44, 12.89 ppm. HRMS (ESI)m/
z calcd for C18H19N4O3S [M − H]− 371.1178, found 371.1173.

■ ASSAYS

Enzymatic Assays. Protein Expression and Purification.
Recombinant his-tagged human full length DDX3X was cloned
in the Escherichia coli expression vector pET-30a(+). ShuffleT7
E. coli cells were transformed with the plasmid and grown at 37
°C up to OD600 = 0.7. DDX3X expression was induced with 0.5
mM isopropyl β-D-1-thiogalactopyranoside at 15 °CO/N. Cells
were harvested by centrifugation and lysed and the crude extract
centrifuged at 100.000xg for 60 min at 4 °C in a Beckman
centrifuge before being loaded onto a FPLC Ni-NTA column
(GE Healthcare). The column was equilibrated in buffer A (50
mM Tris−HCl pH 8.0, 250 mM NaCl, 25 mM imidazole and
20% glycerol). After extensive washing in buffer A, the column
was eluted with a linear gradient in buffer A from 25 to 250 mM
imidazole. Proteins in the eluted fractions were visualized on a
sodium dodecyl sulfate (SDS)-polyacrylamide gel electro-
phoresis (PAGE) and tested for the presence of DDX3X by
Western blot with anti-DDX3X A300-A450 (BETHYL) at
1:2000 dilution in 5% milk. Fractions containing the purest
DDX3X protein were pooled and stored at −80 °C.

Helicase Assay Based on Fluorescence Resonance Energy
Transfer. The dsRNA substrate for the helicase assay was
prepared by hybridizing two ssRNA oligonucleotides with the
following sequences:
Fluo-FAM 5′ UUUUUUUUUUUUUUAGUACCGC-

CACCCUCAGAACC 3′
Qu-BHQ1 5′ GGUUCUGAGGGUGGCGGUACUA 3′
DNA capture 5′ TAGTACCGCCACCCTCAGAACC 3′
The sequence in Fluo-FAM complementary to Qu-BHQ1 is

underlined. Flu-FAM carries a 6-carboxyfluorescein fluorophore
at its 3′ end, whereas Qu-BHQ1 carries a Black Hole Quencher
group at its 5′ end. The DNA capture oligonucleotide is
complementary to the Qu-BHQ1 oligonucleotide but bears no
modifications.
Helicase assay using the dsRNA substrate was performed in

20 mM Tris−HCl (pH 8), 70 mM KCl, 2 mM MgCl2, 2 mM
dithiothreitol, 12 units RNasin, 2 mM ATP, 50 nM dsRNA, and
100 nM capture strand in 20 μL of reaction volume. The
unwinding reaction was started by adding 60 pmol of DDX3X
recombinant protein and carried out at 37 °C for 40 min using a
LightCycler 480 (Roche). The fluorescence intensity was
recorded every 30 s. Data of fluorescence signal were analyzed
by linear interpolation, and the corresponding slope values were
used to determine the apparent unwinding rate.

Kinetic Analysis. The IC50 values have been calculated from
dose−response curves. Data (in triplicate) were plotted and
analyzed by least-squares nonlinear regression, according to the
method of Marquardt−Levenberg, with the computer program
GraphPad Prism 6.0. Data were fitted to the following equation

= + [ ]E E /(1 (IC / I ) )n
obs max 50 (1)

where E(obs) is the observed enzymatic activity in the presence of
each inhibitor dose [I], E(max) is the maximal enzymatic activity
in the absence of the inhibitor, and n is an exponential term to
take into account sigmoidal dose−response curves.

Cell Extracts (CEs) and DDX3X Quantification. Ten million
cells were ruptured with a Dounce homogenizer in lysis buffer
(50 mM Tris−HCl pH 8.0, 0.1% SDS, 350 mM NaCl, 0.25%
Triton X-100, protease inhibitor cocktail (Sigma-Aldrich)). The
lysate was incubated for 30min on ice, sonicated for 5min (at 30
s intervals), and centrifuged at 15.000xg for 10 min at 4 °C. The
protein concentration in the supernatant (crude extract) was
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quantified with Bradford. For DDX3X quantification, increasing
concentrations of crude extract (5, 10, 20, and 40 μg) were
loaded on a SDS-PAGE alongside known concentrations (50,
100, 150, and 200 ng) of recombinant purified DDX3X.
Separated proteins were subjected to Western blot analysis with
anti-DDX3X A300-A450 (BETHYL) at 1:2000 dilution in 5%
milk. The blot was next incubated with a horseradish peroxidase-
conjugated secondary antibody, and the bands corresponding to
DDX3X were visualized with enhanced chemiluminescent
substrate (Westar Nova 2.0, Cyanagen) using a ChemiDoc
XRS (Bio-Rad) apparatus. The intensity of the bands was
measured by densitometry, and the values obtained for the
purified DDX3X were plotted as a function of the protein
concentration and analyzed by linear interpolation to derive a
reference curve, whose slope corresponded to the estimated
intensity (I)× ng−1 (DDX3X) value. This parameter was used to
calculate the I × ng−1 values for the DDX3X in the cell extract,
from the intensities of the DDX3X bands in the corresponding
cell extract (CE) samples. The mean I × ng−1 (CE) value was
used to calculate the ng of DDX3X × μL−1 of extract and then
the total ng of DDX3X present in the extract. This value was
divided for the total number of cells used (107), to derive the ng
DDX3X/cell. On the basis of the known molecular weight of
DDX3X, the Avogadro number, and assuming a mean cellular
volume of 6.55 × 10−11 L, the final molar concentration of
DDX3X per cell was calculated. Each experiment was repeated
three times, with each blot carrying a reference curve alongside
the extract samples, to account for variations in loading/transfer
efficiency. The reference I × ng−1 (DDX3X) value obtained was
anyway comparable across the different experiments (±20%
variation).
ATPase Assay.The ATPase assay was carried out by using the

commercial kit Promega ADP-Glo Kinase Assay. The reaction
was performed in 30 mM Tris−HCl, 9 mM MgCl2, 0.05 mg
mL−1 bovine serum albumin, 50 μMATP, and 4 μMDDX3. The
reaction was performed following the ADP-Glo Kinase Assay
Protocol, and luminescence was measured with MicroBeta
TriLux PerkinElmer.
The anti-DDX1 activity was evaluated as previously

reported.28

Antiviral Assay. WNV Inhibitory Viral Plaque Reduction
Assay. Huh7 cells, derived from human hepatoma (kindly
provided from Istituto Toscano Tumori, Core Research
Laboratory, Siena, Italy) was used for the inhibitory viral plaque
reduction assay. The cell propagation medium was Dulbecco’s
modified Eagle’s medium (DMEM; Sigma, Milano, Italy)
supplemented with 10% fetal bovine serum (Sigma) and 1%
penicillin/streptomicin (Sigma). WNV (strain of lineage 2) viral
stock, consisting of cell-free supernatants of acutely infected
Huh7 cells, was aliquoted and stored at −80 °C until used.
Titration of the viral stocks as a plaque forming unit (PFU) was
carried out in Huh7 cells. WNVwas used to infect Huh7 cell line
in duplicate, and viral plaques were visualized 4 days following
infection. Briefly, six-well plates were seeded with 2.5 × 105 cells
in 3 mL of growth medium and kept overnight at 37 °C with 5%
CO2. On the day of infection, after removal of the growth
medium, cell monolayers at 80−90% confluence were infected
with WNV viral stock with a multiplicity of infection (MOI) of
0.1 in a final volume of 0.3 mL and incubated for 1 h at 37 °C
with 5% CO2. Then, cells were washed with phosphate-buffered
saline (PBS) 1× and 30 μL of dimethyl sulfoxide (DMSO) alone
(viral positive control) or with 10-fold serial dilutions of DDX3X
inhibitory compounds immediately added in duplicates together

with 300 μL of fresh DMEM complete medium (compound
final concentrations of 100, 10, 1, 0.1, and 0.01 μM). 1-β-D-
Ribofuranosyl-1,2,4-triazole-3-carboxamide (ribavirin; Sigma)
diluted in DMSO was used as inhibitory reference control.
Then, the overlay medium composed by 0.5% SeaPlaque
Agarose (Lonza, Basel, Switzerland) diluted in propagation
medium was added to each well. After 4 days (Huh7) of
incubation at 37 °C, the monolayers were fixed with methanol
(Carlo Erba Chemicals, Milan, Italy) and stained with 0.1%
crystal violet (Carlo Erba Chemicals) and the viral titers were
calculated by plaque forming unit (PFU) counting. The percent
of plaque reduction activity was calculated by dividing the
average PFU of treated samples by the average of DMSO-treated
samples (viral positive control). Fifty percent inhibitory
concentrations (IC50) were calculated using the predicted
exponential growth function in Microsoft Excel, which uses
existing x−y data to estimate the corresponding anti-DDX3X
compound concentration (x) from a known value (y), which in
this case was 50% PFU. Mean IC50± standard deviations (S.D.)
were calculated using all replicates. All experiments were
repeated at least twice. All experimental procedures were
conducted under biosafety level 3 containment.

Cytotoxicity Assay. Monolayers of 2.5 × 104 Huh7 cells per
well were kept in flat-bottom 96-well culture plates and allowed
to adhere overnight. Then, when the cell layers were confluent,
the medium was removed, the wells were washed twice with
PBS, treated with 100 μL of DMEM, with 10 μL of DMSO alone
(cell positive control), or with various concentrations of DDX3X
inhibitory compounds under study (compound final concen-
trations of 100, 10, 1, 0.1, and 0.01 μM) and incubated for 3 days
at 37 °C in a CO2 atmosphere. After treatment, an 3-(4,5-
dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide kit
(Roche, Milan, Italy) was used according to the supplier’s
instructions and the absorbance of each well was determined
using a microplate spectrophotometer at a wavelength of 570
nm. Cytotoxicity was calculated by dividing the average optical
density of treated samples by the average of DMSO-treated
samples (cell positive control).

Virus RNA Quantification and Capsid Protein Detection
Assay. Total RNA was extracted and purified from infected and
control cells using an RNAeasymini Kit (Qiagen). Two hundred
nanograms of total RNA of each sample in a 20 μL reaction
mixture were reverse-transcribed by using the indicated primers
(primer PROCf 5′CCT g T g T g A g CT g ACAAACTTA
g T 3′ for the transcription of WNV complementary RNA and
primer PROCr 5′ g C g T T T T A g C A T A T T g A C A g C C
3′ for the transcription of WNV genomic RNA) and amplified
by real-time PCR in a Rotor-gene 3000 real-time thermal cycler
(Corbett Research, Australia) with the following WNV specific
primer and probe (primer PROCf 5′CCT gT gT g A gCT g A
C A A ACTTA g T 3′ and primer PROCr 5′ g C g T TTTA g
C A T A T T g A C A g C C 3′, and probe PROC-TMD VIC-5′
CCTGGTTTCTTAGACATCGAGATCTTCGTGC 3′).24
Plasmid calibration standards were used for quantification of
the template concentration. The sensibility of the assay was 10
copies.
The specific WNV capsid protein was investigated with

Western blot analysis of Huh7-infected cells electrophoresed on
10% SDS-PAGE and then probed with anticapsid protein
polyclonal antibody followed by peroxidase-conjugated anti-
rabbit IgG polyclonal antibody.

ADMEAssay. Chemicals.All solvents and reagents were from
Sigma-Aldrich Srl (Milan,Italy), brain polar lipid extract
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(porcine) was from Avanti Polar Lipids, INC. (Alabama).
Dodecane was purchased fromFluka (Milan, Italy). Pooledmale
donors 20 mg mL−1 HLM were from BD Gentest-Biosciences
(San Jose, California). Milli-Q quality water (Millipore, Milford,
MA) was used. Hydrophobic filter plates (MultiScreen-IP, Clear
Plates, 0.45 μmdiameter pore size), 96-well microplates, and 96-
well UV-transparent microplates were obtained from Millipore
(Bedford, MA).
Parallel Artificial Membrane Permeability Assay (PAMPA

and PAMPA−Blood−Brain Barrier (BBB)).Donor solution (0.5
mM) was prepared by diluting 1 mM dimethyl sulfoxide
(DMSO) compound stock solution using phosphate buffer (pH
7.4, 0.025 M). Filters were coated with 5 μL of a 1% (w/v)
dodecane solution of phosphatidylcholine or 4 μL of brain polar
lipid solution (20 mg mL−1 16% CHCl3, 84% dodecane)
prepared from CHCl3 solution 10% w/v, for intestinal
permeability and BBB permeability, respectively. Donor
solution (150 μL) was added to each well of the filter plate.
To each well of the acceptor plate was added 300 μL of solution
(50% DMSO in phosphate buffer). All compounds were tested
in three different plates on different days. The sandwich was
incubated for 5 h at room temperature under gentle shaking.
After the incubation time, the plates were separated and samples
were taken from both receiver and donor sides and analyzed
using LC with UV detection at 280 nm. LC analysis was
performedwith a PerkinElmer (series 200) instrument equipped
with an UV detector (PerkinElmer 785A, UV/vis detector).
Chromatographic separation was conducted using a Polaris C18
column (150 × 4.6 mm2, 5 μm particle size) at a flow rate of 0.8
mL min−1 with a mobile phase composed of 60% ACN/40%
H2O−formic acid 0.1% for all compounds. Permeability (Papp)
was calculated according to the following equation with some
modification to obtain permeability values in cm s−1

=
+

− −P
V V

V V At
r

( )
ln(1 )app

D A

D A

where VA is the volume in the acceptor well, VD is the volume in
the donor well (cm3), A is the “effective area” of the membrane
(cm2), t is the incubation time (s), and r is the ratio between
drug concentration in the acceptor and equilibrium concen-
tration of the drug in the total volume(VD + VA). Drug
concentration is estimated by using the peak area integration.
Membrane retentions (%) were calculated according to the
following equation

= [ − + ]r D A
%MR

( ) 100
Eq

where r is the ratio between drug concentration in the acceptor
and equilibrium concentration and D, A, and Eq represented
drug concentration in the donor, acceptor and equilibrium
solution, respectively.
Water Solubility Assay. Compound 1 (1 mg) was added to 1

mL of water. The sample was shaked in a shaker bath at room
temperature for 24−36 h. The suspensions were filtered through
a 0.45 μm nylon filter (Acrodisc) and the solubilized compound
determined by LC-MS-MS assay. The determination was
performed in triplicate. For the quantification was used an
LC-MS system consisting of a Varian apparatus (Varian Inc.),
including a vacuum solvent degassing unit, two pumps (212-
LC), a Triple Quadrupole MSD (mod. 320-LC) mass
spectrometer with ES interface and Varian MS Workstation
System Control vers. 6.9 software. Chromatographic separation

was obtained using a Pursuit C18 column (50 × 2.0 mm2)
(Varian) with 3 μm particle size and gradient elution: eluent A
being ACN and eluent B consisting of an aqueous solution of
formic acid (0.1%). The analysis started with 0% of eluent A,
which was linearly increased up to 70% in 10 min, then slowly
increased up to 98% up to 15 min. The flow rate was 0.3 mL
min−1, and the injection volume was 5 μL. The instrument
operated in positive mode and parameters were: detector 1850
V, drying gas pressure 25.0 psi, desolvation temperature 300.0
°C, nebulizing gas 45.0 psi, needle 5000 V, and shield 600 V.
Nitrogen was used as nebulizer gas and drying gas. Collision-
induced dissociation was performed using argon as the collision
gas at a pressure of 1.8 mTorr in the collision cell. Quantification
of the single compound was made by comparison with apposite
calibration curves realized with standard solutions in methanol.

Microsomal Stability Assay. Each compound in DMSO
solution was incubated at 37 °C for 60 min in 125 mM
phosphate buffer (pH 7.4) and 5 μL of human liver microsomal
protein (0.2 mg mL−1), in the presence of a NADPH-generating
system at a final volume of 0.5 mL (compounds’ final
concentration, 50 μM); DMSO did not exceed 2% (final
solution). The reaction was stopped by cooling in ice and adding
1.0 mL of acetonitrile. The reaction mixtures were then
centrifuged, and the parent drug and metabolites were
subsequently determined by LC-UV-MS. Chromatographic
analysis was performed with an Agilent 1100 LC/MSD VL
system (G1946C) (Agilent Technologies, Palo Alto, CA)
constituted by a vacuum solvent degassing unit, a binary high-
pressure gradient pump, an 1100 series UV detector, and an
1100 MSD model VL benchtop mass spectrometer. Chromato-
graphic separation was obtained using a Varian Polaris C18-A
column (150 × 4.6 mm2, 5 μm particle size) and gradient
elution: eluent A being ACN and eluent B consisting of an
aqueous solution of formic acid (0.1%). The analysis started
with 2% of eluent A, which was rapidly increased up to 70% in 12
min, then slowly increased up to 98% in 20 min. The flow rate
was 0.8 mL min−1, and the injection volume was 20 μL. The
Agilent 1100 series mass spectra detection (MSD) single-
quadrupole instrument was equipped with the orthogonal spray
API-ES (Agilent Technologies, Palo Alto, CA). Nitrogen was
used as nebulizing and drying gas. The pressure of the nebulizing
gas, the flow of the drying gas, the capillary voltage, the
fragmentor voltage, and the vaporization temperature were set at
40 psi, 9 L min−1, 3000 V, 70 V, and 350 °C, respectively. UV
detection was monitored at 280 nm. The LC-ESI-MS
determination was performed by operating the MSD in the
positive-ionmode. Spectra were acquired over the scan rangem/
z 100−1500 using a step size of 0.1 u. The percentage of a
nonmetabolized compound was calculated by comparison with
reference solutions.
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Abstract: The human ATPase/RNA helicase X-linked DEAD-box polypeptide 3 (DDX3X) emerged as
a novel therapeutic target in the fight against both infectious diseases and cancer. Herein, a new family
of DDX3X inhibitors was designed, synthesized, and tested for its inhibitory action on the ATPase
activity of the enzyme. The potential use of the most promising derivatives it has been investigated
by evaluating their anti-HIV-1 effects, revealing inhibitory activities in the low micromolar range.
A preliminary ADME analysis demonstrated high metabolic stability and good aqueous solubility.
The promising biological profile, together with the suitable in vitro pharmacokinetic properties, make
these novel compounds a very good starting point for further development.

Keywords: DDX3X; HIV-1; host proteins; antivirals

1. Introduction

Human ATPase/RNA helicase X-linked DEAD-box polypeptide 3 (DDX3X) belongs to the
DEAD-box proteins, a large family of ATP-dependent RNA helicases that are involved in many aspects
of RNA metabolism [1]. In 2004, Yedavalli et al. highlighted its fundamental role in HIV-1 life cycle as a
shuttle protein that is able to export the viral RNA from the nucleus to the cytoplasm [2], subsequently
Ishaq and coworkers [3] demonstrated that DDX3X knockdown suppressed HIV replication without
inducing apoptosis. Besides HIV, DDX3X is known to be an essential host factor for other major human
viral pathogens, such as Hepatitis B and C viruses [4–6], as well as for emerging viruses, such as
Dengue virus (DENV), West-Nile virus (WNV), and Japanese Encephalitis Virus (JEV) [7,8].

DDX3X has multiple enzymatic activities (ATPase and RNA helicase) and functional domains that
might be targeted by potential inhibitors [9,10]. Drug discovery activity in this area has been mostly
oriented towards ATPase inhibitors, while only few efforts have been devoted to affect the helicase
activity of DDX3X by targeting the RNA binding pocket with small molecules [11–14]. Figure 1 shows
the structures of known DDX3X ATPase inhibitors. The first ATPase DDX3X inhibitors were discovered
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in 2008 [15]. Among them, we identified FE15 through a virtual screening approach. This compound,
characterized by a rhodanine scaffold, showed low micromolar potency of inhibition against the
DDX3X ATPase activity and it was able to inhibit the HIV-1 replication in MT4 cells with an EC50 of
86.7 µM, without showing cytotoxicity. Similarly, the ring expanded nucleosides (RENs) were found
able to inhibit the ATP dependent activity of DDX3X and suppress HIV-1 replication in T cells and
monocyte-derived macrophages [16]. In 2011, through a hit optimization protocol, we identified the
second generation of rhodanine DDX3X inhibitors endowed with an improved activity profile (as an
example FE109 showed a Ki of 0.2 µM) [17]. In parallel, some REN derivatives were synthesized, among
them compound NZ51 has been reported to inhibit the ATP dependent helicase activity of DDX3X, as
well as the proliferation of cancer cells expressing high levels of DDX3X [18]. Raman and coworkers
have recently reported compound RK-33 containing the diimidazo[4,5-d;4′,5′-f ] [1,3]diazepine ring.
RK-33 has been extensively studied as an anticancer compound, and its spectrum of activity includes
different tumor cell lines derived from lung (A-549 and H-460), prostate (PC-3), breast (MCF-7 and
MDA-MB-231), and ovarian (OVCAR-3) cancers [19–21]. At the same time, ketorolac salt has been
identified as a novel DDX3X inhibitor able to affect the ATPase activity and endowed with anticancer
activity against oral squamous cell carcinoma (OSCC) cell lines [22].
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Figure 1. Two-dimensional (2D) Structures of previously identified DDX3X ATPase inhibitors.

Herein, docking studies were employed to guide the design of new DDX3X inhibitors endowed
with a thiadiazole nucleus. Being the rhodanines promiscuous binders with poor selectivity and also
considered to be Pan Assay Interference Compounds (PAINS) [23], we pursued the idea of replacing
the rhodanine moiety with a different ring maintaining profitable interactions within the ATP binding
pocket of DDX3X. As a result, a new series of inhibitors of the ATPase activity of DDX3X was identified
that showed good anti-HIV activity. Taken together, our results led to the identification of a new family
of DDX3X inhibitors that can be used as a starting point to identify novel preclinical candidates to treat
viral diseases that are caused by DDX3X dependent pathogens.

2. Results

2.1. Molecular Modeling

Docking simulations were performed on the known ATPase DDX3X inhibitors RK33 and ketorolac
in order to study the key molecular interactions on the basis of their inhibitory activity and the predicted
binding modes were compared to those previously published for the active rhodanine derivative FE15
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as well as with that of the crystallized ligand AMP (Figure 2). Calculations were performed according
to the already published protocol [15].Molecules 2019, 24, x 3 of 18 
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(periwinkle) into the ATP pocket of human DDX3. For the sake of clarity, only a few key residues are
labeled, hydrogen atoms are omitted, and hydrogen-bonding interactions are represented by black
dashed lines. Compounds and key amino acids are in stick representation.

An analysis of the interactions established by the studied DDX3X inhibitors within the ATP
binding pocket was performed. Common interactions emerged from such investigation. In detail,
the studied inhibitors established a hydrogen bond with Gln207 and a π-π interaction with Tyr200
that resulted in being crucial for their inhibitory activity. Furthermore, FE15 and ketorolac made
polar contacts with Gly227 and Gly229, mimicking the phosphate group of AMP. Ketorolac, being
endowed with an acidic group, better reproduced the phosphate interactions and indeed additionally
interacted with Thr231. FE15 and RK-33 both also occupied a region delineated by the amino acids
Thr201 and Arg202. Taking into consideration all of the interactions made by the known active ligands,
a new series of compounds was designed that contains all of the features identified as being crucial
for the activity against DDX3X. The rhodanine group included in our previous hit compound, FE15,
was discarded. Indeed, rhodanine derivatives are promiscuous binders that have been associated
with multiple biological activities. Furthermore, rhodanines have been described as PAINS and
highly problematic frequent hitters [23,24]. Viceversa, the thiadiazole ring, is an important framework
in medicinal chemistry. Thiadiazole is a bioisostere of pyrimidine and oxadiazole and given the
prevalence of pyrimidine in nature it is unsurprising that thiadiazoles exhibit significant therapeutic
potential. Accordingly, a number of thiadiazole-containing drugs are currently on the market [25].
For the above reasons, we decided to replace the rhodanine nucleus of the hit compound FE15 with a
1,3,4-thiadiazole ring.

Docking studies predicted good poses for the novel series of compounds within the ATP binding
pocket of DDX3X. The binding mode of compound 23 (as representative of the novel series) revealed
its ability to establish (Figure 3), similarly to the active inhibitors RK33, ketorolac, and FE15, hydrogen
bond interactions with the crucial residues Gln207, Gly227, Gly229, Thr231, Thr201, and Arg202.
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Furthermore, its binding mode is stabilized by a π-π contact between the thiadiazole heterocycle and
the side-chain of Tyr200. Starting from this result, a small library of 1,3,4-thiadiazole derivatives has
been rationally designed and synthesized.
Molecules 2019, 24, x 4 of 18 
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Intermediates 5–7 and 14–16 were reacted with phtalimide to furnish compounds 17–22.
Subsequent hydrolysis in presence of LiOH provides final acids 23–28. Esters 29–32 were synthesized
by the reaction of acids 23–28 with the opportune alcohoxydes (Scheme 3). As depicted in Scheme 4
sulfonic acids 33 and 34 were produced by reacting between aminothiazoles 5 and 16 and 2-Sulfobenzoic
acid cyclic anhydride. Finally, reduction of compounds 34 and 28 led to anilines 35 and 36 (Scheme 5).Molecules 2019, 24, x 5 of 18 
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2.3. Biological Evaluation

Derivatives 23–36 were next evaluated for their ability to inhibit the ATPase activity of DDX3X.
As reported in Table 1, compounds were characterized by Ki values in the low micromolar range

against the ATPase binding site, confirming the validity of the reported approach. The phtalimido
compound 17 was found to be completely inactive, probably due to its chemical instability. The
para-methoxy derivative 23 and its corresponding phenol derivative 24 are endowed with the best
affinity values (Ki) of 1.5 µM and 1.9 µM, respectively. The substitution of acidic function with ester
slightly reduced the activities, being derivatives 29, 30 and 31 respectively 12.5, 16.8 and 18.8 times less
active than compound 23. The introduction of electron withdrawing groups, such as bromine and nitro
in ortho position, abolished (compound 25) or reduced the activity (compound 28), despite even in this
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case the substitution of the carboxylic acid with a methyl ester (compound 32) annulled enzymatic
inhibition. The introduction of dimethylamino group in para position slightly decreased the activity in
compound 27 (Ki = 11.9), while the introduction of amino group induced the total loss of inhibitory
capability of compound 36. Finally, the replacement of the carboxylic group with sulfonic acid was
detrimental for the activity of compounds 33, 34, and 35.

Table 1. Biological evaluation of selected compounds against DDX3X ATPase and HIV-1 infected cells [a].

Cpd.
ID

Structure

DDX3X
ATPase HIV-1 (NL4-3)
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(µM)
IC50
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Compounds that were endowed of the best anti-enzymatic activity values were then essayed
against HIV-1 in H9 cells. As reported in Table 1, esters derivatives 29 and 31 had promising antiviral
activity values of 36 µM and 16 µM. However, compound 28 had some antiviral activity that can be
attributable to its cytotoxic effect (SI = 1.7). The best result is represented by compound 24, characterized
by a promising antiviral activity of 3.9 µM without signs of cytotoxicity (CC50 = 125 µM, SI = 45).
Strikingly, its p-methoxy derivative 23 was found to be inactive. The reasons are unknown and
under investigation.
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2.4. ADME Assays

Selected compounds were then analyzed in vitro for liver microsomal stability, membrane passive
permeability, and aqueous solubility at pH 7.4.

Microsomal metabolic stability was evaluated by incubating each compound at 37 ◦C for 60 min. in
phosphate buffer in presence of human liver microsomes. The reaction mixtures were then centrifuged,
and the parent drug and metabolites were subsequently determined by LC-UV-MS. As reported in
Table 2, compounds 23 and 24 had good metabolic stability, and only little percentage of the parent
compound was metabolized into the dealkylated and into the oxidized derivatives. Contrarily, esters
29–31 revealed low stability, and they were rapidly converted into their corresponding carboxylic
acids. In particular, compound 29 was rapidly converted into methoxy derivative 23 and phenol
derivative 24.

Table 2. In vitro ADME studies of selected compounds.

CPD ID Metabolism a AppP b AqS c
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Kinetic solubility was calculated adding 1 mg of compound into 1 mL of water. After 24 h of
stirring at 27 ◦C, the mixture was filtered and the quantity of solubilized compound determined by
LC-MS-MS. As reported in Table 1, compounds 23, 24, and 29 showed very promising solubility values.
By contrast, esters 30 and 31 due to their lipophilicity have values outside the recommended range
(−2 < LogS < −6).

Finally, we evaluated passive membrane permeability (AppP) while using Parallel Artificial
Membrane Permeability Assay (PAMPA). The quantity of compound able to diffuse through a
semipermeable artificial membrane was calculated by LC-MS-MS. As reported in Table 1, acids 23 and
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24 showed low AppP, in contrast esters derivatives 29–31 possessing very good permeability values,
directly proportional to the length of their sidechains.

3. Experimental Section

3.1. General Procedures

The reagents were from Sigma-Aldrich (Milan, Italy), Alfa Aesar (Kandel, Germany) and Merck.
Commercially available CH2Cl2 and MeOH were dried to remove calcium hydride or magnesium
methoxide contaminants.

Anhydrous reactions were performed at positive pressure in dry N2 or argon atmosphere. TLC
was carried out on Merck silica gel 60 F254 TLC plates. Flash chromatography was performed on
Merck 60 silica gel, 23–400 mesh, columns.

For NMR spectra, a Bruker Avance DPX400 spectrometer (Bruker, Billerica, MA, USA) at
400 MHz for 1H-NMR or 100 MHz for 13C-NMR was used. Reported chemical shifts are relative to
tetramethylsilane at 0.00 ppm. The abbreviations used for 1H patterns were: s = singlet, d = doublet,
t = triplet, q = quartet, quint = quintet, sx = sextet, sept = septet, m = multiplet, br = broad signal, and
br s = broad singlet.

For mass spectra (MS), an Agilent 1100 LC/MSD VL system (G1946C, Agilent Technologies,
Palo Alto, CA, USA) with a 0.4 mL/min. flow rate was used in a binary solvent system 25 of 95:5
methyl alcohol/water. UV were monitored at 254 nm. Positive and negative mode scanning for mass
spectra acquisition over the mass range was used.

3.1.1. General Procedure for the Synthesis of Amino Thiazoles 5–7

A mixture of the opportune substituted benzoic acid (6.57 mmol), thiosemicarbazide (9.85 mmol)
and phosphorus oxychloride (5 mL) was stirred at 75 ◦C for 4 h under N2 atmosphere. After cooling to
room temperature, water was added and the reaction mixture was further refluxed for 4 h. The mixture
was cooled and basified to pH 8 by the addition of 1N NaOH(aq) solution. The resulting mixture was
then extracted three times with EtOAc and then washed with water. Organic layer was dried over
Na2SO4 and evaporated under reduced pressure. The crude mass was recrystallized from EtOH. The
compounds were obtained as light-yellow solids in a yield of 75–80%.

5-(4-Methoxyphenyl)-1,3,4-thiadiazol-2-amine (5): crystallization in EtOH. Yellow solid, yield 75%.
1H-NMR (400 MHz, Acetone): δ 7.73–7.71 (d, J = 8.0 Hz, 2H), 7.01–6.99 (d, J = 8.0 Hz, 2H), 6.56 (bs, 2H),
3.84 (s, 3H) ppm. LC-MS (ES): m/z 230 [M + Na]+.

4-(5-Amino-1,3,4-thiadiazol-2-yl)phenol (6): crystallization in EtOH. Yellow solid, yield 30%.1H-NMR
(400 MHz, Acetone): δ 8.88 (bs, 1H), 7.65–7.64 (d, J = 5.2 Hz, 2H), 6.92–6.91 (d, J = 5.2 Hz, 2H), 6.57
(bs, 2H) ppm.

5-(2-Bromophenyl)-1,3,4-thiadiazol-2-amine (7): Purification eluent DCM/MeOH 98:2, yield 50%, yellow
solid. 1H-NMR (400 MHz, CDCl3): δ 7.95–7.93 (d, J = 8.0 Hz, 1H), 7.68–7.66 (d, J = 8.0 Hz, 1H), 7.42–7.38
(t, J = 8.0 Hz, 1H), 7.32–7.30 (t, J = 8.0Hz, 1H), 7.26 (bs, 2H) ppm.

3.1.2. General Procedure for the Synthesis of Thiosemicarbazones 11–13

The opportune aromatic aldehyde 8–10 (40 mmol) was dissolved in warm EtOH was added to an
aqueous solution of thiosemicarbazide (40 mmol) with continous stirring. After 1 h, the white solid tha
formed was filtered off as pure 11–13.

(2-(3,4-Dimethoxybenzylidene)hydrazine-1-carbothioamide (11): crystallization in EtOH. Yellow solid, yield
60%. 1H-NMR (400 MHz, DMSO-d6): δ 11.20 (bs, 1H), 8.07 (s, 1H),7.88 (s, 1H), 7.43 (bs, 2H), 7.06–7.04
(d, J = 8.0 Hz, 1H), 6.88–6.86 (d, J = 8.0Hz, 1H), 3.73 (s, 3H), 3.70 (s, 3H) ppm.
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2-(4-(Dimethylamino)benzylidene)hydrazine-1-carbothioamide (12): crystallization in EtOH, yellow solid,
yield 50%, 1H-NMR (400 MHz, DMSO-d6): δ 12.3 (bs, 1H), 8.41 (s, 1H), 7.75 (bs, 2H), 7.48–7.46
(d, J = 8.0 Hz, 2H), 6.81–6.6.79 (d, J = 8.0 Hz, 1H), 3.02 (s, 6H) ppm.

3.1.3. General Procedure for the Synthesis of Thiadiazoles 14–16

Te opportune thiosemicarbazone (5 mmol) was suspended in EtOH, to this FeCl3·6H2O (20 mmol)
was added and the reaction mixture was stirred under reflux for further 12 h. The reaction mixture was
quenched with aqueous Na2S2O3, cooled to room temperature, poured into 30 mL water under stirring,
and then extracted with CH2Cl2 (three times). The organic layer was dried over anhydrous Na2SO4.
The organic solvent evaporated and the corresponding residue was purified by recrystallization from
EtOH to afford the corresponding thiadiazoles 14–16.

5-(3,4-Dimethoxyphenyl)-1,3,4-thiadiazol-2-amine (14): crystallization in EtOH. Yellow solid, yield 44%.
1H-NMR (400 MHz, DMSO-d6): δ 7.28 (s, 1H), 7.22 (bs, 2H),7.13–7.12 (d, J = 2.8 Hz, 1H), 6.65–6.64
(d, J = 2.8 Hz, 1H), 3.75 (s, 3H), 3.72 (s, 3H) ppm.

5-(4-(Dimethylamino)phenyl)-1,3,4-thiadiazol-2-amine (15): crystallization in EtOH. yellow solid, yield
50%, 1H-NMR (400 MHz, DMSO-d6): δ 7.72–7.70 (d, J = 8.0 Hz, 2H), 7.57 (bs, 2H), 6.90–6.88 (d, J = 8.0 Hz,
2H), 3.14 (s, 6H) ppm.

5-(2-Nitrophenyl)-1,3,4-thiadiazol-2-amine (16). To a suspension of 2 (100 mg, 0.44 mmol) in EtOH (10 mL),
FeCl3*6H2O (482.1 mg, 1.78 mmol) in EtOH (10 mL) was added and the resulting mixture was heated
at reflux for 12 h. The reaction mixture was diluted with water, alkalized by 10% NaOH solution, and
then extracted with DCM. The organic layer was evaporated and the residue was recrystallized from
Ethanol (60% yield). 1H NMR (DMSO-d6): δ 7.93 (d, J = 7.4 Hz, 1H), 7.74–7.64 (m, 3H), 7.53 (s, 2H)
ppm. 13C-NMR (DMSO-d6): δ 170.4, 150.9, 148.7, 133.2, 131.7, 131.2, 124.7, 124.0. LC-MS(ES) m/z =

222.7 [M + H]+, m/z = 244.8 [M + Na]+.

3.1.4. General Procedure for the Synthesis of Isoindoline-1,3-Diones 17–22

To a solution of substituted-1,3,4-thiadiazol-2-amine (0.48 mmol) in CH3CN, phtalic anhydride
(1.4 mmol) and triethylamine (1.05 mmol) were added, and the corresponding mixture was stirred at
reflux overnight under N2 atmosphere. The product was filtered and washed with EtOAc to give a
light yellow solid.

2-(5-(4-Methoxyphenyl)-1,3,4-thiadiazol-2-yl)isoindoline-1,3-dione (17): Yellow solid, yield 78%. 1H-NMR
(400 MHz, DMSO-d6): δ 8.06–8.04 (m, 2H), 7.98–7.96 (m, 4H, 7.12–7.10 (d, J = 8.0 Hz, 2H), 3.84 (s, 3H).
13C-NMR (DMSO-d6): δ 167.05, 164.74, 162.25, 152.88, 136.03, 131.59, 129.67, 124.74, 122.41, 115.95,
115.43, 114.87 ppm.

2-(5-(4-Hydroxyphenyl)-1,3,4-thiadiazol-2-yl)isoindoline-1,3-dione (18): filtration, yellow solid, yield 80%.
1H-NMR (400 MHz, DMSO-d6): δ 10.23 (bs, 1H), 8.05–8.02 (m, 2H), 7.97–7.94 (m, 2H), 7.86-7.84
(d, J = 8.0 Hz, 2H), 6.93–6.91 (d, J = 8.0 Hz, 2H).

2-(5-(2-Bromophenyl)-1,3,4-thiadiazol-2-yl)isoindoline-1,3-dione (19): filtration, yellow solid, yield 45%.
1H-NMR (400 MHz, CDCl3): δ 8.21–8.19 (d, J = 8.0 Hz, 1H), 8.08–8.04 (m, 2H), 7.91–7.88 (m, 2H),
7.75–7.73 (d, J = 8.0 Hz, 1H), 7.49–7.46 (t, J = 7.2 Hz, 1H), 7.38–7.34 (t, J = 8.0 Hz, 1H), 7.26 (s, 1H).

2-(5-(3,4-Dimethoxyphenyl)-1,3,4-thiadiazol-2-yl)isoindoline-1,3-dione (20): filtration, Yellow solid, yield
63%. 1H-NMR (400 MHz, DMSO-d6): δ 8.08 (s, 1H), 8.00–7.98 (d, J = 8 Hz, 1H), 7.91–7.89 (d, J = 8.0 Hz,
1H), 7.50 (s, 1H), 7.42–7.40 (d, J = 8.0 Hz, 1H), 7.07–7.05 (d, J = 8.0 Hz 1H), 3.81 (s, 3H), 3.78 (s, 3H).

2-(5-(4-(Dimethylamino)phenyl)-1,3,4-thiadiazol-2-yl)isoindoline-1,3-dione (21): filtration, Yellow solid,
yield 45%. 1H-NMR (400 MHz, CDCl3): δ 8.06–8.08 (d, J = 8.0 Hz, 2H), 7.92–7.88 (m, 4H), 7.26–7.25
(d, J = 3.2 Hz, 1H), 6.92–6.91 (d, J = 3.2 Hz, 1H).
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2-(5-(2-Nitrophenyl)-1,3,4-thiadiazol-2-yl)isoindoline-1,3-dione (22). Crystallization MeCN (81% yield,
brown solid). 1H NMR (DMSO-d6): δ 8.14 (d, J = 7.3 Hz, 1H), 8.08–8.06 (m, 2H), 7.97–7.94 (m, 3H),
7.90–7.82 (m, 2H). LC-MS(ES) m/z = 352.9 [M + H]+, m/z = 375.0 [M + Na]+.

3.1.5. General Procedure for the Synthesis of Acids 23–28

Lithium hydroxide monohydrate (0.18 mmol) was added to a suspension of
substituted-(1,3,4-thiadiazol-2-yl)isoindoline-1,3-dione (0.15 mmol) in a (1:1) mixture of H2O:THF.
The reaction mixture was stirred at room temperature for 2 h, and was then acidified with HCl 1N
and extracted three times with EtOAc. The organic layer was dried over anhydrous Na2SO4 and the
solvent was removed at reduced pressure to provide the final product as white solid, which was used
in the next step without further purification.

2-((5-(4-Methoxyphenyl)-1,3,4-thiadiazol-2-yl)carbamoyl)benzoic acid (23): crystallization MeCN, yield 67%
1H NMR (DMSO): δ 12.98 (s, 1H), 7.90–7.86 (m, 2H), 7.65–7.56 (m, 2H), 7.06–7.04 (m, 2H), 3.79 (s, 3H)
ppm 13C-NMR (DMSO): δ 167.55, 167.01, 161.76, 161.09, 158.06, 135.97, 131.87, 130.38, 130.30, 129.76,
128.56, 128.52, 128.48, 128.17, 122.17, 114.78, 55.42 ppm LC-MS(ES) m/z = 352.9 [M + H]+, m/z = 354.0
[M − H]−.

2-((5-(4-Hydroxyphenyl)-1,3,4-thiadiazol-2-yl)carbamoyl)benzoic acid (24): crystallization in EtOH. white
solid, yield 75%, 1H-NMR (400 MHz, DMSO-d6): δ 13.16 (bs, 1H), 10.04 (s, 1H), 7.93-7.91 (d, J = 8.0 Hz,
1H), 7.79–7.77 (d, J = 8.0 Hz, 2H), 7.69–7.60 (m, 3H), 6.90–6.88 (d, J = 8.0 Hz, 2H). 13C-NMR (100 MHz,
DMSO-d6): δ 167.96, 167.49, 162.60, 160.17, 158.21, 136.50, 132.32, 130.82, 130.22, 129.10, 128.64, 121.70,
116.56 ppm.

2-((5-(2-Bromophenyl)-1,3,4-thiadiazol-2-yl)carbamoyl)benzoic acid (25): Purification eluent DCM/MeOH
96:4, yield 50%, white solid. 1H-NMR (400 MHz, DMSO-d6): δ 13.40 (bs, 1H), 7.97–7.93 (t, J = 8.0 Hz,
2H), 7.85–7.83 (d, J = 8.0 Hz, 1H), 7.68–7.61 (m, 3H), 7.58–7.54 (t, J = 8.0 Hz, 1H), 7.49–7.45 (t, J = 8.0 Hz,
1H). 13C-NMR (100 MHz, DMSO-d6): δ 168.18, 167.56, 160.70, 159.82, 136.20, 134.32, 132.44, 132.30,
132.21, 131.60, 130.96, 130.35, 128.79, 128.75, 121.89 ppm.

2-((5-(3,4-Dimethoxyphenyl)-1,3,4-thiadiazol-2-yl)carbamoyl)benzoic acid (26): crystallization in EtOH.
White solid, yield 60%. 1H-NMR (400 MHz, DMSO-d6): δ 7.87–7.85 (d, J = 8 Hz, 1H), 7.64–7.54 (m, 3H),
7.45–7.41 (m, 2H), 7.04–7.02 (d, J = 8 Hz, 1H), 3.8 (s, 3H), 3.76 (s, 3H). 13C-NMR (100 MHz, CDCl3):
δ 168.06, 167.43, 162.44, 158.58, 151.36, 149.65, 136.54, 132.41, 130.85, 130.61, 130.18, 128.60, 123.31,
120.86, 112.57 ppm.

2-((5-(4-(Dimethylamino)phenyl)-1,3,4-thiadiazol-2-yl)carbamoyl)benzoic acid (27): crystallization in EtOH.
white solid, yield 98%, 1H-NMR (400 MHz, DMSO-d6): δ 13.13 (bs, 1H), 7.92–7.90 (d, J = 8.0 Hz, 1H),
7.76–7.74 (d, J = 8.0Hz, 2H), 7.96–7.59 (m, 3H), 6.80–6.68 (d, J = 8.0Hz, 2H). 13C-NMR (100 MHz,
DMSO-d6): δ 167.86, 167.50, 163.07, 152.15, 136.62, 132.32, 130.77, 130.18, 128.62, 128.49, 117.90,
112.52 ppm.

2-((5-(2-Nitrophenyl)-1,3,4-thiadiazol-2-yl)carbamoyl)benzoic acid (28): Crystallization MeCN (73% yield,
pale yellow solid). 1H NMR (DMSO-d6): δ 8.06–8.00 (m, 3H), 7.90–7.74 (m, 3H), 7.59–7.51 (m, 2H).
13C-NMR (DMSO-d6): δ 170.5, 167.7, 156.6, 149.0, 138.0, 133.5, 133.2, 132.2, 131.7, 131.3, 130.5, 130.0,
124.9, 124.5. LC-MS(ES) m/z = 370.9 [M + H]+, m/z = 393.0 [M + Na]+, m/z = 368.9 [M − H]−.

3.1.6. General Procedure for the Synthesis of Esters 29–32

A mixture of substituted-(1,3,4-thiadiazol-2-yl)isoindoline-1,3-dione (0.29 mmol) and the
opportune alcohoxide (0.29 mmol) was stirred at room temperature for 16 h under N2 atmosphere.
Mixture was diluted with diluted CH3COOH, the residue was filtered and the solvent was evaporated
at a reduced pressure. The product was purified via flash chromatography on silica gel (eluent
CHCl3/EtOH, 98/2) to furnish a white solid product.
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Methyl 2-((5-(4-methoxyphenyl)-1,3,4-thiadiazol-2-yl)carbamoyl)benzoate (29): Crystallization MeCN (53%
yield, white solid).1H NMR (DMSO-d6): δ 8.04–8.02 (m, 2H), 7.96–7.92 (m, 2H), 7.10–7.07 (m, 2H), 3.81
(s, 3H) ppm 13C-NMR (DMSO-d6): δ 167.05, 164.74, 162.25, 152.88, 136.03, 131.59, 129.67, 124.74, 122.41,
115.95, 115.43, 114.87 ppm LC-MS(ES) m/z = 370.1 [M + H]+.

Ethyl 2-((5-(4-methoxyphenyl)-1,3,4-thiadiazol-2-yl)carbamoyl)benzoate (30): Purification eluent
CHCl3/EtOH 98:2, yield 10%, white solid. 1H-NMR (400 MHz, CDCl3): δ 8.00–7.98 (d, J = 8.0
Hz, 1H), 7.84–7.82 (d, J = 8.0 Hz, 2H), 7.63–7.54 (m, 3H), 6.97–6.95 (d, J = 8.0 Hz, 2H), 4.29–4.23
(q, J = 7.2 Hz, 2H), 3.83 (s, 3H), 1.22–1.20 (t, J = 8.0 Hz, 3H). 13C-NMR (100 MHz, CDCl3): δ 167.48,
165.99, 164.74, 132.24, 130.68, 130.38, 129.43, 128.82, 127.85, 114.61, 61.82, 55.44, 13.87 ppm. LC-MS(ES)
m/z = 384.2 [M + H]+.

Butyl 2-((5-(4-methoxyphenyl)-1,3,4-thiadiazol-2-yl)carbamoyl)benzoate (31): Purification eluent
CHCl3/EtOH 98:2, crystallization in EtOH, yield 23%, white solid. 1H-NMR (400 MHz, CDCl3):
δ 8.07–8.05 (d, J = 8 Hz, 1H), 7.77–7.75 (d, J = 8.0 Hz, 3H), 7.70–7.62 (m, 2H), 6.99–6.97 (d, J = 8 Hz, 2H),
4.23–4.19 (t, J = 6.8 Hz, 2H), 3.88 (s, 3H), 1.58–1.54 (q, J = 6.8 Hz, 2H), 1.33–1.28 (q, J = 7.6 Hz, 2H),
0.82–0.79 (t, J = 7.2 Hz, 3H). 13C-NMR (100 MHz, CDCl3): δ 167.44, 166.16, 162.39, 161.56, 159.59, 135.58,
132.19, 130.55, 130.39, 129.96, 128.60, 128.51, 123.11, 114.49, 65.57, 55.47, 53.43, 30.47, 19.15, 13.64 ppm.
LC-MS(ES) m/z = 412.1 [M + H]+.

Methyl 2-((5-(2-nitrophenyl)-1,3,4-thiadiazol-2-yl)carbamoyl)benzoate (32): The crude was purified by flash
chromatography using 99:1 DCM:MeOH (35% yield, white solid).1H NMR (Acetone-d6): δ 8.07–7.67
(m, 8H), 3.82 (s, 3H). 13C-NMR (Acetone-d6): δ 167.3, 166.0, 160.0, 157.7, 149.2, 136.2, 132.9, 132.3, 132.0,
131.4, 130.7, 129.9, 129.5, 128.3, 52.0 ppm. LC-MS(ES) m/z = 385.0 [M + H]+, m/z = 406.9 [M + Na]+.

3.1.7. General Procedure for the Synthesis of Sulfonic Acids 33 and 34

2-Sulfobenzoic acid cyclic anhydride (0.99 mmol) and TEA (0.54 mmol) were added to a stirred
solution of the opportune aminothiazole (0.25 mmol) in MeCN (5 mL). The reaction mixture was
heated at reflux for 90 min. Then, water was added to the mixture and acidified to pH 2 with 1N HCl.
The resulting mixture was extracted with AcOEt, the organic layer was washed with brine, dried over
Na2SO4, filtered, and evaporated in vacuo. The crude was purified by flash chromatography while
using the opportune eluent.

2-((5-(4-Methoxyphenyl)-1,3,4-thiadiazol-2-yl)carbamoyl)benzenesulfonic acid (33): The crude was purified
by flash chromatography on silica gel (from 4:6 PE:AcOEt to 100% AcOEt). (68% yield, white solid).
1H NMR (DMSO-d6): δ 8.05 (d, J = 7.9 Hz, 1H), 7.88 (d, J = 7.9 Hz, 2H), 7.74 (t, J = 8.0 Hz, 1H), 7.64–7.61
(m, 2H), 7.06 (d, J = 7.9 Hz, 2H), 3.87 (s, 3H) ppm. 13C-NMR (MeOD): δ 166.88, 163.42, 161.89, 158.65,
143.12, 131.83, 130.88, 130.20, 129.95, 128.52, 127.30, 122.90, 114.50, 54.77 ppm. LC-MS(ES) m/z = 390.1
[M − H]−.

2-((5-(2-Nitrophenyl)-1,3,4-thiadiazol-2-yl)carbamoyl)benzenesulfonic acid (34): The crude was purified by
flash chromatography using from 4:6 PE:AcOEt to 100% AcOEt. (54% yield, yellow solid).1H NMR
(DMSO-d6): δ 13.85 (s, 1H), 8.10 (d, J = 7.9 Hz, 1H),7.93 (d, J = 7.9 Hz, 2H), 7.89–7.78 (m, 3H), 7.65–7.55
(m, 2H). 13C-NMR (DMSO-d6): δ 166.6, 160.2, 157.6, 149.0, 154.3, 133.6, 132.5, 132.0, 131.9, 131.4, 130.2,
127.4, 125.1, 124.0. LC-MS(ES) m/z = 404.9 [M − H]−.

3.1.8. General Procedure for the Synthesis of Compounds 35 and 36

Iron dust (0.61 mmol) and NH4Cl (0.061 mmol) were added to a solution of the opportune
nitrocompound (0.12 mmol) in a 3:1 mixture of EtOH/H2O (13 mL). The reaction mixture was stirred at
reflux for 30 min. After that, the mixture was filtered through a Celite pad, concentrated in vacuo, and
then purified by flash chromatography on silica gel whileusing the opportune eluent.
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2-((5-(2-Aminophenyl)-1,3,4-thiadiazol-2-yl)carbamoyl)benzenesulfonic acid (35): From EtOAc to 98:2
AcOEt:MeOH (76% yield, yellow solid). 1H NMR (DMSO-d6): δ 7.91 (d, J = 8.2 Hz, 1H), 7.80
(d, J = 8.4 Hz, 1H), 7.60–7.49 (m, 3H),7.91 (d, J = 8.2 Hz, 1H),7.15 (t, J = 7.6 Hz, 1H), 6.87–6.83 (m, 3H),
6.62 (t, J = 7.4 Hz, 1H). 1H NMR (DMSO-d6 + D2O): δ 7.91 (d, J = 8.2 Hz, 1H), 7.80 (d, J = 8.4 Hz,
1H), 7.60–7.49 (m, 3H), 7.91 (d, J = 8.2 Hz, 1H), 7.15 (t, J = 7.6 Hz, 1H), 6.83 (d, J = 8.3 Hz, 1H), 6.62
(t, J = 7.4 Hz, 1H). 13C-NMR (DMSO-d6): δ 166.5, 164.7, 157.0, 147.1, 144.8, 131.8, 131.4, 131.2, 130.5,
130.3, 127.4, 116.7, 116.5, 111.6. LC-MS(ES) m/z = 376.9 [M + H]+, m/z = 374.9 [M − H]−.

2-((5-(2-Aminophenyl)-1,3,4-thiadiazol-2-yl)carbamoyl)benzoic acid (36). The residue was purified by
flash chromatography from 100% AcOEt to 95:5 AcOEt:MeOH (31% yield, yellow solid). 1H NMR
(DMSO-d6): δ 7.86 (d, J = 7.4 Hz, 1H), 7.79 (d, J = 7.6 Hz, 1H), 7.56–7.44 (m, 3H), 7.14 (t, J = 7.6 Hz, 1H),
6.90-6.84(m, 3H), 6.63 (t, J = 7.6 Hz, 1H). 1H NMR (DMSO-d6 + D2O): δ 7.86 (d, J = 7.4 Hz, 1H), 7.79
(d, J = 7.6 Hz, 1H), 7.56–7.44 (m, 3H), 7.14 (t, J = 7.6 Hz, 1H), 6.82 (d, J = 9.2 Hz, 1H), 6.63 (t, J = 7.6 Hz,
1H). 13C-NMR (DMSO-d6): δ 169.3, 167.4, 164.3, 158.2, 147.4, 134.2, 131.4, 131.2, 131.0, 130.8, 130.5,
129.8, 116.6, 116.2, 111.9.LC-MS(ES) m/z = 339.0 [M − H]−.

3.2. Enzymatic Assays

3.2.1. Protein Expression and Purification

Recombinant his-tagged human full length DDX3X was cloned into the E. coli expression vector
pET-30a(+). Shuffle T7 E. coli cells were transformed with the plasmid and grown at 37 ◦C up to OD600

= 0.7. DDX3X expression was induced with 0.5 mM IPTG at 15 ◦C O/N. The cells were harvested
by centrifugation, lysed, and the crude extract centrifuged at 100.000xg for 60 min. at 4 ◦C in a
Beckman centrifuge before being loaded onto a FPLC Ni-NTA column (GE Healthcare). Column was
equilibrated in Buffer A (50 mM Tris-HCl pH 8.0, 250 mM NaCl, 25 mM Imidazole, and 20% glycerol).
After extensive washing in Buffer A, the column was eluted with a linear gradient in Buffer A from 25
mM to 250 mM Imidazole. Proteins in the eluted fractions were visualized on SDS-PAGE and then
tested for the presence of DDX3X by Western blot with anti-DDX3X A300-475A(BETHYL) at 1:2000
dilution in 5% milk. Fractions containing the purest DDX3X protein were pooled and stored at −80 ◦C.

3.2.2. ATPase Assay

The ATPase assay was carried out by using the commercial kit Promega (Milan, Italy), ADP-GloTM

Kinase Assay. Reaction was performed in 30 mM TrisHCl pH 8, 9 mM MgCl2, 0.05 mg/mL BSA, 50 µM
ATP, and 4 µM of recombinant DDX3X. Reaction was performed following the ADP-GloTM Kinase
Assay Protocol and luminescence was measured with MicroBeta TriLux (Perkin Elmer, Milan, Italy).

3.3. Antiviral Assay

The antiviral activity was evaluated by measuring the half maximal inhibitory concentration
(IC50) values against the HIV-1 wild-type reference strain NL4-3 in a TZM-bl cell line based phenotypic
assay, named BiCycle Assay [26]. The method includes a first round of infection of human T cell
lymphoma derived clone H9 at multiplicity of infection of 0.03 in the presence of serial dilution of
compounds in a 96-well plate. After 72 h, 50 microliters of supernatants from each well were used to
infect the TZM-bl cell line, which allow the quantitative analysis of HIV infection by measuring the
expression of the luciferase gene integrated in the genome of the cells under the control of HIV-1 LTR
promoter. The contribution of DDX3X expression in TZM-bl cells does not contribute in a relevant
way to the determination of viral activity, as the reporter TZM-bl cells are minimally exposed to
investigational compounds.

After 48 h, dose-response curves were generated by measuring reporter gene expression in each
well by using the Bright-Glo Luciferase Assay (Promega) through the GloMax Discovery reader
(Promega). Relative luminescence units measured in each well were elaborated with the GraphPad
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Software v.6.0 to calculate IC50 values. All the viruses and cell lines were obtained through the NIH
AIDS Reagent Program (www.aidsreagent.org).

3.4. Cytotoxicity Assay

Cytotoxicity in H9 cells was determined by using the CellTiter-Glo 2.0 assay (Promega). H9 cells
were seeded at 40,000 cells/well in duplicate in the presence of serial two-fold dilutions of compounds
(range 200–1.56 µM) and incubated for 72 h. Cell viability was calculated by measuring cellular ATP as
a marker of metabolically active cells through a luciferase based chemical reaction and expressed as
the concentration that reduce cell viability by 50%.

3.5. ADME Assay

Chemicals. All solvents and reagents were from Sigma-Aldrich Srl (Milan, Italy). Dodecane
was purchased from Fluka (Milan, Italy). Pooled Male Donors 20 mg/mL HLM were from BD
Gentest-Biosciences (San Jose, California). Milli-Q quality water (Millipore, Milford, MA, USA)
was used. Hydrophobic filter plates (MultiScreen-IP, Clear Plates, 0.45 µm diameter pore size),
96-well microplates, and 96-well UV-transparent microplates were obtained from Millipore (Bedford,
MA, USA).

3.5.1. Parallel Artificial Membrane Permeability Assay (PAMPA)

Donor solution (0.5 mM) was prepared by diluting 1 mM dimethylsulfoxide (DMSO) compound
stock solution while using phosphate buffer (pH 7.4, 0.025 M). Filters were coated with 5 µL of a 1%
(w/v) dodecane solution of phosphatidylcholine for intestinal permeability. Donor solution (150 µL)
was added to each well of the filter plate. To each well of the acceptor plate was added 300 µL of
solution (50% DMSO in phosphate buffer). All of the compounds were tested in three different plates
on different days. The sandwich was incubated for 5 h at room temperature under gentle shaking.
After the incubation time, the plates were separated, and samples were taken from both receiver and
donor sides and analyzed while using LC with UV detection at 280 nm. LC analysis was performed
with a PerkinElmer (series 200) instrument that was equipped with an UV detector (PerkinElmer
785A, UV/vis Detector). Chromatographic separation was conducted using a Polaris C18 column
(150–4.6 mm, 5 µm particle size) at a flow rate of 0.8 mL min−1 with a mobile phase composed of 60%
ACN/40% H2O-formic acid 0.1% for all compounds. Permeability (Papp) was calculated according to
the following equation with some modification to obtain permeability values in cm/s,

Papp =
VDVA

(VD + VA)At
− ln(1− r) (1)

where VA is the volume in the acceptor well, VD is the volume in the donor well (cm3), A is the “effective
area” of the membrane (cm2), t is the incubation time (s), and r the ratio between drug concentration in
the acceptor and equilibrium concentration of the drug in the total volume(VD + VA).

Drug concentration is estimated by using the peak area integration. Membrane retentions (%)
were calculated according to the following equation:

%MR =
[r− (D + A)]100

Eq
(2)

where r is the ratio between drug concentration in the acceptor and equilibrium concentration, D, A,
and Eq represented drug concentration in the donor, acceptor, and equilibrium solution, respectively.

3.5.2. Water Solubility Assay

The appropriate (1 mg) was added to 1 mL of water. The sample was shaken in a shaker bath at
room temperature for 24–36 h. The suspensions were filtered through a 0.45 µm nylon filter (Acrodisc,

www.aidsreagent.org
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Sigma Aldrich, Milan, Italy) and the solubilized compound determined by LC-MS-MS assay. The
determination was performed in triplicate. For the quantification, an LC-MS system consisting of a
Varian apparatus (Varian Inc., Palo Alto, CA, USA), including a vacuum solvent degassing unit, two
pumps (212-LC), a Triple Quadrupole MSD (Mod. 320-LC) mass spectrometer with ES interface, and
Varian MS Workstation System Control Vers. 6.9 software, was used. Chromatographic separation was
obtained while using a 3 µm particle size Pursuit C18 column (50 × 2.0 mm) (Varian). Column was
equilibrated in Buffer B (aqueous solution of 0.1% formic acid) and eluted with a linear increase from 0%
to 70% gradient of Buffer A (ACN) for 10 min. and subsequent increase up to 98% for additional 5 min.
The instrument operated in positive mode and the following parameters were used: injection volume
5 µL, flow rate 0.3 mL/min, detector 1850 V, drying gas pressure 25.0 psi, desolvation temperature
300.0 ◦C, nebulizing gas 45.0 psi, needle 5000 V, and shield 600 V. Nebulizer gas and drying gas was
Nitrogen. Argon was the collision gas at a pressure of 1.8 mTorr in the collision cell. Single compound
quantification was performed in comparison with standard calibration curves in methanol.

3.5.3. Microsomal Stability Assay

Each compound was incubated at a final concentration of 50 µM in a final volume of 0.5 mL in 2%
(final solution) DMSO for 60 min. at 37 ◦C under the following conditions: 125 mM phosphate buffer
(pH 7.4), 5 µL of human liver microsomal protein (0.2 mg/mL) and NADPH-generating system. The
reactions were stopped by adding 1.0 mL of acetonitrile and cooled in ice. Parent drug and metabolites
in the reaction mixtures were determined after centrifugation of the samples by LC-UV-MS.

An Agilent 1100 LC/MSD VL system (G1946C) (Agilent Technologies, Palo Alto, CA, USA) was
used for chromatographic analysis. A vacuum solvent degassing unit constituted the instrument, a
binary high-pressure gradient pump, an 1100 series UV detector, and an 1100 MSD model VL benchtop
mass spectrometer. A Varian Polaris C18-A column (150–4.6 mm, 5 µm particle size) was used under the
following conditions: eluent A: ACN; eluent B: aqueous solution of formic acid (0.1%); linear gradient
2–70% of eluent A for 12 min, then increased to 98% up to 20 min.; flow rate 0.8 mL min.-1; injection
volume 20 µL. The LC-ESI-MS determination was performed with Agilent 1100 series mass spectra
detection (MSD) single-quadrupole instrument in the positive ion mode and an orthogonal spray
API-ES (Agilent Technologies, Palo Alto, CA, USA). Nebulizing and drying gas was Nitrogen. Pressure
of the nebulizing gas 40 psi, flow of the drying gas 9 L/min, capillary voltage 3000 V, fragmentor
voltage 70 V, and vaporization temperature 350 ◦C. UV were monitored at 280 nm. Scan range for
spectra acquisition was m/z 100–1500 while using a step size of 0.1 u. The percentage of compound not
metabolized was determined by comparison with reference solutions.

4. Discussion

In the present paper, 15 novel inhibitors of the ATPase activity of the human helicase DDX3X
were designed, synthesized, and biologically characterized. The compounds were designed starting
from hits previously published, by replacing their rohdanine moiety, already reported in the list of
PAINS, with the 1,3,4-thiadiazole ring. As a result, nine compounds showed promising anti- enzymatic
activities varying from 1.5 µM to 35 µM. Compounds that were endowed of the most interesting
activities against the enzyme were then evaluated on HIV-1 infected H9 cells to discover potential
antiviral drugs. The antiviral screening led to the identification of seven antiviral compounds endowed
of activities ranging from 2.8 µM to 42 µM. Among them, compound 24 was characterized by the
best anti-HIV-1 activity of 2.8 µM and by a promising selectivity index (CC50 = 125 µM, SI = 45).
The ADME assays were finally performed to preliminary evaluate the pharmacokinetic parameters
of compounds and to rationalize results. Acid derivatives showed very good metabolic stability, in
contrast to their corresponding esters, which were rapidly metabolized into the acid precursors. The
aqueous solubility was found very promising; in fact, the values of the most active compounds were
below 6, as recommended for drug candidates. Finally, compounds were characterized by low but not
limiting passive permeability. Taking into account ADME results, the antiviral activities of the esters
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29 and 31 is probably due to their enhanced membrane permeability, followed by a cellular conversion
into compound 24. Caco-2 experiments will be performed in the due time to evaluate the involvement
of active transport mechanisms.

In conclusion, in the present work, we have successfully replaced the rhodanine moiety of
compound FE15 with 1,3,4-thiadiazole ring. This approach is useful in reducing the interferences in
assays that are generally associated with PAINS. The most promising derivative, compound 24, is
characterized by good inhibition of the ATPase activity of DDX3X protein and by promising anti-HIV-1
activity in a reference virus-cell system without signs of in vitro cytotoxicity. These data, together with
suitable in vitro PK properties, make inhibitor 24 a good starting point for further optimization.
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