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## Abstract (English)

Mechanistic models combine accepted laws to describe different parts of the system under analysis; their variables and parameters are typically related to specific elements of the system. Physiologically based pharmacokinetics (PBPK) models are a class of mechanistic models used in pharmacology. From a mathematical point of view, PBPK models are compartmental models in which each compartment corresponds to a specific organ or tissue. All the compartments are linked by flow rates representing the blood circulation. PBPK models nowadays are routinely applied by pharmaceutical companies from early discovery to late drug development. Moreover, they are used during regulatory review and for informing the drug labels.

However, the lack of appropriate parameter values hampers the PBPK models expansion. Along this line, there is a substantial problem that PBPK models share with almost all the mechanistic models: the uncertainty in the parameter values. Many PBPK parameters are derived from in vitro experiments, so, they are uncertain due to the measurement errors and to the difference between the in vitro and in vivo contexts. Other parameters can be predicted by using models, thus, they are uncertain due to the prediction errors. Other parameters instead can be calibrated on given sets of data, therefore, they are subject to the estimation errors. Moreover, when the PBPK models are used in a population context, their parameters are variable as well as uncertain. If the parameters are uncertain or variable,
then, the model outputs (e.g., plasma AUC, $C_{\max }$ ) would be uncertain or variable too. As highlighted by regulatory agencies, there is the need of understanding the confidence on the PBPK modelling results. This could be done with uncertainty and sensitivity analysis. Uncertainty analysis refers to the quantification of the model output variation. Instead, sensitivity analysis refers to the act of apportioning the output variation to the sources of uncertainty or variability in the model inputs. To cope with this issue, in this work we used global sensitivity analysis (GSA) techniques. GSA, with respect to other types of sensitivity analyses, is model independent, detects interaction effects and assess each parameter impact while all the other parameters are allowed to vary as well.

In this thesis, some of the possible applications of uncertainty analysis and GSA for mechanistic models used in the field of pharmacology and, in particular, for PBPK models, are shown. With the example of a PBPK model for the anticancer pro-drug gemcitabine, we showed how GSA can be used to understand what parameters mainly drive the variability of some metrics of interest in a population. Moreover, GSA was applied to absorption models for orally administered compounds. In this case, GSA was used to gain insight into the structure of the model and to guide the choice of parameters that can safely be assumed, estimated or require data generation to allow informed model prediction. We applied uncertainty analysis and GSA also during the development of a model describing the pharmacokinetics (PK) of inhaled compounds. Here we identified two ways of performing GSA, that we called inter-compounds and intra-compound. Inter-compounds GSA was found to be particularly useful during the phase of model building, in fact it helps in understanding if the model behaves as expected and, if not, it gives useful information in identifying the reasons. Instead, intra-compound GSA is applied when the PBPK model is used for a particular drug. Here, it helps in selecting what parameters should be known with lower degree of uncertainty in order to give more precise predictions. Finally, with the case study of mechanistic models including the correlation between the expression of different enzymes and transporters, we showed how uncertainty analysis and GSA can be used to inform experimental design.

As highlighted by regulatory agencies and practitioners from multiple disciplines, sensitivity analysis is crucial for the quality assessment of model based inference. In this context, the aim of this thesis is to show the utility of uncertainty analysis and GSA in PBPK modelling and simulation, with the view of seeing these techniques routinely applied in model development and use.

## Abstract (Italian)

I modelli meccanicistici sono composti da leggi che descrivono diverse parti del sistema in analisi. Tutte le loro variabili e i loro parametri hanno una diretta corrispondenza con elementi specifici del sistema. I modelli di farmacocinetica basati sulla fisiologia (PBPK, dall'inglese physiologically based pharmacokinetics) sono una tipologia di modelli meccanicistici usati in farmacologia. Da un punto di vista matematico, essi sono modelli compartimentali, in cui ogni compartimento rappresenta uno specifico organo o tessuto. I compartimenti di questi modelli sono connessi da flussi rappresentanti la circolazione sanguigna. I modelli PBPK sono comunemente utilizzati durante tutto il processo di ricerca e sviluppo dei farmaci, inoltre, essi sono utilizzati anche da agenzie regolatorie.

Nonostante ciò, la diffusione dei modelli PBPK è fortemente limitata dalla mancanza di valori appropriati per i parametri. In questo senso, c'è una caratteristica sostanziale che i modelli PBPK condividono con la quasi totalità dei modelli meccanicistici: l'incertezza nei valori dei parametri. Molti parametri di questi modelli sono derivati da esperimenti in vitro, quindi, sono incerti a causa dell'errore sperimentale e della diversità tra il contesto in vitro con quello in vivo. Alcuni parametri possono essere predetti mediante altri modelli e quindi sono affetti dall'errore di predizione. Altri parametri vengono invece calibrati e quindi, sono soggetti agli errori di stima. Inoltre, se i modelli PBPK sono utilizzati in un contesto
di popolazione, i parametri risultano essere variabili oltre che incerti. Se i parametri in ingresso al modello sono incerti o variabili, allora, le uscite del modello (che possono essere metriche di interesse come AUC e $C_{\max }$ plasmatiche) risultano essere incerte o variabili a loro volta. Come sottolineato dalle agenzie regolatorie, c'è il bisogno di stabilire la confidenza che si può attribuire ai risultati dei modelli PBPK. Questo può essere fatto mediante analisi di incertezza e sensitività. L'obbiettivo delle analisi di incertezza è quantificare la variazione nelle uscite del modello, mentre quello delle analisi di sensitività è di attribuire la variazione dell'uscita alle varie fonti di incertezza o variabilità negli ingressi. In questo lavoro, abbiamo utilizzato tecniche di analisi di sensitività globale (GSA, dall'inglese global sensitivity analysis). Le tecniche globali, a differenza di altri metodi per l'analisi di sensitività, sono modello-indipendenti, permettono la quantificazione degli effetti di interazione e determinano l'impatto di un ingresso sull'uscita del modello considerando tutti gli altri ingressi variabili a loro volta.

In questa tesi vengono mostrati alcuni dei possibili utilizzi dell'analisi dell'incertezza e della GSA per i modelli meccanicistici usati nel campo della farmacologia e, in particolare, per i modelli PBPK. Con l'esempio di un modello PBPK costruito per descrivere la farmacocinetica del profarmaco gemcitabina, abbiamo mostrato l'utilizzo della GSA per l'individuazione dei parametri che maggiormente causano la variabilità di certe metriche di interesse in una data popolazione. Inoltre, la GSA è stata applicata a modelli di assorbimento per farmaci somministrati oralmente. In questo caso, essa è stata utilizzata per aumentare la conoscenza della struttura del modello e per guidare la scelta dei parametri che possono essere fissati ad un certo valore oppure di quelli che necessitano di essere conosciuti con minore incertezza, con l'obbiettivo di aumentare la precisione nelle predizioni del modello. Abbiamo applicato l'analisi dell'incertezza e la GSA anche durante lo sviluppo di un modello PBPK per composti somministrati per via inalatoria. In questo contesto sono stati proposti due diversi approcci alla GSA, che abbiamo nominato inter-composti e intra-composto. La prima tipologia di analisi risulta essere particolarmente utile durante la fase di costruzione del modello, mentre la seconda quando il modello (o piattaforma) PBPK viene utilizzato per un particolare composto. Infine, abbiamo
mostrato come l'analisi dell'incertezza e la GSA possono essere utilizzate per informare il design sperimentale. Questo è stato fatto con l'esempio dello studio di modelli meccanicistici che includono correlazioni tra diversi enzimi e trasportatori

Come sottolineato da agenzie regolatorie e da professionisti di diversi settori, l'analisi di sensitività è uno strumento cruciale per valutare la qualità delle decisioni basate sull'utilizzo di modelli. L'obbiettivo di questa tesi è mostrare l'utilità dell'analisi dell'incertezza e della GSA per i modelli PBPK, con la prospettiva di vedere queste tecniche comunemente utilizzate durante lo sviluppo e l'uso di questi modelli.
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## Introduction

### 1.1 Drug development

Drug development is a lengthy, complex, costly and risky process. From the discovery of a new molecular entity (NME) to the drug commercialization, it takes approximately 13.5 years [1] and the capitalized research and development (R\&D) cost is more than $\$ 2.5$ billions [2]. Drug development can be divided in several phases, including drug discovery, preclinical phase (also known as phase zero) and clinical phase, that is further divided into phase 1, phase 2, phase 3 and phase $4[3,4]$.

In drug discovery, after the understanding of the nature of the disease, new compounds are designed with the aim to reverse or stop the disease effect. During this phase there are thousands of potential compounds. However, after early testing, only few among them will proceed [4]. In the preclinical phase the number of candidate compounds is further reduced and the lead compounds that most likely have desirable pharmacokinetics ( PK ), pharmacodynamics ( PD ) and clinical properties in humans are identified ${ }^{1}$. This is done, for example, by using in vitro experiments and

[^0]by understanding an appropriate clinical formulation. Moreover, animal models and biomarkers are used to provide early information on efficacy and toxicity. All the information gathered during this phase can be integrated and used for decision-making and the design of the early clinical investigations. This information can be useful for understanding the drug mechanism of action, for the design of new animal experiments and for translating the exposure-response relationships from animals to humans ${ }^{2}$ [3].

Clinical phase 1 studies are conducted in a small number of healthy volunteers (from 20 to 200) [4]. The aims of this phase are to inform on tolerability and safety, to find the maximal tolerated drug dose and concentration, to understand metabolism and elimination routes and to provide initial information on population variability [3]. Phase 1 usually lasts several months and the probability of a compound to move to the next phase is approximately $70 \%$ [4]. The phase 2 studies are conducted on several hundreds of people with the disease/condition under analysis [4]. The aims of these studies are to confirm the drug efficacy, the acute tolerability, the maximal dose and plasma concentration and the absence of acute safety issues. Moreover, an exploration of dosages regimen is performed. Finally, in order to optimize the dose regimen for patients subgroups, patient and external factors influencing the exposure-response relationship are identified [3]. The length of phase 2 studies goes from several months up to two years and the probability for a compound to move further is roughly $33 \%$ [4]. Phase 3 is a confirmatory phase and, with respect to the previous clinical phases, involves a larger number of patients (from 300 to 3000) [4]. Here the aims are to document the clinical safety and efficacy, to characterize the adverse reactions and to understand the sources of variability in the exposure-response. Moreover, dosing regimens can be identified for special populations (e.g., paediatric and elderly patients) [3]. The length of these

[^1]studies varies approximately from one to four years and the probability to move to the next phase is $25-30 \%$ [4]. Phase 4 is after the drug approval and commercialization. Here, the drug safety and efficacy are monitored in a population of several thousands of patients [4].

In each phase there is a risk of interrupting the drug development process (attrition). The majority of failures are reported to be due to efficacy or safety issues in both phase 2 and $3[7,8,9]$. In fact, the likelihood of being approved for a drug entering the clinical phase is approximately $11.8 \%$ [2].

### 1.2 Mechanistic models in drug development: the need for sensitivity analysis

The use of modelling and simulation (M\&S) during drug discovery and development was reported to significantly impact the delivery of new therapies to patients by increasing the decision-making confidence, reducing cycle times and eliminating costs $[10,11,12,13,14,15]$. In fact, many pharmaceutical companies and regulatory agencies are increasing the use of M\&S for solving critical problems [13, 14]. In 2016, the term model informed drug discovery and development (MID3) was defined by the European Federation of Pharmaceutical Industries and Associations (EFPIA) as a "quantitative framework for prediction and extrapolation, centered on knowledge and inference generated from integrated models of compound, mechanism and disease level data and aimed at improving the quality and efficiency and cost effectiveness of decision making" [11]. A recent survey reported that the focus of most pharmaceutical companies in MID3 strategic plans is on PK [12]. Moreover, MID3 was officially recognized to enable an effective and efficient drug development and it was included in the Prescription Drug User Fee act (PDUFA) VI of the US Food and Drug Administration (FDA) [16, 17].

M\&S is a term that includes a variety of different quantitative approaches. EFPIA highlighted a possible subdivision of M\&S in drug development into two classes: pharmacometrics and (quantitative) systems
pharmacology (QSP). A definition of pharmacometrics can be "the science of developing and applying mathematical and statistical methods to (a) characterize, understand, and predict a drug's pharmacokinetic and pharmacodynamic behavior; (b) quantify uncertainty of information about that behavior; and (c) rationalize data-driven decision making in the drug development process and pharmacotherapy"[6]. The history of pharmacometrics is long, its first definition was given in 1982, however, some authors claim that its story begins with PK in 1847 [6, 18]. The term QSP was defined in 2011 by the National Institute of Health (NIH) QSP working group as "an approach to translational medicine that combines computational and experimental methods to elucidate, validate and apply new pharmacological concepts to the development and use of small molecule and biologic drugs determining mechanisms of action of new and existing drugs in preclinical and animal models and patients"[19]. Other definitions of pharmacometrics and QSP can be found $[11,18,20]$.

One might argue that the definitions above are quite general and that there could exist models classified in both the classes. One case could be for example a model describing the human PK by 'translating' in vitro and in vivo information from the preclinical phase.

A crisp classification that looks more at the technical characteristics of the model, rather than at the application, is the one between data driven, or top-down, and mechanistic, or law driven, models (even if in this case the distinction can be blurry sometimes too) [21]. Data driven models have typically a standard structure and they are built to be parsimonious, so, their complexity is 'just enough' to describe the data [22]. The parameters of these models are generally identified from a given set of data (e.g., with least squares techniques). Pharmacometrics is typically a top-down (or data driven) discipline where PK and PD are described by using simple compartmental models and the parameters variability in a given population is described by using statistical models [22, 23]. The usefulness of these empirical approaches was proven in a variety of cases, for example, in supporting the approval for dosing regimens that were not tested, in supporting the dose response in paediatric patients and in dose recommendation for renally impaired patients [11, 17]. However "no data-driven system model,
conceptual or mathematical, will have the level of detail needed to anticipate all the potential consequences of altering the system via pharmacological intervention" ${ }^{3}$ [22]. In fact, their behaviour tend to adhere to the one of the data used for the parameters identification [21].

Mechanistic models combine accepted laws to describe different parts of the system under analysis and all their variables and parameters are typically related to specific elements of the system. For example, the Noyes Whitney model [25] can be used to describe the drug dissolution in the intestinal lumen, while the Michaelis Menten [26] equation can be used to model the phosphorylation of a drug catalysed by a given kinase in a certain cell. Mechanistic models give higher importance to plausible representation of the system rather than model parsimony. For this reason, they are typically over-parametrized and they contain many more laws than the ones that could be supported by the data. However, this characteristic leads to a greater capacity of mechanistic models to describe the system behaviour in situations not already tested or observed [21] (e.g., PK in special population or in case of interactions between compounds).

When searching for mechanistic models in drug discovery and development, one often find three terms: systems biology, QSP and physiologically based pharmacokinetic (PBPK) models. Systems biology typically refers to an approach aimed at understanding the biological processes as a whole integrated system rather than isolated parts [27]. QSP can be included in the former definition as well [22]. However, the difference between systems biology and QSP is generally intended as follows: systems biology describe events at the very foundamental biological scale (e.g., metabolic pathways) while QSP aims to provide links between this low order scale and higher order behaviours, such as phenotypes or clinical outcomes. Moreover, QSP aims to fit to all the drug discovery and development stages [22].

PBPK models are (for some authors arguably [28]) a branch of QSP

[^2]

Figure 1.1: General structure of a PBPK model. Each organ correspond to a specific compartment and the red and blue arrows represent arterial and venous blood flows, respectively. The organs and tissues represented in boxes $A$ and $B$ are 'in parallel' with respect to the blood flow, this means that they have separate blood inflows and outflows. Box $A$ : adipose tissue, bone, brain, gonads, heart, kidney, muscle and skin. Box $B$ : gut, pancreas, spleen and stomach.
$[29,30]$. From the mathematical point of view, PBPK models are compartmental models in which each compartment corresponds to a specific organ or tissue. All these compartments are linked by flow rates representing the blood circulation $[31,32]$. The generic structure of a PBPK model is shown in figure 1.1. Given the mechanistic nature of PBPK models, all their parameters correspond to specific system properties. Usually, these parameters are classified as system-specific and drug-specific [29, 31]. Examples of systems-specific parameters are the organ volumes, blood flows and the ones relative to tissue composition (e.g., in terms of water and phospholipids content). Examples of drug-specific parameters can be the tissue to plasma partition coefficients, the intrinsic clearance, the gut-wall permeability or the intrinsic solubility [31].

Although PBPK models are classified as QSP, they have a longer history. Some authors suggest that the origin of PBPK modelling was in 1937 with the work of Teorell [31, 33]. He recognize that events occurring in one part of the body are influenced by, and in turn influence, events that occur in other parts. So, the body behaves as an integrated system [31, 33]. From 1960s to the early 1970s PBPK models progresses significantly, although the specific term 'PBPK' was not yet used [31]. As it can be seen from figure 1.2, from 1974 to nowadays there was a continuous increase of publications regarding/mentioning PBPK models. Approximately until the beginning of 2000, the use of these models was mostly restricted to environmental pollutants and toxicants, where strong constraints for data generation in humans exist [34]. Until then, the interest of pharmaceutical companies and regulatory agencies on PBPK modelling was low and most of the applications for pharmaceuticals was performed in academia [31]. However, from the early 2000s the situation changed and an exponential growth of their use in drug research and development occurred [34, 35]. Now, PBPK modelling is routinely applied from early discovery to late drug development $[36,37]$. This situation was helped by several factors $[29,31,34,35,38]$, including: 1) the presence of adequate in vitro systems informing the in vivo processes of absorption, distribution, metabolism and excretion (ADME); the availability of models predicting plasma-tissue partition coefficients, thus allowing an estimation of drug


Figure 1.2: Trend in PBPK publication from 1974 to nowadays. The following research was performed on Scopus on 5 September 2019: ALL ( "PBPK" OR "physiologically based pharmacokinetics").
tissue distribution without the need of performing expensive experiments [39, 40, 41, 42]; 3) the development of easy to use commercial tools for PBPK modelling, such as Simcyp (https://www.certara.com/software/ physiologically-based-pharmacokinetic-modeling-and-simulation/ simcyp-simulator), Gastroplus (https://www.simulations-plus.com/ software/gastroplus/) and PK-Sim (http://www.systems-biology.com/ products/pk-sim/).

PBPK models are used during the process of drug discovery and development in a variety of different cases, for example to perform in vitro to in vivo extrapolation (IVIVE) and to predict drug PK in preclinical species only by using in vitro data. They are used to predict the human PK before performing first in human studies, to predict the effect of drug-drug interactions (DDI), the food effect for orally administered compounds and the effect of age (especially for children younger than two years old). Moreover, they can be used in a Monte Carlo framework to explore the PK variability
in a population much numerous than the one that can be observed and thus, they can predict the characteristics leading to an extreme PK. Comprehensive reviews of PBPK applications in pharmaceutical companies can be found in $[11,31,36,37,38,43]$. During early drug discovery, PBPK are typically used in a pure bottom-up fashion. In this case, the parameters are estimated by using in silico (e.g., quantitative structure activity relationship, QSAR [44]) and in vitro models and PBPK models are used to predict the PK in humans or preclinical species [37]. PBPK models are used also with a middle-out approach, where some of the model parameters are calibrated on certain data (e.g., clinical), with the aim of predicting the system behaviour in unobserved situations [30]. Here 'reduced' version of the models, with 'lumped' compartments can be used [31, 45, 46].

PBPK modelling has shown its utility during regulatory review [47, 48] and for informing the drug labels [37, 35]. In these contexts, PBPK models are used in decision making and to address questions such as how extrinsic factors (e.g., DDI) or intrinsic factors (e.g., age, genetics) could influence the drug exposure-response [47]. From 2008 to 2017 the FDA's Office of Clinical Pharmacology received 94 new drug applications (NDAs) including the use of PBPK models. Here, the aim of PBPK analyses was mainly to address DDI, followed by the application for paediatric population [49], as shown in figure 1.3. Of recent significance, EMA and FDA published guidelines for PBPK modelling and simulations reporting [50, 51]. Concerning QSP models (excluding PBPK), they are generally present as support of large evidentiary packages [28].

Referring to PBPK models, Poggesi and co-workers in 2014 posed the following question: "is it all a success story?". In these few years the answer is probably not changed: "no, it is not".

A study inspired by the Pharmaceutical Research and Manufacturer of America (PhRMA) initiative reported that the accuracy of PBPK models to predict the intra-venous (IV) PK was relatively good, while lower performances were observed for oral administration [52]. Similar results were obtained in the Oral Biopharmaceutics Tools (OrBiTo) project, where a large scale evaluation of PBPK models for oral drug absorption showed high variability in the predictive performances [53, 54, 55]. Moreover, many systems-


Figure 1.3: Aims of PBPK analyses in the 94 NDAs submitted to the FDA's Office of Clinical Pharmacology from 2008 to 2017 [49].
related parameters are still lacking, such as enzymes and transporters abundances in specific tissues, their population variability, inter-correlation and their relation with demographics $[29,32,56]$. Jamei reported that the lack of appropriate systems parameters is probably the biggest challenge in the PBPK models expansion [35].

Along this line, there is a substantial problem that PBPK models share with almost all the mechanistic models (or, in general, almost all the mathematical models): the uncertainty in the parameter values [21].

Many drug-dependent parameters are derived from in vitro experiments, so, they have uncertainties associated with the measurement errors and to the difference between the in vitro and in vivo contexts. Other parameters can be predicted by using models, thus, they are uncertain due to the prediction errors [57]. Other parameters again can be identified from a given set of data, therefore, they are subject to the estimation errors. For example, the human jejunal permeability is a parameter used in PBPK models to estimate the intestinal drug absorption. This value can be obtained through a linear regression by using as independent variable the apparent permeability coefficient $\left(P_{a p p}\right)$, that in turn is derived by in vitro experi-

### 1.3. Introduction to global sensitivity analysis (GSA)

ments involving the Caco-2 cell line and the PAMPA assay [43, 58]. These measurements can have a significant degree of uncertainty and a substantial inter-laboratories variability was observed for the $P_{a p p}$ values derived from Caco-2 experiments [43, 59]. Therefore, the human jejunal permeability is an uncertain parameter and its uncertainty is driven by both measurement and prediction errors. A similar reasoning could be done for many other parameters. Moreover, when the PBPK models are used in a population context, their parameters are variable as well as uncertain.

If the model parameters are uncertain or variable, then, the model outputs (e.g., the plasma concentration time curve) would be uncertain or variable too. As highlighted in the recent EMA guideline, there is the need of understanding the confidence on the PBPK modelling results [50]. For this reason, the effect of uncertain and variable parameters should be assessed by understanding how much is the extent of the model outputs variation and how much this variation is apportioned to the various sources of uncertainty and variability in the model input parameters [21, 50]. This could be done with uncertainty and sensitivity analyses.

### 1.3 Introduction to global sensitivity analysis (GSA)

Sensitivity analysis can be defined as "the study of how uncertainty in the output of a model (numerical or otherwise) can be apportioned to different sources of uncertainty in the model input"[60]. Uncertainty analysis refers instead to the quantification of the model output uncertainty, without specifying the relation with the input variation and ideally, it precedes sensitivity analysis [21]. For the purposes of these analyses, the 'model outputs' are scalar quantities of interest obtained after the model evaluation, while the 'model inputs' are everything that could produce a variation in the model outputs [21, 61]. Examples of model outputs in the field of pharmacology are plasma $A U C$ and $C_{\max }$ of a certain compound, the drug concentration in the target tissue, the probability of survival after a given treatment, the nadir value of neutrophil concentration and so on. Examples of model inputs are the model parameters, such as the clearance, the



Figure 1.4: Univariate (OAT) versus multivariate sampling design. With the hypothesis of all the factors uniformly distributed between 0 and 1 (in this example, two factors, $X_{1}$ and $X_{2}$ ), it is easy to observe that all the points of an OAT design lay on the surface of a k-dimensional hypersphere of radius equal to $1 / 2$ (a circle in two dimension), while all the points of a multivariate design better explore the whole space. This image was inspired by [63].
hepatic enzymes and transporters abundance, the jejunal permeability or the radius of the particle size of the formulation. Model inputs can be also the initial conditions, such as the dose, for example for inhaled compounds. Finally, the parameters relative to the numerical solution of the models can be considered as inputs as well $[21,62]$.

In the standard sensitivity analysis setup, the model is seen as an inputoutput map, as in equation 1.1.

$$
\begin{equation*}
Y=f\left(X_{1}, X_{2}, \ldots, X_{k}\right) \tag{1.1}
\end{equation*}
$$

$Y$ is the model output, $X_{i}, i=1, \ldots, k$, are the $k$ model inputs (that are also called factors) and $f$ is the model. In general, it is possible to group sensitivity analysis methods into two classes: local or global. Local sensitivity analysis is performed when output uncertainty is obtained thorough small variation around a nominal value. Instead, global sensitivity analysis (GSA) deals with the presence of uncertain input factors. In this case, a probability distribution is assigned to each model input and a multivariate variation of the parameters is performed. Here, $Y$ is obtained by model
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evaluation after sampling from the joint probability distribution of the inputs. [21, 61]. For simplicity sake, from now on we would consider the input factors uniformly distributed in an unit $k$-dimensional hypercube (as it is explained in chapter 2, this is not a limitation).

A first mathematical definition of sensitivity is the derivative of $Y$ with respect to $X_{i}$, computed at a given point $\mathbf{x}^{*}$ of the input space, as in equation 1.3.

$$
\begin{equation*}
S_{X_{i}}^{p}=\left.\frac{\partial Y}{\partial X_{i}}\right|_{\mathbf{x}=\mathbf{x}^{*}} \tag{1.2}
\end{equation*}
$$

One characteristic of this method is that it is informative only at the point $\mathbf{x}^{*}$ in which the derivative is computed. For this reason, this method can be seen as a local method. This could be a limitation if the model inputs are uncertain and thus could vary within a predefined range [21].

Most of the published sensitivity analyses use te so called one at a time (OAT) approaches [64]. With these methods, the sensitivity ranking is obtained by increasing (or decreasing) each input factor of a given percentage and then, by quantifying the model output change. One possible index can be the following, known as sensitivity index [65].

$$
\begin{equation*}
S I_{X_{i}}=\frac{Y_{\max , X_{i}}-Y_{\min , X_{i}}}{Y_{\max , X_{i}}} \tag{1.3}
\end{equation*}
$$

$Y_{\max , X_{i}}$ and $Y_{\min , X_{i}}$ are the maximum and minimum output values obtained by varying $X_{i}$ over its range, respectively. Although the OAT are the most commonly used methods to perform a sensitivity analysis, they have two strong limitations [66]: 1) inefficient exploration of the parameter space; 2) impossibility to detect interactions among factors. These two limitations are strictly related to each other and they are both caused by the univariate variation of the input factors.
Concerning the first limitation, from figure 1.4 it is clear that an OAT design does not efficiently explore the parameter space, conversely to a multivariate variation. In 2010 Saltelli and Annoni introduced a geometric proof of the OAT inefficiency [66]. All the points of an OAT design are by construction included in a $k$-dimensional hypersphere (although they can


Figure 1.5: Geometric proof of OAT inefficiency in the exploration of the factor space. All the points of an OAT design are internal to a k-dimensional hypersphere (in particular they lay on the surface), while all the points of a multivariate design are internal to a k-dimensional hypercube, of volume equal to 1 . The volume of a k-dimensional hypersphere is equal to $V(k)=$ $\frac{\pi^{k / 2}}{\Gamma(0.5 \cdot k+1)}(0.5)^{k}$, with $\Gamma$ the 'gamma' function (gamma command in MATLAB) and $k$ the number of dimensions. It is possible to observe that the volume of the hypersphere rapidly drops to zero as $k$ increases.
be included in a much smaller volume as well). As it can be seen from figure 1.5, as the number of dimensions increases, the ratio of the hypersphere volume with the whole input factors space volume (i.e., the volume of an unit $k$-dimensional hypercube, that is equal to 1 ), drops rapidly to zero. Thus, in a high dimensional space, OAT is non-exploratory and so, it is equivalent to a local method.
Concerning the second limitation, interaction effects happen when the impact of some parameter on a given model output depends on the value of other parameters, as exemplified in figure 1.6. In sensitivity analysis it is crucial to detect the interaction effects, because they could be the most important in determining the model output variation [67]. By performing an univariate variation, for OAT methods is impossible to detect these effects

### 1.3. Introduction to global sensitivity analysis (GSA)



Figure 1.6: Example of interactions among factors. Let us consider a simple model describing the fraction absorbed $\left(f_{a}\right)$ of a given compound after oral administration. This model has two parameters, drug solubility $\left(C_{S}\right)$ and permeability across the gut wall layer $\left(P_{e f f}\right)$. If $C_{S}$ is supposed to be high, then the variation of $P_{\text {eff }}$ (high or low), will control the extent of $f_{a}$. For high permeabilities we would have almost a complete absorption, while no absorption occurs for low permeabilities. If $C_{S}$ is instead supposed to be (very) low, then no matter how is the value of $P_{e f f}, f_{a}$ would always be low. Thus, the impact of $P_{e f f}$ variation on $f_{a}$ depends on $C_{S}$ values. Interaction effects happen when the impact of the variation of some parameters ( $P_{\text {eff }}$ ) on a given model output $\left(f_{a}\right)$ depends on the value of other parameters $\left(C_{S}\right)$.
[66].
Moreover, OAT methods are inadequate for the uncertainty analysis as well. In fact, for all the reasons explained above, they are not able to appropriately identify the output distributions [66].

There is the need of methods for sensitivity analysis that consider the input factors in their whole range of uncertainty or variability and that perform a multivariate variation. These are the characteristics of GSA [21]. A variety of methods exists to perform GSA and some of them are reported in chapter 2. Probably, the most simple and qualitative method is to look at the scatter plots of the model output versus each input factor [21]. Although its simplicity, this method is really informative. In fact, it is possible to appreciate the type of dependency of $Y$ on $X_{i}$ and the presence or absence of interaction effects.

Concerning quantitative methods, the properties of good GSA indices are listed below [68].

- Cope with the influence of scale and shape. The effect of the input factors on the model output should depend on their range of variation and on the shape of their probability density function (pdf).
- Include multidimensional averaging. This property refers to the fact that the effect of each factor should be evaluated when all the other inputs are allowed to vary as well. By doing this, it is possible to detect the interaction effects.
- Be model independent. The GSA method should be suitable for all the models, regardless of their linearity or additivity.
- Be able to treat grouped factors as if they were single factor. This property refers to the simplification of the sensitivity analysis results, especially in presence of a large number of factors.

In the works reported in this thesis, we generally used the variance based method [21, 69]. In variance based GSA two sensitivity indices, which are called main effect $\left(S_{i}\right)$ and total effect $\left(S_{T i}\right)$, are derived from the decomposition of the variance of $Y(V(Y)) . \quad S_{i}$ is the portion of $V(Y)$ explained by the factor $X_{i}$ taken singularly, while $S_{T i}$ is equal to $S_{i}$ plus all the interaction effects involving $X_{i}$.

Dependently on the aims of GSA, it is possible to identify several settings for the analysis [21].

- Factor prioritization. Here the aim is to detect and rank the factors that if fixed cause the greatest reduction in the output variance. This setting could be useful to understand what parameters need to be better known to reduce the uncertainty in the model predictions.
- Factor fixing. Here the aim is to identify the factors that if left free to vary do not impact the model output variation. This setting could be useful to simplify the models.
- Variance cutting. This setting is used when one wants to reduce the model output variance below a certain threshold. This could
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Figure 1.7: Trend in GSA publication for PBPK models from 1980 to nowadays. The following researches were performed on Scopus on 3 September 2019: ALL ( ( "PBPK" OR "physiologically based pharmacokinetics" ) AND "global sensitivity analysis" ); ALL ( ( "PBPK" OR "physiologically based pharmacokinetics" ) AND "sensitivity analysis" AND NOT "global sensitivity analysis" ). In the figure label, 'SA' stands for sensitivity analysis.
be useful to select the characteristics of a population in order to be homogeneous in terms, for example, of drug exposure.

- Factor mapping. This setting is used to identify what factors cause the model output to be or not to be in a certain group, for example, over or below a threshold. This could be useful to understand what parameters or covariates lead the plasma concentration to be above the toxicity level. For this setting, Monte Carlo filtering methods can be used [70].

Many authors advocated the use of sensitivity analysis for PBPK models $[31,37,43,48,50,51]$ and some authors advocated and used global approaches $[46,71,72,73,74,75,76,77]$. However, as it can be seen in figure 1.7, the number of PBPK publications mentioning 'global sensitiv-
ity analysis' is still much lower than the ones mentioning just 'sensitivity analysis' without the word 'global'. Moreover, by comparing figure 1.1 and figure 1.7 it is possible to observe that only few publication regarding PBPK models include the words 'sensitivity analysis'.

### 1.4 Thesis outline

During these three years of PhD studentship I applied uncertainty and sensitivity analyses in a variety of different situations, mainly involving PBPK modelling and simulation. Through these examples, the aim of the thesis is to show the utility of uncertainty analysis and GSA for mechanistic models in the field of pharmacology.

In chapter 2 , I reported a brief review of the main techniques used for GSA. Then, I applied them on two simple benchmark models.

In chapter 3, I described my first application of GSA on PBPK models, that was done in the context of a collaboration with the Pharmacometrics and Systems Pharmacology group of the Universidad de Navarra. The objective of that work was to build a mechanistic model describing the PK of the anticancer pro-drug gemcitabine and to predict the in vivo formation of its active metabolite in patients tumour tissue. Here GSA was used to understand what are the physiological and genetic characteristics that lead to different active metabolite exposures in the target tissue and thus, that drive the treatment outcome.

In chapter 4, I described one of the activities that I performed during my abroad period at the University of Manchester. Here the context is the one of the outcomes of the OrBiTo project. One of the various objectives of OrBiTo was to perform a large scale evaluation of PBPK models for oral drug absorption, to identify strengths and weaknesses of these models. However, the results of the analysis showed high variability in the performances. Here we used GSA to improve the understanding of PBPK absorption models by identifying what are the parameters that mainly drive the 'between-drugs' variability of the model predictions. Later, we called this type of analysis 'inter-compounds GSA'. With the GSA results, it is possible to guide the
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choice of the parameters that can safely be assumed or that require data generation in order to allow informed model predictions.

In chapter 5, I reported the application of GSA during the development of a PBPK model for inhaled compounds in rats. This was done in the context of a collaboration with the company Chiesi Farmaceutici. Here we identified two way of performing GSA, that we called inter-compounds and intra-compound. Inter-compounds GSA considers the between-drug parameters variability and it was found to be particularly useful during the model building phase. Intra-compound GSA mostly considers the uncertainty associated with the parameters relative to a particular drug, thus, it was found to be useful when the PBPK model is used to describe the PK for a given compound.

In chapter 6, I described another activity that I performed at the University of Manchester. Here we used uncertainty analyses to characterize the effect of plausible correlations between enzymes and transporters involved in drug metabolism and disposition on the outputs of mechanistic models. Moreover, we quantified the potential impact of these correlations on GSA. Here uncertainty and sensitivity analyses helped in highlighting what correlations are of potential interest and therefore, these analyses can be useful for informing experimental design.

Finally, the overall conclusions are reported in chapter 7.


## Methods for Global Sensitivity Analysis

In this chapter we are firstly going to explain some of the techniques used for GSA, in particular the methods based on linear models, the variance based method and one example of moment-independent methods. For a more complete review see for example [21, 61, 65, 78, 79]. Then, we report the application of these techniques on two benchmark models: one simple linear model and a widely used model in the pharmacometrics filed, that is the one describing the course of neutropenia in patients treated with paclitaxel [80, 81, 82].

### 2.1 GSA methods - theory

All the GSA techniques here investigated share, to a certain extent, a similar framework. The model is generally considered as a black box:

$$
\begin{equation*}
Y=f(\mathbf{X})=f\left(X_{1}, X_{2}, \ldots, X_{k}\right) \tag{2.1}
\end{equation*}
$$

where $Y$ is a scalar model output, $X_{i}, i=1, \ldots, k$, are the $k$ scalar input parameters (that, in GSA literature, are called factors), $\mathbf{X}$ is a vector con-

Table 2.1: Notation

| Name | Description |
| :--- | ---: |
| $\mathbf{X}$ | vector of model input factors |
| $X_{i}$ | the $i$-th element of $\mathbf{X}$ |
| $\mathbf{X}_{\sim i}$ | all the elements of $\mathbf{X}$ except $X_{i}$ |
| $\mathbf{x}_{i}$ | a vector of $n$ samples extracted from the pdf of $X_{i}$ |
| $x_{i}^{j}$ | the $j$-th element of $\mathbf{x}_{i}$ |
| $Y$ | model output |
| $\mathbf{y}$ | vector of outputs obtained after model evaluation |
| $y^{j}$ | the $j$-th element of $\mathbf{y}$ |
| $E(z)$ | expected value of the random variable $z$ |
| $E_{\xi}(z)$ | expected value of $z$ over $\xi$ |
| $V(z)$ | variance of $z$ |
| $V_{\xi}(z)$ | variance of $z$ over $\xi$ |
| $\Omega_{z}$ | support of $z$ |

taining all the $X_{i}$ and $f$ is the input-output relationship, that would be our model [21]. The notation used in this chapter is shown in table 2.1.

GSA methods deal with the presence of uncertainty in the model input factors, so, both $X_{i}, i=1, \ldots, k$, and $Y$ are considered random variables. All the $X_{i}$ are generally considered independent (although, in certain cases, this hypothesis can be relaxed) and uniformly distributed between 0 and 1 . So, the support of $\mathbf{X}$ would be

$$
\begin{equation*}
\Omega_{\mathbf{X}}=\left\{\mathbf{X} \mid 0 \leq X_{i} \leq 1 ; i=1, \ldots, k\right\} . \tag{2.2}
\end{equation*}
$$

To perform GSA, first samples must be extracted from the distributions of the parameters. The extractions can be designed by using pseudorandom strategies (e.g., rand function in MATLAB), latin hypercube sampling method or quasi-random strategies [21, 83]. The latter two methods would explore the parameters space better with respect to the former. All these methods extract samples from the unit hypercube, so, the inverse cumulative distribution function can be used to convert each sample from the uniform distribution to the desired probability density function (pdf). Then, for each of the parameters sets, the model is evaluated and the outputs of interest are computed. Finally, sensitivity indices are calculated for each of the considered model output.

### 2.1.1 Methods based on linear models

Some global sensitivity measures can be derived from the fitting of linear models, considering the factors $(\mathbf{X})$ as the independent variables and the model output $(Y)$ as the dependent variable. Sensitivity indices are calculated on a dataset of $n$ samples of the model input parameters, $\mathbf{x}_{i}$, $i=1, \ldots, k$, and the relative model output $\mathbf{y}$. For a review of these methods see, for example, [65, 78].
The main indices are:

- Pearson correlation coefficient:

$$
\begin{equation*}
\rho\left(\mathbf{x}_{i}, \mathbf{y}\right)=\frac{\sum_{j=1}^{n}\left(x_{i}^{j}-E\left(\mathbf{x}_{i}\right)\right)\left(y^{j}-E(\mathbf{y})\right)}{\sigma_{\mathbf{x}_{i}} \sigma_{\mathbf{y}}} \tag{2.3}
\end{equation*}
$$

$\sigma_{\mathbf{x}_{i}}$ and $\sigma_{\mathbf{y}}$ are the standard deviation of $\mathbf{x}_{i}$ and $\mathbf{y}$. This index ranges from -1 to 1 and it is equal to 0 when no linear correlation exists between $\mathbf{x}_{i}$ and $\mathbf{y}$.

- Partial correlation coefficient (PCC):

$$
\begin{equation*}
P C C_{i}=\rho\left(\mathbf{x}_{i}-\hat{\mathbf{x}}_{i}, \mathbf{y}-\hat{\mathbf{y}}_{\sim i}\right) \tag{2.4}
\end{equation*}
$$

$\rho(a, b)$ is the Pearson correlation coefficient of $a$ and $b . \hat{\mathbf{x}}_{i}$ is the value of $X_{i}$ predicted by using a linear model with all the other factors ( $\mathbf{x}_{\sim i}$ ) as independent variables. Similarly, $\hat{\mathbf{y}}_{\sim i}$ is the model output predicted by using a linear model with $\mathbf{x}_{\sim i}$ as independent variables. $P C C$ eliminates linear correlations that may exist between $\mathbf{x}_{i}$ and $\mathbf{x}_{\sim i}$ and between $\mathbf{y}$ and $\mathbf{x}_{\sim i}$. So, this index can be useful in case of correlation between the factors. In case of no correlation, the $P C C$ sensitivity ranking would not differ from the Pearson correlation coefficient ranking [65].

- Standardized regression coefficient (SRC):

$$
\begin{equation*}
S R C_{i}=\beta_{i} \sqrt{\frac{V\left(X_{i}\right)}{V(Y)}} \tag{2.5}
\end{equation*}
$$

$\beta_{i}$ is the linear regression coefficient of $X_{i} . S R C_{i}^{2}$ is the portion of the variance of $Y, V(Y)$, explained by the variation of $X_{i}$, if the model is linear [21, 78]. $S R C$ can be viewed as a kind of variance decomposition method.

The strength of the linear assumption can be tested with standard statistical techniques such as the $R^{2}$. If the relationship between the factors and the output is not linear, but it is monotonic, these indices can still be used with the ranked transformed data, obtaining: Spearman correlation coefficient, partial rank correlation coefficient (PRCC) and standardized rank regression coefficient (SRRC).

If the objective of the GSA is the factor fixing, then, linear regression techniques with regularization, such as the lasso (least absolute shrinkage and selection operator) [84] can be used. The lasso minimize the sum of residual squares with a $L_{1}$ penality. This can be written as in equation 2.6, or, in the Lagrangian form, as in equation 2.7 [85],

$$
\begin{align*}
& \hat{\beta}^{\text {lasso }}= \underset{\beta}{\arg \min } \sum_{j=1}^{n}\left(y^{j}-\beta_{0}-\sum_{i=1}^{k} x_{i}^{j} \beta_{i}\right)^{2}  \tag{2.6}\\
& \text { subject to } \sum_{i=1}^{k}\left|\beta_{i}\right| \leq t \\
& \hat{\beta}^{\text {lasso }}=\underset{\beta}{\arg \min }\left\{\frac{1}{2} \sum_{j=1}^{n}\left(y^{j}-\beta_{0}-\sum_{i=1}^{k} x_{i}^{j} \beta_{i}\right)^{2}+\lambda \sum_{i=1}^{k}\left|\beta_{i}\right|\right\} \tag{2.7}
\end{align*}
$$

where $t$ and $\lambda$ are the regularization parameters. One characteristics of the $L_{1}$ penality it is that, with $t$ sufficiently small (or $\lambda$ sufficiently big), it causes some of the $\beta$ s to be exactly equal to 0 . Thus, lasso makes a kind of continuous feature selection [85]. The best $\lambda$ (or $t$ ), can be chosen such as it minimize the cross validation error. Another commonly used rule is the one called 'one-standard error', that choose $\lambda$ such as its error is onestandard deviation higher than the best model (in the direction of higher regularization) [85].

All these methods based on linear models are easy to use (they are all implemented in MATLAB and in libraries of R and Python) and the sensitivity indices are easy to interpret. However, the linearity (or monotonicity) assumption sometimes can be too strong. Moreover, to estimate the interaction effects all the possible combination of parameters (e.g., $X_{1} \cdot X_{2}$ or $\prod_{i=1}^{k} X_{i}$ ) should be included as regressors in the linear model. This can be challenging, especially with a high number of factors and with non-linear or non-monotonic dependencies between $Y$ and $\mathbf{X}$.

### 2.1.2 Variance based method

## Theory

Variance based sensitivity indices can be derived from the functional decomposition, known as high dimensional model representation (HDMR), presented by Sobol in 1993 [69]. Let $Y=f(\mathbf{X})$ be a function defined in a $k$ dimensional unit hypercube $\Omega_{\mathbf{X}}$ (equation 2.2), the $\operatorname{HDMR}$ of $f(\mathbf{X})$ is defined as follows:

$$
\begin{equation*}
f(\mathbf{X})=f_{0}+\sum_{i=1}^{k} f_{i}\left(X_{i}\right)+\sum_{i} \sum_{j>i} f_{i j}\left(X_{i}, X_{j}\right)+\ldots+f_{1, \ldots, k}\left(X_{1}, \ldots, X_{k}\right) \tag{2.8}
\end{equation*}
$$

where $f_{i}\left(X_{i}\right)$ are first order functions, $f_{i j}\left(X_{i}, X_{j}\right)$ are second order functions and so on. If $f_{0}$ is constant and for each of the summands $f_{i_{1}, \ldots, i_{s}}, 1 \leq s \leq k$, is valid

$$
\begin{equation*}
\int_{\Omega_{X_{j}}} f_{i_{1}, \ldots, i_{s}} d X_{j}=0,1 \leq j \leq s \tag{2.9}
\end{equation*}
$$

that is, the integral of each summand taken over one of 'its' variables is equal to zero, then, the HDMR has the following properties [69]:

- all the HDMR summands are orthogonal,

$$
\begin{equation*}
\int_{\Omega_{\mathbf{X}}} f_{i_{1}, \ldots, i_{s}} f_{j_{1}, \ldots, j_{t}} d \mathbf{X}=0,\left(i_{1}, \ldots, i_{s}\right) \not \equiv\left(j_{1}, \ldots, j_{t}\right) ; \tag{2.10}
\end{equation*}
$$

- the HDMR decomposition is unique for any function $f(\mathbf{X})$ integrable in $\Omega_{\mathbf{X}}$.

From equation 2.8, considering the summands orthogonality (equation 2.10) and considering that all the $X_{i}$ are uniformly distributed random variables (thus, their pdf $p\left(X_{i}\right)$ is equal to one in $\left.\Omega_{X_{i}}\right)$, it is possible to uniquely express all the summands $f_{i_{1}, \ldots, i_{s}}$ with different integrals of $f$. $f_{0}$ is obtained as in equation 2.11 by integrating $f(\mathbf{X})$ over $\mathbf{X}$ and it results equal to the expected value of $Y, E(Y)$ [69].

$$
\begin{equation*}
f_{0}=\int_{\Omega_{\mathbf{X}}} f(\mathbf{X}) d \mathbf{X}=E(Y) \tag{2.11}
\end{equation*}
$$

It is possible to obtain the definition of the first order term $f_{i}$ by integrating $f$ over $\mathbf{X}_{\sim i}$, as in equation 2.12.

$$
\begin{gather*}
\int_{\Omega_{\mathbf{x}_{\sim i}}} f(\mathbf{X}) d \mathbf{X}_{\sim i}=f_{0}+f_{i} \\
f_{i}=\int_{\Omega_{\mathbf{X}_{\sim i}}} f(\mathbf{X}) d \mathbf{X}_{\sim i}-f_{0}=E_{\mathbf{X}_{\sim i}}\left(Y \mid X_{i}\right)-f_{0} \tag{2.12}
\end{gather*}
$$

Similarly, it is possible to define the second order terms (equation 2.13) and so on.

$$
\begin{gather*}
\int_{\Omega_{\mathbf{x}_{\sim i j}}} f(\mathbf{X}) d \mathbf{X}_{\sim i j}=f_{0}+f_{i}+f_{j}+f_{i j} \\
f_{i j}=\int_{\Omega_{\mathbf{x}_{\sim i j}}} f(\mathbf{X}) d \mathbf{X}_{\sim i j}-f_{0}-f_{i}-f_{j}=E_{\mathbf{X}_{\sim \mathbf{i j}}}\left(Y \mid X_{i}, X_{j}\right)-f_{0}-f_{i}-f_{j} \tag{2.13}
\end{gather*}
$$

If $f(\mathbf{X}) \in \mathbb{L}_{2}$, we subtract $f_{0}$ from both the sides of equation 2.8 , we
square them and we integrate over $\mathbf{X}$, we can obtain the following relation.

$$
\begin{align*}
& \int_{\Omega_{\mathbf{X}}}\left(f(\mathbf{X})-f_{0}\right)^{2} d \mathbf{X}= \\
& \int_{\Omega_{\mathbf{X}}}\left(\sum_{i=1}^{k} f_{i}\left(X_{i}\right)+\sum_{i} \sum_{j>i} f_{i j}\left(X_{i}, X_{j}\right)+\ldots+f_{1, \ldots, k}\left(X_{1}, \ldots, X_{k}\right)\right)^{2} d \mathbf{X} \tag{2.14}
\end{align*}
$$

The left term of equation 2.14 is equal to the variance of $Y, V(Y)$. Thanks to the summands orthogonality, we can obtain the relation in equation 2.15 [69].

$$
\begin{equation*}
V(Y)=\sum_{i=1}^{k} V_{i}+\sum_{i} \sum_{j>i} V_{i j}+\ldots+V_{1, \ldots, k} \tag{2.15}
\end{equation*}
$$

The functional decomposition of the variance presented in equation 2.15 is also known as functional ANOVA [67, 86]. $V_{i}=V_{X_{i}}\left(E_{\mathbf{X}_{\sim \mathbf{i}}}\left(Y \mid X_{i}\right)\right)$ is the first order term and it is the portion of $V(Y)$ explained by the variation of each $X_{i}$ taken singularly [87]. $V_{i j}=V_{X_{i}, X_{j}}\left(E_{\mathbf{X}_{\sim \mathbf{i j}}}\left(Y \mid X_{i}, X_{j}\right)\right)-V_{i}-V_{j}$ is the second order term and it is the portion of $V(Y)$ explained by the interactions between $X_{i}$ and $X_{j}$. Similarly, it is possible to define all the higher order interaction terms.
Variance based or Sobol's sensitivity indices can be defined from 2.15 as in equation 2.16 [69].

$$
\begin{equation*}
S_{i_{1}, \ldots, i_{s}}=\frac{V_{i_{1}, \ldots, i_{s}}}{V(Y)} \tag{2.16}
\end{equation*}
$$

There are $2^{k}-1$ indices and they are always between 0 and 1 . It is possible to define the indices also for group of factors. From equations 2.16 and 2.15 it is possible to find that the sum of all the indices is always equal to 1 (2.17).

$$
\begin{equation*}
1=\sum_{i=1}^{k} S_{i}+\sum_{i} \sum_{j>i} S_{i j}+\ldots+S_{1, \ldots, k} \tag{2.17}
\end{equation*}
$$

The most important among all the Sobol's indices is the one related to the first order terms, known as main effect or first order sensitivity index,
in equation 2.18 [87].

$$
\begin{equation*}
S_{i}=\frac{V_{i}}{V(Y)}=\frac{V_{X_{i}}\left(E_{\mathbf{X}_{\sim i}}\left(Y \mid X_{i}\right)\right)}{V(Y)} \tag{2.18}
\end{equation*}
$$

The main effect is generally interpreted as the expected reduction in $V(Y)$ if $X_{i}$ could be fixed [88]. $S_{i}$ has a long history, in fact it was originally defined by Pearson in 1905 and it was known as correlation ratio [89].
To perform a 'complete' GSA, one should compute all the terms for all the orders, but this could be computationally demanding and it would increase the difficulty in the analysis interpretation (this because there would be too many indices to look at) [21, 78]. One could, for example, limit the analysis to the main effect. However, by doing this all the interactions between the parameters would be ignored. This fact could lead to an underestimation of the factors importance in explaining $V(Y)$. In fact, the higher order terms can be the most important ones and so, their importance must be assessed ${ }^{1}$ [67].

To overcome this limitation, Homma \& Saltelli in 1996 [90] and Wagner in 1995 [91] introduced the so-called total effect. The total effect is a sensitivity index that considers the impact of each parameter taken alone, plus all the interactions of all the orders in which that parameter is involved. To account for the interactions, let us consider the value $V_{\mathbf{X}_{\sim i}}\left(E_{X_{i}}\left(Y \mid \mathbf{X}_{\sim i}\right)\right)$. This term includes the effect of any order, for any factor but $X_{i}[21]$. In fact, the dependency on $X_{i}$ is removed by the expected value $E_{X_{i}}$ and the variance is computed over all the $\mathbf{X}$ but $X_{i}$. So, the larger $V_{\mathbf{X}_{\sim i}}\left(E_{X_{i}}\left(Y \mid \mathbf{X}_{\sim i}\right)\right)$ becomes, the smaller the overall effect of $X_{i}$ (first order plus all the interactions) is. Considering the relation in equation 2.19, the total effect for a given factor $X_{i}$ can be defined as in equation 2.20 [21, 87].

[^3]\[

$$
\begin{array}{r}
V(Y)=V_{\mathbf{X}_{\sim i}}\left(E_{X_{i}}\left(Y \mid \mathbf{X}_{\sim i}\right)\right)+E_{\mathbf{X}_{\sim i}}\left(V_{X_{i}}\left(Y \mid \mathbf{X}_{\sim i}\right)\right) \\
S_{T i}=1-\frac{V_{\mathbf{X}_{\sim i}}\left(E_{X_{i}}\left(Y \mid \mathbf{X}_{\sim i}\right)\right)}{V(Y)}=\frac{E_{\mathbf{X}_{\sim i}}\left(V_{X_{i}}\left(Y \mid \mathbf{X}_{\sim i}\right)\right)}{V(Y)} \tag{2.20}
\end{array}
$$
\]

As previously written, $S_{T i}$ contains any term of any order in 2.15 that include the factor $X_{i}$, therefore $S_{T i} \geq S_{i}$.

Variance based GSA substantially consists in the computation of the main and the total effect for all the model parameters that are considered variable. The larger $S_{T i}$ is, the more important $X_{i}$ is in explaining $V(Y)$; $S_{T i}=0$ is a necessary and sufficient condition for the factor $X_{i}$ to be considered non-influential. The difference between $S_{T i}$ and $S_{i}$ gives information about the extent of the interactions involving $X_{i}$. The results of a variance based GSA can be presented, for example, by using a barplot, as shown in figure 2.1.

The characteristic of variance based GSA is that the importance of each factor is related with the portion of output variance that it explains with its variation. Thus, with this method, the variance is used to represent the uncertainty of $Y$. This could be a problem, because the variance is a sufficient measure of the variability only under certain assumptions (e.g., normality) [61]. Moreover, it is difficult to robustly estimate the variance of fat-tailed or skewed distributions. This fact could lead to instability in the estimation of variance based indices from samples to samples. One way to overcome this problem could be to use a transformation of $Y$ as output variable, such as $\log Y$. However, results in log-scale (or, generally, in other scales) do not easily translate back to a linear scale [92].

## Implementation

It is possible to estimate the variance based sensitivity indices by using Monte Carlo based methods $[21,69,87]$ or by using the Fourier Amplitude Sensitivity Test (FAST) [93, 94]. It was shown that for a number of input factors higher that 10, FAST is biased, unstable and costly [78, 95]. So,


Figure 2.1: Example of GSA on models with and without interactions, with 4 factors all normally distributed with mean 0 and variance 1. (a) $Y=X_{1}+\sqrt{2} X_{2}+\sqrt{3} X_{3}+\sqrt{4} X_{4}$, it is possible to observe that $S_{i} \simeq S_{T i}$ and that the factors explain around $10 \%, 20 \%, 30 \%$ and $40 \%$ of $V(Y)$. (b) $Y=X_{1}+X_{2}+X_{2} X_{3}+X_{2} X_{3} X_{4}$, it is possible to observe that there are interaction effects, in particular, $X_{3}$ and $X_{4}$ impacts are only related to terms with order higher than 1. All the indices were calculated by using the method presented in this section, with 10000 samples. Error bars represent the $95 \%$ confidence interval of the sensitivity indices numerical estimation. Negative values for indices whose value is close to zero are due to numerical errors [21].
we used the Monte Carlo approach presented in the book Global Sensitivity Analysis: The Primer [21], that refers to Saltelli's work in 2002 [87], that in turn is an optimization of the method proposed by Sobol [69] and Homma \& Saltelli [90].

The Monte Carlo method that we used consists in four steps:

1. Generate two $(n, k)$ matrices $\mathbf{A}$ and $\mathbf{B}$, that contain $n$ samples drawn from the $k$ factors pdf.

$$
\begin{align*}
& \mathbf{A}=\left[\mathbf{x}_{A, 1}, \mathbf{x}_{A, 2}, \ldots, \mathbf{x}_{A, k}\right] \\
& \mathbf{B}=\left[\mathbf{x}_{B, 1}, \mathbf{x}_{B, 2}, \ldots, \mathbf{x}_{B, k}\right] \tag{2.21}
\end{align*}
$$

with $\mathbf{x}_{A, i}$ and $\mathbf{x}_{B, i}$ vectors containing $n$ samples of $X_{i}$ in $\mathbf{A}$ and $\mathbf{B}$,
respectively.
2. Create $k$ matrices $\mathbf{C}_{i}$ that are equal to $\mathbf{B}$ except the $i$-th column that would be equal to $\mathbf{x}_{A, i}$.

$$
\begin{equation*}
\mathbf{C}_{i}=\left[\mathbf{x}_{B, 1}, \mathbf{x}_{B, 2}, \ldots, \mathbf{x}_{A, i}, \ldots, \mathbf{x}_{B, k}\right] \tag{2.22}
\end{equation*}
$$

3. Compute the model output for all the $n$ rows of $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}_{i}$, in order to obtain $k+2$ model output vectors, $\mathbf{y}_{A}, \mathbf{y}_{B}$ and $\mathbf{y}_{C_{i}}$.
4. Compute the main $\left(S_{i}\right)$ and the total effect $\left(S_{T i}\right)$ as follows.

$$
\begin{align*}
S_{i} & =\frac{\frac{1}{n} \sum_{j} y_{A}^{j} y_{C_{i}}^{j}-\frac{1}{n^{2}} \sum_{j} y_{A}^{j} \sum_{j} y_{B}^{j}}{\frac{1}{n} \sum_{j}\left(y_{A}^{j}\right)^{2}-\hat{f}_{0}^{2}} \\
S_{T i} & =\frac{\frac{1}{n} \sum_{j} y_{B}^{j} y_{C_{i}}^{j}-{\hat{f_{0}}}^{2}}{\frac{1}{n} \sum_{j}\left(y_{A}^{j}\right)^{2}-{\hat{f_{0}}}^{2}}  \tag{2.23}\\
{\hat{f_{0}}}^{2} & =\left(\frac{1}{2 n} \sum_{j} y_{A B}^{j}\right)^{2}
\end{align*}
$$

$\mathbf{y}_{A B}$ is a vector obtained concatenating $\mathbf{y}_{A}$ and $\mathbf{y}_{B}$. This is done to allow a more robust estimation of $\hat{f}_{0}$.

With this approach, the model would be evaluated $n(k+2)$ times. To calculate the confidence intervals of the sensitivity indices estimates, a bootstrap approach can be used $[67,83]$.

### 2.1.3 Moment independent methods

GSA methods that consider the whole output distribution, rather than a singular moment (such as the variance based method), are called moment independent. Here we describe only one particular index, known as $\delta$ sensitivity measure, proposed by Borgonovo in 2006 [96]

Let $p_{Y}$ be the probability density function of the model output $Y$. If we fix one factor to a particular value, $X_{i}=x_{i}^{*}$, we can obtain the conditional


Figure 2.2: Unconditional and conditional densities. Blue area represent the measure of the distances between the two pdf.
density of $Y, p_{Y \mid X_{i}=x_{i}^{*}}$. To measure the impact of fixing $X_{i}$ to $x_{i}^{*}$ on $p_{Y}$, one can introduce a distance measure between $p_{Y}$ and $p_{Y \mid X_{i}=x_{i}^{*}}$ (blue area in figure 2.2), such as:

$$
\begin{equation*}
a_{i}\left(x_{i}^{*}\right)=\int_{\Omega_{Y}}\left|p_{Y}-p_{Y \mid X_{i}=x_{i}^{*}}\right| d Y \tag{2.24}
\end{equation*}
$$

However, $X_{i}$ is a random variable and can assume other values in its support. Thus, a sensitivity measure can be derived by computing the expected value of $a_{i}$ over all the possible $X_{i}$ values. By doing this, we can obtain the $\delta$ sensitivity index for $X_{i}$, shown in equation 2.25 .

$$
\begin{equation*}
\delta_{i}=\frac{1}{2} E_{X_{i}}\left[\int_{\Omega_{Y}}\left|p_{Y}-p_{Y \mid X_{i}=x_{i}^{*}}\right| d Y\right] \tag{2.25}
\end{equation*}
$$

$\delta$ index has several interesting properties (see $[61,96]$ ), such as:

- $0 \leq \delta_{i} \leq 1$;
- $\delta_{i}=0$ if and only if the $Y$ is independent from $X_{i}$;
- the sensitivity measure of a group containing all the factors is equal to $1, \delta_{1, \ldots, k}=1$;
- $\delta_{i}$ is monotonic invariant.

The last property refers to the fact that $\delta_{i}$ for $Y$ is equal to $\delta_{i}$ for any monotonic transformation of $Y$ (e.g., $\log Y$ ).

Concerning the computation of the indices, it seems to be not trivial. In fact, to calculate the sensitivity indices, the samples of each $X_{i}$ have to be grouped in $M$ classes and then the $p_{Y}$ and $p_{Y \mid X_{i}=x_{i}^{j}}, j=1, \ldots, M$, are fitted using the kernel smoothing method [97]. So, one should carefully asses how the choice of the design parameters (such as the number of classes $M$ and the kernel functions) impacts the values of $\delta_{i}$.

Another popular sensitivity measure belonging to the class of moment independent methods, is the one called PAWN [98]. The idea here is to use the cumulative density function rather than the pdf and then to characterize the distance between $p_{Y}$ and $p_{Y \mid X_{i}=x_{i}^{*}}$ by using the Kolmogorov-Smirnov statistic. This method is implemented in the SAFE toolbox (https://www. safetoolbox.info/). However, a recent work showed that the sensitivity indices obtained by using PAWN may be sensitive to the design parameters (arXiv:1904.04488 [stat.AP]).

### 2.2 Application to a model describing neutropenia time course

### 2.2.1 Model description

This benchmark model was taken from [80, 81], that in turn is derived from the widely known Friberg model [82]. The model describes the time course of neutropenia in response to a treatment with paclitaxel, a cytotoxic drug. The model is composed by two parts, one describing the paclitaxel PK and the other one the neutrophils level in response to the treatment (PD).

The PK model has three compartments and it is reported in equation system 2.26.

$$
\begin{align*}
\frac{d m_{1}}{d t} & =-\left(\frac{V_{M, e l}}{K_{M, e l}+m_{1} / V_{1}}+\frac{V_{M, t r}}{K_{M, t r}+m_{1} / V_{1}}+Q\right) \frac{m_{1}}{V_{1}}+k_{21} m_{2}+Q \frac{m_{3}}{V_{3}} \\
\frac{d m_{2}}{d t} & =\frac{V_{M, t r}}{K_{M, t r}+m_{1} / V_{1}} \frac{m_{1}}{V_{1}}-k_{21} m_{2} \\
\frac{d m_{3}}{d t} & =Q\left(\frac{m_{1}}{V_{1}}-\frac{m_{3}}{V_{3}}\right) \tag{2.26}
\end{align*}
$$

$m_{1}, m_{2}$ and $m_{3}$ are the drug masses (in $\mu \mathrm{mol}$ ) in the three compartments, $V_{1}$ and $V_{3}$ are compartment 1 and 3 volumes. $V_{M, e l}, K_{M, e l}$ and $V_{M, t r}$, $K_{M, t r}$ are the Michaelis-Menten parameters relative to drug elimination from compartment 1 and drug transfer from the first to the second compartment, respectively. $k_{21}$ is the rate transfer from compartment 2 to compartment 1 and $Q$ is the flow between compartment 1 and 3 .

### 2.2. Application to a model describing neutropenia time course

The PD model is reported in equation system 2.27.

$$
\begin{align*}
\frac{d P}{d t} & =k_{p r o l} P F_{B}\left(1-E_{d r u g}\right)-k_{t r} P \\
\frac{d T_{1}}{d t} & =k_{t r}\left(P-T_{1}\right) \\
\frac{d T_{2}}{d t} & =k_{t r}\left(T_{1}-T_{2}\right) \\
\frac{d T_{3}}{d t} & =k_{t r}\left(T_{2}-T_{3}\right)  \tag{2.27}\\
\frac{d C}{d t} & =k_{t r} T_{3}-k_{e l} C \\
F_{B} & =\left(\frac{C_{0}}{C}\right)^{\gamma} \\
E_{d r u g} & =S L \frac{m_{1}}{V_{1}}
\end{align*}
$$

$P, T_{1}, T_{2}, T_{3}$ and $C$ are the proliferative cells, transit compartment 1, 2,3 and circulating cells concentration (in $10^{9}$ cells $/ L$ ). $k_{\text {prol }}$ is the time constant of cellular proliferation, $k_{t r}$ is the transit time between the compartments and $k_{e l}$ is the time constant associated with the elimination of the circulating cells. $k_{t r}$ was set equal to $4 / M M T$, where $M M T$ is the mean maturation time. Moreover, $k_{t r}=k_{\text {prol }}=k_{e l}[80,81] . F_{B}$ is the feedback term and depends on $C, C_{0}$ (baseline concentration of circulating cells) and $\gamma . E_{d r u g}$ is the drug effect on cells proliferation and it is a linear function of drug concentration in compartment 1, with $S L$ the 'slope' parameter.

Both inter-individual and inter-occasion variabilities (iiv and iov, respectively) are present for some of the model parameters. An exponential model was used to describe the iiv, as in equation 2.28.

$$
\begin{equation*}
\theta_{i}=\theta_{p o p} e^{\eta_{\theta}} \tag{2.28}
\end{equation*}
$$

$\theta_{i}$ is the subject parameter, $\theta_{\text {pop }}$ is the population mean and $\eta_{\theta} \sim \mathcal{N}\left(0, \omega_{\theta, \eta}^{2}\right)$ is the inter individual variability parameter, with $\omega_{\theta, \eta}^{2}$ the variance. The

Table 2.2: Paclitaxel model parameters

| Parameters $^{a}$ | mean | iiv $\left(\mathrm{CV}[\%]^{b}\right)$ | iov $\left(\mathrm{CV}[\%]^{b}\right)$ | units |
| :--- | :---: | :---: | :---: | ---: |
|  | PK |  |  |  |
| $V_{1}$ | 10.8 |  | 37.3 | $L$ |
| $V_{3}$ | 275 | 46.2 |  | $L$ |
| $K_{M, e l}$ | 0.576 |  |  | $\mu M$ |
| $V_{M, e l}$ | 35.8 | 17.8 | 15.2 | $\mu m o l / h$ |
| $K_{M, t r}$ | 1.43 | 69.8 |  | $\mu M$ |
| $V_{M, t r}$ | 177 | 28.7 |  | $\mu m o l / h$ |
| $k_{21}$ | 1.11 | 9.31 |  | $h^{-1}$ |
| $Q$ | 15.6 | 45.8 |  | $L / h$ |
|  |  |  | PD |  |
|  | 141 | 27 |  | $h / \mu m o l$ |
| $S L$ | 2.6 | 44.9 |  |  |
| $\gamma$ | 0.2 |  |  |  |
| $C_{0}$ | 6.48 | 31.6 |  |  |
|  |  | residual variabilities |  |  |
| $R E S_{P K}^{b}$ | 18.2 |  |  | $\%$ |
| $R E S_{P D}^{b}$ | 31.6 |  |  |  |
| $a$ |  |  |  |  |

${ }^{a}$ All the parameters were taken from [81].
${ }^{b} \mathrm{CV}$ in natural scale is considered approximately equal to the standard deviation in logarithmic scale [99].
iov is also modelled by using 2.28 . In case a parameter has both iiv and iov, equation 2.29 was used.

$$
\begin{equation*}
\theta_{i}=\theta_{p o p} e^{\eta_{\theta}+\kappa_{\theta}} \tag{2.29}
\end{equation*}
$$

$\kappa_{\theta} \sim \mathcal{N}\left(0, \omega_{\theta, \kappa}^{2}\right)$ is the inter occasion variability parameter, with $\omega_{\theta, \kappa}^{2}$ the variance. In this model, the occasion is the chemotherapy cycle.
All the parameters values are reported in table 2.2.

### 2.2.2 GSA results

The model was evaluated on 10000 samples extracted from the input parameters pdf by using a Latin hypercube sampling strategy. In figure 2.3 the paclitaxel plasma concentration $\left(m_{1} / V_{1}\right)$ and the circulating neutrophils
2.2. Application to a model describing neutropenia time course



Figure 2.3: Output of paclitaxel PKPD model. Residual variability on the observations was not included in the simulated time curves.
level $(C)$ are reported, respectively. For GSA, nadir value of neutrophil concentration ( $C_{\text {nadir }}$ ) and its time of occurrence ( $t_{\text {nadir }}$ ) were used as output references. All the model input parameters samples and the relative outputs were used to perform the GSA with the methods presented in section 2.1, except for the variance based method. For the latter, the algorithm presented in 2.1.2 was used, with a number of samples for the construction of $\mathbf{A}$ and $\mathbf{B}$ matrices equal to 10000 .

Before doing a GSA, it is appropriate to look at the model output distributions (figure 2.4) and at the scatter plot of the model output versus the model input parameters (figures 2.5 and 2.6). From figure 2.5 it is possible to observe that $Q, M M T, S L, C_{0}$ and $R E S_{P D}$ are the parameters with the highest correlation with $C_{\text {nadir }}$. Moreover, it could be seen that interaction effects occur for $S L, C_{0}$ and $R E S_{P D}$. This happens because the variation of these parameters causes a modification in the confidence interval width of $C_{\text {nadir }}$. From figure 2.6 it is clear that the most important parameter in explaining $t_{\text {nadir }}$ variation is $M M T$.

All the GSA results obtained by using the Pearson correlation coefficient, PCC, SRC, lasso, the variance based method and the $\delta$ sensitivity



Figure 2.4: Histograms of model outputs. Residual variability in the observation was included in the histograms.
indices are reported in table 2.3 for $C_{\text {nadir }}$ and in table 2.4 for $t_{\text {nadir }}$. Results of variance based GSA are also shown in figure 2.7.

Concerning $C_{\text {nadir }}$, it is possible to observe that all the methods give, more or less, the same factor ranking (at least for the first five sensitive parameters). This probably happens because the input-output relationship is almost linear. In fact, $R^{2}$ of the linear regression is equal to 0.8 . Moreover, from figure 2.7 it can be seen that the interaction effects are not strong enough to change the factor ranking done considering only the first order terms. However, one difference between the variance based, the $\delta$ sensitivity indices and the other methods is in the factor fixing setting. For all the methods based on linear models, the sensitivity indices relative to $V_{M, e l}$ variabilities have approximately the same order of magnitude of $S L$. For Sobol and $\delta$ methods, instead, the $V_{M, e l}$ sensitivity indices are one order of magnitude lower than the one of $S L$.

Concerning $t_{\text {nadir }}$, as for $C_{\text {nadir }}$, all the methods give approximately the same factor ranking too, at least for the two most important parameters. In this case, $R^{2}$ of the linear regression is close to 0.9 .
Similarly to the results for $C_{n a d i r}$, one difference between Sobol and $\delta$ in-

Table 2.3: $C_{\text {nadir }}$ GSA results

| Parameters | Pearson | PCC | SRC | lasso | $S_{T}$ | $\delta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | sensitivity indices |  |  |  |  |  |
| $V_{1}$ | 0.04 | 0.08 | 0.03 | 0.01 | -0.01 | 0.02 |
| $V_{3}$ | 0.05 | 0.14 | 0.06 | 0.04 | -0.01 | 0.02 |
| $V_{M, e l}$ iiv | 0.17 | 0.37 | 0.17 | 0.15 | 0.04 | 0.05 |
| $V_{M, e l}$ iov | 0.15 | 0.33 | 0.15 | 0.13 | 0.01 | 0.05 |
| $K_{M, t r}$ | -0.08 | -0.18 | -0.08 | -0.05 | -0.01 | 0.03 |
| $V_{M, t r}$ | 0.09 | 0.2 | 0.09 | 0.06 | 0 | 0.03 |
| $k_{21}$ | -0.04 | -0.06 | -0.03 | 0.004 | -0.01 | 0.02 |
| $Q$ | 0.21 | 0.42 | 0.21 | 0.18 | 0.05 | 0.07 |
| MMT | 0.31 | 0.58 | 0.31 | 0.29 | 0.1 | 0.11 |
| $S L$ | -0.52 | -0.77 | -0.53 | -0.5 | 0.36 | 0.24 |
| $C_{0}$ | 0.4 | 0.67 | 0.4 | 0.37 | 0.26 | 0.16 |
| $R E S_{P K}$ | 0.01 | -0.01 | 0 | 0 | -0.01 | 0.01 |
| $R E S_{P D}$ | 0.4 | 0.67 | 0.4 | 0.37 | 0.25 | 0.15 |
|  | factor ranking |  |  |  |  |  |
| $1^{\text {st }}$ | $S L$ | $S L$ | $S L$ | $S L$ | $S L$ | $S L$ |
| $2^{\text {nd }}$ | $C_{0}$ | $R E S_{P D}$ | $R E S_{P D}$ | $R E S_{P D}$ | $C_{0}$ | $C_{0}$ |
| $3^{\text {rd }}$ | $R E S_{P D}$ | $C_{0}$ | $C_{0}$ | $C_{0}$ | $R E S_{P D}$ | $R E S_{P D}$ |
| $4^{\text {th }}$ | $M M T$ | $M M T$ | $M M T$ | $M M T$ | $M M T$ | $M M T$ |
| $5^{\text {th }}$ | $Q$ | $Q$ | $Q$ | $Q$ | $Q$ | $Q$ |
| $6^{\text {th }}$ | $V_{M, e l}$ iiv | $V_{M, e l}$ iiv | $V_{M, e l}$ iiv | $V_{M, e l}$ iiv | $V_{M, e l}$ iiv | $V_{M, e l}$ iov |
| $7^{\text {th }}$ | $V_{M, e l}$ iov | $V_{M, e l}$ iov | $V_{M, e l}$ iov | $V_{M, e l}$ iov | $R E S_{P K}$ | $V_{M, e l}$ iiv |
| $8^{\text {th }}$ | $V_{M, t r}$ | $V_{M, t r}$ | $V_{M, t r}$ | $V_{M, t r}$ | $k_{21}$. | $V_{M, t r}$ |
| $9^{\text {th }}$ | $K_{M, t r}$ | $K_{M, t r}$ | $K_{M, t r}$ | $K_{M, t r}$ | $V_{M, e l}$ iov | $K_{M, t r}$ |
| $10^{\text {th }}$ | $V_{3}$ | $V_{3}$ | $V_{3}$ | $V_{3}$ | $V_{1}$ | $V_{3}$ |
| $11^{\text {th }}$ | $V_{1}$ | $V_{1}$ | $V_{1}$ | $V_{1}$ | $V_{3}$ | $V_{1}$ |
| $12^{\text {th }}$ | $k_{21}$ | $k_{21}$ | $k_{21}$ | $k_{21}$ | $K_{M, t r}$ | $k_{21}$ |
| $13^{\text {th }}$ | $R E S_{P K}$ | $R E S_{P K}$ | $R E S_{P K}$ | $R E S_{P K}$ | $V_{M, t r}$ | $R E S_{P K}$ |

dices, with respect to all the other methods, is still in the factor fixing setting. In fact, for the methods based on linear models, other parameters (such as $S L, Q, V_{M, e l}$ ) have the sensitivity indices with the same order of magnitude of $M M T$. Instead, Sobol and $\delta$ methods tend to discriminate better the importance of $M M T$.

Table 2.4: $t_{\text {nadir }}$ GSA results

| Parameters | Pearson | PCC | SRC | lasso | $S_{T}$ | $\delta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | sensitivity indices |  |  |  |  |  |
| $V_{1}$ | -0.02 | -0.05 | -0.02 | 0 | 0.01 | 0 |
| $V_{3}$ | 0.01 | -0.01 | 0 | 0 | 0.01 | 0 |
| $V_{M, e l}$ iiv | -0.09 | -0.23 | -0.08 | -0.05 | 0.02 | 0.02 |
| $V_{M, e l}$ iov | -0.07 | -0.21 | -0.07 | -0.04 | 0.02 | 0.01 |
| $K_{M, t r}$ | 0 | 0.07 | 0.02 | 0 | 0.01 | 0 |
| $V_{M, t r}$ | -0.03 | -0.09 | -0.03 | 0.002 | 0.01 | 0 |
| $k_{21}$ | 0.02 | 0.04 | 0.01 | 0 | 0.01 | 0 |
| $Q$ | -0.08 | -0.23 | -0.08 | -0.05 | 0.02 | 0.01 |
| MMT | 0.92 | 0.94 | 0.92 | 0.89 | 0.93 | 0.65 |
| $S L$ | 0.2 | 0.54 | 0.2 | 0.18 | 0.06 | 0.06 |
| $C_{0}$ | 0 | 0 | 0 | 0 | 0 | 0 |
| $R E S_{P K}$ | 0 | 0.02 | 0.01 | 0 | 0 | 0.01 |
| $R E S_{P D}$ | -0.01 | 0.01 | 0 | 0 | 0 | 0.01 |
|  | factor ranking |  |  |  |  |  |
| $1^{\text {st }}$ | MMT | MMT | MMT | MMT | MMT | MMT |
| $2^{\text {nd }}$ | $S L$ | SL | SL | SL | $S L$ | SL |
| $3^{\text {rd }}$ |  | $V_{M, e l}$ iiv | $V_{M, e l}$ iiv | $V_{M, e l}$ iiv | $Q$ | $V_{M, e l}$ iiv |
| $4^{\text {th }}$ | $Q$ | $Q$ | $Q$ | $Q$ | $V_{M, e l}$ iiv | $Q$ |
| $5^{\text {th }}$ | $V_{M, e l}$ iov | $V_{M, e l}$ iov | $V_{M, e l}$ iov | $V_{M, e l}$ iov | $V_{M, e l}$ iov | $R E S_{P K}$ |
| $6^{\text {th }}$ | $V_{M, t r}$ | $V_{M, t r}$ | $V_{M, t r}$ | $V_{M, t r}$ | $V_{M, t r}$ | $V_{M, e l}$ iov |
| $7^{\text {th }}$ | $k_{21}$ | $K_{M, t r}$ | $K_{M, t r}$ | $V_{1}$ | $V_{3}$ | $R E S_{P D}$ |
| $8^{\text {th }}$ | $V_{1}$ | $V_{1}$ | $V_{1}$ | $V_{3}$ | $K_{M, t r}$ | $K_{M, t r}$ |
| $9^{\text {th }}$ | $V_{3}$ | $k_{21}$ | $k_{21}$ | $K_{M, t r}$ | $V_{1}$ | $V_{M, t r}$ |
| $10^{\text {th }}$ | $R E S_{P D}$ | $R E S_{P K}$ | $R E S_{P K}$ | $k_{21}$ | $k_{21}$ | $V_{1}$ |
| $11^{\text {th }}$ | $R E S_{P K}$ | $R E S_{P D}$ | $R E S_{P D}$ | $C_{0}$ | $R E S_{P K}$ | $C_{0}$ |
| $12^{\text {th }}$ | $K_{M, t r}$ | $V_{3}$ | $V_{3}$ | $R E S_{P K}$ | $R E S_{P D}$ | $V_{3}$ |
| $13^{\text {th }}$ | $C_{0}$ | $C_{0}$ | $C_{0}$ | $R E S_{P D}$ | $C_{0}$ | $k_{21}$ |



Figure 2.5: Scatter plot nadir concentration $\left(10^{9}\right.$ cells $\left./ L\right)$ versus input parameters (normalized between 0 and 1). The blue line is the median, the red and blue shaded area are the $50 \%$ and $95 \%$ confidence interval of the data.


Figure 2.6: Scatter plot time to nadir (days) versus input parameters (normalized between 0 and $1)$. The blue line is the median, the red and blue shaded area are the $50 \%$ and $95 \%$ confidence interval of the data.


Figure 2.7: Variance based indices of $C_{n a d i r}$ and $t_{n a d i r}$.

### 2.3 Application to a linear model

In the neutropenia model presented in section 2.2, the parameter ranking is approximately the same for all the GSA methods. This happened because the interaction effects were not strong enough to change the ranking done with the first order terms, as it can be seen from the results in figure 2.7. To make the point of the advantage in using the variance based GSA, we applied all the presented methods to a simple linear model,

$$
\begin{equation*}
Y=X_{1}+X_{2}+X_{2} X_{3}+X_{2} X_{3} X_{4} \tag{2.30}
\end{equation*}
$$

where $Y$ is the model output and $X_{i} \sim \mathcal{N}(0,1), i=1, \ldots, 4$, are the model input factors. Similarly to what was done for the neutropenia model, 10000 samples were extracted with a Latin hypercube sampling strategy from the input factor distribution and for each sample, the output was computed. All the samples were used to perform the GSA with all the methods except the variance based one. For the latter, the algorithm in section 2.1 .2 was used, with a number of samples for the construction of $\mathbf{A}$ and $\mathbf{B}$ matrices equal to 10000 .

In figures 2.8 and 2.9 the histogram of the model output $Y$ and the scatterplots of $Y$ against the input factors are reported, respectively. From the scatterplots it is possible to observe that $X_{3}$ and $X_{4}$ change the distribution width of $Y$, but not its central tendency. This is a clear signal that the impact of $X_{3}$ and $X_{4}$ on $V(Y)$ is mainly due to interaction effects.

In table 2.5 the GSA results are reported. It is possible to observe that all the linear methods identify $X_{1}$ and $X_{2}$ as the most important factors, while $X_{3}$ and $X_{4}$ as non-influential factors. For the variance based method all the factors have an impact on the model output variability and the most important parameter is $X_{2}$. In figure 2.1 (b) it can be seen that the importance of $X_{2}, X_{3}$ and $X_{4}$ in explaining $V(Y)$ is mainly related with interaction terms. Concerning the $\delta$ method, it recognize $X_{3}$ as an important factor, however, with respect to the variance based method, it underestimates the importance of $X_{4}$.


Figure 2.8: Histogram of the linear model output.

Table 2.5: GSA results for the linear model

| Parameters | Pearson | PCC | SRC | lasso | $S_{T}$ | $\delta$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | sensitivity |  |  |  |  |  |  | indices |
| $X_{1}$ | 0.49 | 0.57 | 0.5 | 0.39 | 0.25 | 0.28 |  |  |
| $X_{2}$ | 0.5 | 0.58 | 0.51 | 0.4 | 0.74 | 0.25 |  |  |
| $X_{3}$ | 0 | 0.01 | 0 | 0 | 0.52 | 0.1 |  |  |
| $X_{4}$ | 0.01 | 0 | 0 | 0 | 0.26 | 0.04 |  |  |
| factor ranking |  |  |  |  |  |  |  |  |
| $1^{\text {st }}$ | $X_{2}$ | $X_{2}$ | $X_{2}$ | $X_{2}$ | $X_{2}$ | $X_{1}$ |  |  |
| $2^{\text {nd }}$ | $X_{1}$ | $X_{1}$ | $X_{1}$ | $X_{1}$ | $X_{3}$ | $X_{2}$ |  |  |
| $3^{\text {rd }}$ | $X_{4}$ | $X_{3}$ | $X_{3}$ | $X_{3}$ | $X_{4}$ | $X_{3}$ |  |  |
| $4^{\text {th }}$ | $X_{3}$ | $X_{4}$ | $X_{4}$ | $X_{4}$ | $X_{1}$ | $X_{4}$ |  |  |



Figure 2.9: Scatter plot of the linear model output against the input parameters (normalized between 0 and 1). The blue line is the median, the red and blue shaded area are the $50 \%$ and $95 \%$ confidence interval of the data.

### 2.4 Discussion

In this chapter we presented some of the methods to perform GSA. The methods based on linear models are commonly implemented in data analysis software, are easy to use and the sensitivity indices are generally easy to interpret. However, their use is challenging in presence of non-linear or non-monotonic dependencies between the model output and the input factors. Moreover, by using them it is difficult to appropriately estimate the interaction effects. The variance based method is easy to implement and the sensitivity indices are easy to interpret. Moreover, this method allows to appreciate how much is the impact of each factor, taken singularly, on the model output variation and how much is the extent of its interaction effects. However, the variance based method takes $V(Y)$ as a proxy of model output variation, with all the limitation reported in section 2.1.2. Finally, the $\delta$ method overcomes some of the limitation of the variance based GSA and it can be used also for skewed distribution of $Y$. However, with this method it is impossible to detect interaction effects and the design parameters have to be chosen appropriately.

The focus of the next chapters is to apply GSA to different models, considering several levels of uncertainty and variability for each one of them. The method that we choose to use for performing GSA is the variance based method, that is considered to be the gold standard by the sensitivity analysis community. We believe that conducting all the sensitivity analyses with only one method would be advantageous. This because it would simplify the results interpretation and presentation, it would uniform the works and put the focus on the applications rather than on the comparison between different methods.


## Mechanistic model for the anticancer pro-drug Gemcitabine: use of GSA to understand the parameters impact on population variability

### 3.1 Introduction

Gemcitabine (2', 2'-difluorodeoxycytidine, dFdC ) is a nucleoside antimetabolite pro-drug effective against several solid tumours [100, 101, 102, 103]. Treatment with dFdC represents the first line therapy of pancreatic cancer,

[^4]that constitutes one of the most aggressive and lethal oncology diseases, with an overall 5 -year survival rate of less than $5 \%$ [104]. In this case, dFdC is either given in combination with nab-paclitaxel for patients with ECOG (eastern cooperative oncology group) performance status $0-1$, or as a single agent for advanced patients (ECOG $>1$ ), and for those patients who cannot receive combination treatments [105].

As a pro-drug, dFdC has to be intracellularly metabolized to its active metabolite, dFdC triphosphate ( dFdCTP ), to exert its cytotoxic action [106]. Firstly, dFdC is taken into the cell by active transporters (hENTs, hCNTs) [107] and then it is phosphorylated by deoxycytidine kinase (dCK) to its monophosphate form, dFdCMP. dFdCMP is subsequently metabolized by nucleoside kinases to dFdC diphosphate (dFdCDP) and then to dFdCTP that binds to the DNA promoting apoptosis [108]. dFdC also suffers inactivation by cytidine deaminase (CDA), leading to inactive metabolite $2^{\prime}, 2^{\prime}$-difluorodeoxyuridine ( dFdU ), which is excreted in urine [109].

One of the biggest complications associated to treatment with dFdC is the variability in responses, ranging from lack of efficacy to severe toxicity [110]. These different rates of responses to dFdC could be in part explained by individual genetic factors affecting its metabolic pathway, leading to different dFdCTP intracellular tumour concentrations [111]. As an example, a high activity of CDA enzyme is related with a higher depletion of dFdC and so, lower dFdCTP concentrations [112]. It is also stated that treatment efficacy may be explained by a non-functional transport of the pro-drug into the cell [107]. Moreover, cells with low dCK levels are associated with resistance to dFdC [113, 114]. In addition, some clinical studies in patients with pancreatic cancer treated with dFdC , associated different expressions of the transporters or the target enzymes activity with a high or low survival probabilities $[113,115,116]$.
dFdC effects on pancreatic cancer have been described previously by using PKPD, mechanistical and semi-mechanistical models in in vitro [117, $118,119,120]$, preclinical in vivo $[121,122]$ and clinical stages [123, 124]. However, to the best of our knowledge, the models developed in clinical stages do not consider the inter-subject variability in dFdC metabolism (e.g., individual concentrations of enzymes involved in dFdC metabolism).

### 3.1. Introduction

Information on the systemic and cellular pharmacokinetics of dFdC could be used to develop a quantitative model that describes mechanistically processes such as drug distribution, metabolism and active metabolite formation. A model like this could help in improving the knowledge of the system, for example by understanding what subject characteristics determine mostly the predicted active metabolite exposure in the site of action.

Systems pharmacology is an approach that aims to develop multi-scale mechanistic models that "span the divide between cell-level biochemical models and organism-level PK/PD models" [19]. These models integrate the knowledge from various sources (e.g., in vitro experiments, physiological data) [15]. PBPK modelling approach provides a framework for integrating drug specific parameters and in vitro measurements with physiological system-specific parameters [32, 125]. This type of models can integrate inter-individual variabilities in the concentrations of enzymes involved in drug metabolism and allows the simulation of drug concentration in specific tissues (e.g., pancreatic tumour) [126].

In this context, we built a mechanistic systems pharmacology model to describe dFdC pharmacokinetics and dFdCTP tumour concentrations, in a population of pancreatic cancer patients. The developed model was built using data from the literature, including genetic and physiological inter-subject variabilities. In summary, our aims were to: 1) propose a translational multi-scale system pharmacokinetic modelling approach for gemcitabine able to describe different concentrations of dFdC metabolites; 2) to show the capabilities and the limitations of this kind of modelling strategy starting from a case study; 3) to understand what information is needed and what can be found or not in the literature; 4) to understand what are the parameters that mostly drive the dFdC and dFdCTP exposure variability in a population of patients. The latter point was performed with uncertainty analysis and GSA.

### 3.2 Development of the mechanistic model and GSA

The work was performed in three different steps. First, we developed a model (the so-called metabolic network) to describe dFdC metabolism in vitro in two pancreatic cancer cell lines (PK9 and RPK9) [114]. Then, we developed a PBPK model to describe the dFdC pharmacokinetics in a population of pancreatic cancer patients. The in vitro derived metabolic network was coupled with the PBPK model in a compartment representing the pancreatic tumour after an appropriate rescaling of the network parameters. This was done to describe the dFdC metabolism and predict dFdCTP concentrations in the site of action. Finally, we performed GSA on the developed model to identify what are the characteristics that mostly drive the dFdC and dFdCTP exposure variability in a population of patients. The analyses were performed in MATLAB R2019a [127]. Parameters were estimated by using the covariance matrix adaptation evolution strategy (CMA-ES) [128].

### 3.2.1 Metabolic network

An extensive literature review was performed looking for knowledge and in vitro data to build a mathematical model of the dFdC metabolic pathway. The structure of this pathway, which has been defined over the years [106, 109, 108], is schematized in figure 3.1 (c). For this, the mathematical model was built by assuming that enzymatic reactions were described by first order rate constants, except for those catalysed by CDA, dCK and hENT1 enzymes, which were described by a Michaelis Menten model. The

### 3.2. Development of the mechanistic model and GSA

metabolic network equations are reported in equation system 3.1.

$$
\begin{align*}
\frac{d d F d C_{e x t}}{d t} & =-\frac{V_{\max , h E N T 1} d F d C_{e x t}}{K_{M, h E N T 1}+d F d C_{e x t}}-\frac{V_{\max , C D A, e x t} d F d C_{e x t}}{K_{M, C D A, e x t}+d F d C_{e x t}} \\
\frac{d d F d C_{i n t}}{d t} & =\frac{V_{\max , h E N T 1} d F d C_{e x t}}{K_{M, h E N T 1}+d F d C_{e x t}}-\frac{V_{\max , C D A, i n t} d F d C_{i n t}}{K_{M, C D A, i n t}+d F d C_{i n t}} \\
& -\frac{V_{\max , d C K} d F d C_{i n t}}{K_{M, d C K}+d F d C_{i n t}}+K_{M P C} d F d C M P_{i n t} \\
\frac{d d F d C M P_{i n t}}{d t} & =\frac{V_{\max , d C K} d F d C_{i n t}}{K_{M, d C K}+d F d C_{i n t}}-\left(K_{M P C}+K_{N M P K}\right) d F d C M P_{i n t} \\
& -\frac{K_{C M P D} d F d C M P_{i n t}}{1+I N H d F d C T P_{i n t}}+K_{D P M P} d F d C D P_{i n t} \\
\frac{d d F d C D P_{i n t}}{d t} & =K_{N M P K} d F d C M P_{i n t}-\left(K_{N D P K}+K_{D P M P}\right) d F d C D P_{i n t} \\
& +K_{T P D P} d F d C T P_{i n t} \\
\frac{d d F d C T P_{i n t}}{d t} & =K_{N D P K} d F d C D P_{i n t}-\left(K_{T P D P}+K_{D N A}\right) d F d C T P_{i n t} \tag{3.1}
\end{align*}
$$

$d F d C_{\text {ext }}, d F d C_{\text {int }}, d F d C M P_{\text {int }}$ and $d F d C D P_{\text {int }}$ are the dFdC extracellular, $\mathrm{dFdC}, \mathrm{dFdCMP}, \mathrm{dFdCDP}$ and dFdCTP intracellular amounts. $V_{\max , x}$ and $K_{M, x}$ are the parameters of the Michaelis Menten equation relative to the protein $x . K_{x}$ is the time constant relative to the reaction $x$ and $I N H$ is the inhibition constant of $d F d C T P_{\text {int }}$ with respect to $K_{C M P D}$.

Experimental data used to identify network parameters were taken from [114]. In vitro concentrations of dFdC metabolites (extracellular dFdC and dFdU, intracellular dFdC, dFdCMP, dFdCDP, dFdCTP, dFdU and dFdUMP) for two pancreatic cancer cell lines (i.e., PK9 and its resistant version to dFdC, RPK9) were available [114, 129]. Parameters were jointly estimated on both cell lines data by including the ratio of the three target enzymes (CDA, dCK and hENT1) concentrations between the two cell lines as covariates of the model. $C O V_{C D A}, C O V_{d C K}$ and $C O V_{h E N T 1}$, the covariates, were set equal to 1 for PK9 and equal to $1.64,0$ and 1.35 for RPK9, respectively [114]. However, with the available data, it was only
possible to identify the parameters of a reduced metabolic network involving dFdC, dFdCMP, dFdCDP, dFdCTP but not dFdU and dFdUMP. In addition, to fit data, an extracellular dFdC deamination due to the activity of an extracellularly secreted CDA was added. The hypothesis is supported by some observations reported in the literature for other cancer cell lines [130].

To allow writing the mass balance equations, the metabolite profiles were transformed from concentrations ( $\mathrm{pmol} / \mathrm{mg}$ prot), as reported in the original publication [114], to amount ( pmol ). Information regarding the in vitro experiments needed to establish the correction factor was obtained from the original publication and from personal communication by the first author: cells used in the in vitro experiment were seeded onto non-coated tissue culture dishes at the concentration of $1.5 \cdot 10^{4} \mathrm{cells} / \mathrm{cm}^{2}$ [114] using a 6 -well plate (personal communication). So, the well area was set equal to a standard value for a 6 -well plate ${ }^{2}\left(9.6 \mathrm{~cm}^{2}\right)$. The cell number per protein amount of PK9 and RPK9 was fixed equal to $10^{6}$ cells per mg of proteins (personal communication). Original in vitro data were then transformed from concentration to mass units by multiplying their values for a correction factor. This correction factor was calculated dividing the total amount of cells (well area times cell density) for the cell number per $m g$ of proteins. The medium volume was calculated dividing the initial amount of extracellular $\mathrm{dFdC}(1.63 \mathrm{nmol} / \mathrm{well})$ for the solution molarity $(1 \mu M)$. Intracellular volume was calculated multiplying the number of cells in the well (culture area times cell density) for the volume of a pancreatic ductal cell (200 fL [131]).

### 3.2.2 PBPK model

A PBPK model was developed to describe dFdC distribution and metabolism in the body. Drug specific parameters used in the model are listed in table 3.1. The model consists on fourteen organs and tissues and it is represented in figure 3.1 (a). Each organ and tissue in the PBPK (excluding arterial and
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Figure 3.1: Schematic structure of the whole body PBPK model coupled with the metabolic network representing dFdC metabolism in the pancreatic tumour tissue. (a) PBPK model structure. Red arrows represent arterial blood flows, while blue arrows represent venous blood flows. The organs and tissues represented in boxes $A$ and $B$ are 'in parallel' with respect to the blood flow, this means that they have separate blood inflows and outflows. Box $A$ : adipose tissue, bone, brain, gonads, heart, kidney, muscle and skin. Box $B$ : gut, spleen and stomach. (b) Model structure of the pancreas. Pancreatic tumour and intracellular space share the same extracellular environment. (c) Schematic representation of dFdC metabolism network, including metabolites ( dFdC , dFdCMP, dFdCDP, dFdCTP, dFdU and dFdUMP), transporters (hENT1) and target enzymes responsible of driving the metabolism reactions (dCK, NMPK, NDPK, CDA and dCMPD). Reactions catalysed by unknown enzymes were named as MPC, DPMP and $T P D P$.
venous blood) was described by using a permeability limited model [132]. This choice was supported by the hydrophilic nature of dFdC hampering distributions into the cells [107, 133].
dFdC is transported inside the cell by concentrative nucleoside transporters (mainly hCNT1) and equilibrative nucleoside transporters (mainly hENT1) proteins [107, 134]. The activity of both hCNT1 and hENT1 was modelled as a first order reaction, namely $R_{h C N T 1}$ and $R_{h E N T 1}$ (equations 3.2 and 3.3). hCNT1 mediates a unidirectional flux from the extracellular to the intracellular space, while hENT1 was considered as a bidirectional transporter. Once inside each organ intracellular space, the drug was supposed to be metabolized by CDA. This process was modelled with first order reaction too $\left(R_{C D A}\right)$, as in equation 3.4.

$$
\begin{gather*}
R_{h C N T 1, t}=V_{e x t, t} e_{h C N T 1, t} k_{h C N T 1} \frac{V_{\text {int }, t}}{V_{e x t, t}} C u_{\text {ext }, t}  \tag{3.2}\\
R_{h E N T 1, t}=e_{h E N T 1, t}\left(V_{e x t, t} k_{h E N T 1, \text { in }} \frac{V_{i n t, t}}{V_{\text {ext }, t}} C u_{e x t, t}\right. \\
\left.-V_{\text {int }, t} k_{h E N T 1, o u t} C u_{i n t, t}\right)  \tag{3.3}\\
R_{C D A, t}=V_{\text {int }, t} e_{C D A, t} C L_{C D A} C u_{\text {int }, t} \tag{3.4}
\end{gather*}
$$

$e_{x, t}$ is the relative expression of enzyme or transporter $x$ in the tissue $t$. They were taken from the Open Systems Pharmacology Suite version $7.1^{3}$ (PK$\operatorname{sim}$ ) and are numbers always between 0 and 1 ; their values are reported in table A.2. $k_{x}$ is the time constant relative to the protein $x$ activity, assumed to be equal in all the organs. $C u_{e x t, t}$ and $C u_{i n t, t}$ are the unbound extracellular and intracellular dFdC concentrations, respectively. $V_{e x t, t}$ and $V_{\text {int }, t}$ are the extracellular and intracellular volumes of the tissue $t$. They are calculated by multiplying the tissue volume $V_{t}$ for the extracellular and intracellular water fractions ( $f_{e w}$ and $f_{i w}$, respectively): $V_{e x t, t}=f_{e w} \cdot V_{t}$ and $V_{i n t, t}=f_{i w} \cdot V_{t}$. Unbound fraction of dFdC was considered equal to 1 [135].

[^6]
### 3.2. Development of the mechanistic model and GSA

To account for the different transporters and enzymes expressions on each organ, $k_{x}$ was multiplied for $e_{x, t}$, as done in [126]. The main hypothesis here is that the intracellular enzymes and transporters concentrations are proportional between the different organs. In equations 3.2 and 3.3 the linear time constants relative to the transport from the extracellular to the intracellular compartment are multiplied for $V_{\text {int }, t} / V_{\text {ext,t,t }}$. The time constant $k_{x}$ could be written as $V_{\max } / K_{M}$, where $V_{\max }$ and $K_{M}$ are the parameters of the Michaelis Menten equation. So, the following relationship is valid.

$$
\begin{equation*}
k_{x, e x t}=\frac{V_{\max , e x t}}{K_{M}}=\frac{k_{c a t}[x]_{e x t}}{K_{M}}=\frac{k_{c a t}[x]_{\text {int }}}{K_{M}} \frac{V_{i n t, t}}{V_{e x t, t}}=k_{x} \frac{V_{\text {int }, t}}{V_{e x t, t}} \tag{3.5}
\end{equation*}
$$

$[x]_{\text {int }}$ and $[x]_{\text {ext }}$ are the intracellular and extracellular transporter concentration and $k_{\text {cat }}$ is the turnover number. Equation 3.5 is valid for both hCNT1 and hENT1.

Each organ modelled in the PBPK was described by using two compartments, representing intracellular and extracellular spaces. The generic dFdC tissue extracellular and intracellular unbound concentration dynamics are represented in equation system 3.6.

$$
\begin{align*}
V_{e x t, t} \frac{d C u_{e x t, t}}{d t} & =Q_{t}\left(C_{a r t}-\frac{C u_{e x t, t}}{P_{t: p} / B: P}\right)-R_{h C N T 1, t}-R_{h E N T 1, t}  \tag{3.6}\\
V_{i n t, t} \frac{d C u_{i n t, t}}{d t} & =R_{h C N T 1, t}+R_{h E N T 1, t}-R_{C D A, t}
\end{align*}
$$

$Q_{t}$ is the tissue blood flow, $C_{a r t}$ corresponds to the arterial dFdC concentration, $P_{t: p}$ is the tissue to plasma partition coefficient, calculated as in [132] and $B: P$ is the blood to plasma partition coefficient. These equations are valid for all the tissues except arterial and venous blood, lungs and pancreas. After appropriate parameters rescaling, the metabolic network describing dFdC metabolism was included into a compartment representing the pancreatic tumour, as explained in section 3.2.3. All the model equations and parameter values are reported in appendix A.

The four time constants associated with enzymes and transporters activities in the PBPK model $\left(k_{h C N T 1}, k_{h E N T 1, \text { in }}, k_{h E N T 1, \text { out }}\right.$ and $k_{C D A}$, in
equations $3.2,3.3$ and 3.4 ) were identified for a male mean subject (height 175 cm , weight 73 kg and age 30 years) using the data simulated with a pharmacokinetic model taken from the literature (Zhang model, reported in section A.2), for 30 minutes infusion of $3.34 \mathrm{mmol} / \mathrm{m}^{2}$ of dFdC [136].

Finally, by adding variability to the physiological parameters, a population model was obtained. The variabilities in organ volumes and blood flows were modelled following Willmann et al. [137]. Briefly, in this model: 1) the sex and age of the subjects are extracted; 2) for each subject the height is extracted from a distribution given the particular sex and age; 3) mean organs weight and blood flows are generated given the mean subject characteristics and 4) a residual variability is added. $k_{h C N T 1}, k_{h E N T 1, i n}$, $k_{h E N T 1, \text { out }}$ and $k_{C D A}$ were considered variable too in order to account for the different protein expression in a population. They were supposed lognormally distributed with mean equal to the estimated values and coefficient of variation (CV) equal to that of the enzyme concentration in the population [138]. To our knowledge, no information regarding CDA variability in tissues is present in the literature; thus, we decided to fix the CDA CV equal to the one of the pancreatic cancer, obtained from [139]. Distribution parameters are reported in table 3.1.

### 3.2.3 Inclusion of the metabolic network in the PBPK model

A compartment representing the pancreatic tumour cells was included into the PBPK, as shown in figure 3.1 (b). The main hypothesis is that the tumour and the pancreatic intracellular space share the same extracellular environment and they compete for drug uptake. The network was included into the PBPK as follows: in vitro intracellular compartment corresponds to the PBPK tumour compartment while the in vitro medium corresponds to the pancreatic extracellular space.

The parameters were appropriately rescaled considering the different volumes and enzymatic concentrations between the in vitro and in vivo situations. In the publication where we took the in vitro data, the concentrations of some of the enzymes and transporters involved into dFdC metabolism, like CDA, dCK and hENT1, were reported [114]. In another
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publication, the concentration of these enzymes in pancreatic tumour samples from ten different subjects was measured [139]. That information was used for the in vitro to in vivo rescaling.

In the in vitro metabolic network, the metabolites were considered in units of mass ( pmol ). So, the units of the estimated $V_{\max }$ is $\mathrm{pmol} / \mathrm{h}$, whereas that of $K_{M}$ is pmol and of the time constants is $1 / h$.
$V_{\max , d C K}$ can be expressed as:

$$
\begin{equation*}
V_{\max , d C K}=k_{c a t, d C K}[d C K]_{\text {int,vitro }} V_{\text {int,vitro }} \tag{3.7}
\end{equation*}
$$

where $k_{c a t, d C K}$ is the turnover number, $[d C K]_{\text {int,vitro }}$ is the enzymatic intracellular concentration and $V_{\text {int,vitro }}$ is the in vitro culture volume. In order to rescale $V_{\max , d C K}$ (in vitro) to $\widetilde{V}_{\max , d C K}$ (in vivo), one has to consider that the in vitro and in vivo situations have different volumes and enzymatic concentrations. Thus, $\widetilde{V}_{\max , d C K}$ could be obtained from $V_{\max , d C K}$ as follows.

$$
\begin{align*}
\widetilde{V}_{\text {max }, d C K} & =k_{\text {cat }, d C K}[d C K]_{\text {int }, \text { vivo }} V_{\text {int,vivo }} \\
& =V_{\text {max }, d C K} \frac{[d C K]_{\text {int }, \text { vivo }}}{[d C K]_{\text {int }, \text { vitro }}} \frac{V_{\text {int }, \text { vivo }}}{V_{\text {int,vitro }}} \tag{3.8}
\end{align*}
$$

However, enzymes concentrations were available as pmol/mg prot [114, 139], and not in $\mathrm{pmol} / \mathrm{mL}$, as required in the previous equations. Thus, we made the hypothesis that the in vivo/in vitro enzymatic concentration ratio expressed in $\mathrm{pmol} / \mathrm{mg}$ prot is equal to the one expressed in $\mathrm{pmol} / \mathrm{mL}$.
$K_{M, d C K}$ is expressed in the metabolic network in units of mass, thus, it is valid the following relationship.

$$
\begin{equation*}
K_{M, d C K}=K_{M, d C K, \text { conc }} V_{\text {int,vitro }} \tag{3.9}
\end{equation*}
$$

$K_{M, d C K, c o n c}$ is the $K_{M}$ expressed in concentration, as generally it is. $\widetilde{K}_{M, d C K}$ could be obtained from $K_{M, d C K}$ as follows.

$$
\begin{equation*}
\widetilde{K}_{M, d C K}=K_{M, d C K} \frac{V_{\text {int }, \text { vivo }}}{V_{\text {int,vitro }}} \tag{3.10}
\end{equation*}
$$

The same rationale can be followed for the reaction catalysed by intracellular CDA. $V_{\max , h E N T 1}$ was rescaled like $V_{\max , d C K}$. This was done
because, even if the substrate is present in the extracellular compartment, the transporter abundance depends on the intracellular volume. In fact, is valid the following equation:

$$
\begin{align*}
V_{\text {max }, h E N T 1} & =k_{\text {cat }, h E N T 1}[h E N T 1]_{\text {ext }, \text { vitro }} V_{\text {ext }, \text { vitro }}  \tag{3.11}\\
& =k_{\text {cat }, h E N T 1}[h E N T 1]_{\text {int }, \text { vitro }}
\end{align*} V_{\text {int }, \text { vitro }}
$$

where $[h E N T 1]_{\text {ext,vitro }} V_{\text {ext,vitro }}=[h E N T 1]_{\text {int }, \text { vitro }} V_{\text {int,vitro }}$ is the total amount of transporter in the system. Considering that the substrate of hENT1 is in the extracellular environment, $K_{M, h E N T 1}$ was rescaled as follows.

$$
\begin{equation*}
\widetilde{K}_{M, h E N T 1}=K_{M, h E N T 1} \frac{V_{\text {ext }, v i v o}}{V_{\text {ext,vitro }}} \tag{3.12}
\end{equation*}
$$

The extracellular CDA concentration was supposed equal in both in vitro and in vivo situation, thus, the $V_{\max , C D A}$ was rescaled only by using the ratio of the extracellular volumes: $\widetilde{V}_{\max , C D A}=V_{\max , C D A} V_{\text {ext,vivo }} / V_{\text {ext }, \text { vitro }}$. $K_{M, C D A, e x t}$ was rescaled as $K_{M, h E N T 1}$.

Finally, the concentration of the enzymes catalysing all the other reactions were supposed to be equal between the in vitro and the in vivo situations. Thus, all the linear constants were not rescaled between the two systems. This was done because, with the hypothesis of equal concentration of the enzymes catalysing the reaction in the two situations, the following relationship is valid.

$$
\begin{equation*}
K_{r}=\frac{V_{\max }}{K_{M}}=\frac{\widetilde{V}_{\max }}{\widetilde{K}_{M}}=\widetilde{K}_{r} \tag{3.13}
\end{equation*}
$$

Concerning $I N H$, we made the hypothesis that the inhibition depends on the metabolite concentration. Thus, from the in vitro to the in vivo situation the parameter was corrected for a factor equal to $V_{\text {int,vivo }} / V_{\text {int,vitro }}$.

All the in vivo enzymatic concentrations were supposed log-normally distributed with the mean and CV derived from the pancreatic tumour samples [139]. The tumour volume was supposed uniformly distributed between $32.3 m L$ and $224.3 m L$ [140].

### 3.2.4 GSA for the mechanistic Gemcitabine model

A variance-based GSA was performed on the gemcitabine PBPK model coupled with the metabolic network. AUC of plasma dFdC and tumour dFdCTP concentrations were considered as outputs of interest. AUC was calculated from time 0 (dose administration) to 7 days. The parameters that were considered variables in the population are: the sex, age and height, the residual variability of the organs volumes and blood flows, the dFdC blood to plasma ratio, all the estimated time constants associated with drug transport and elimination in the PBPK, the tumour volume and the tumour concentrations of the enzymes involved in dFdC metabolism. Given that $k_{h E N T 1, \text { in }}$ and $k_{h E N T 1, \text { out }}$ are related to the activity of the same enzyme, in the GSA they were jointly considered (grouped): they shared the same variability and so they were considered as a unique parameter $\left(k_{h E N T 1}\right)$. For readability purposes, all the organ volumes and blood flows residual variabilities were grouped too [21]. The distributions of all the parameters are reported in table 3.1.

The number of samples, $n$, extracted in the GSA was set to 5000 . The uncertainty of the sensitivity indices were calculated using 10000 bootstrap samples [67].

Table 3.1: Drug related parameters and parameters distributions for GSA

| Parameters | distribution parameters | distribution type | units |
| :---: | :---: | :---: | :---: |
| $p K a[135]$ | 3.6 | fixed |  |
| $B: P$ [141] | 1.94 | fixed |  |
| $f_{u, p}$ [135] | 1 | fixed |  |
| molecular weight [135] | 299.66 | fixed | $\mathrm{g} / \mathrm{mol}$ |
| $\log P_{\text {ow }}$ [135] | -1.4 | fixed |  |
| $\mathrm{sex}^{c, d}$ | 0, 1 | uniform ${ }^{a}$ |  |
| age ${ }^{\text {d }}$ | 20, 65 | uniform $^{a}$ | years |
| $E: P^{e}$ | 1, 5 | uniform $^{a}$ |  |
| tumour volume | 32.3, 224.3 | uniform ${ }^{a}$ | $m L$ |
| $k_{h C N T 1}$ | 920.17 (33\%) | log-normal ${ }^{\text {b }}$ | $1 / \mathrm{min}$ |
| $k_{h E N T 1, i n}$ | 20.17 (24.3\%) | log-normal ${ }^{\text {b }}$ | $1 / \mathrm{min}$ |
| $k_{\text {hEN }}$ 1,out | 25.66 (24.3\%) | log-normal ${ }^{\text {b }}$ | $1 / \mathrm{min}$ |
| $k_{C D A}$ | 0.33 (109.6\%) | log-normal ${ }^{\text {b }}$ | 1/min |
| $[d C K]_{\text {int,vivo }}$ | 0.45 (20\%) | log-normal ${ }^{\text {b }}$ | pmol/mg prot |
| $[h E N T 1]_{\text {int, vivo }}$ | 3.08 (53.4\%) | log-normal ${ }^{\text {b }}$ | pmol/mg prot |
| $[C D A]_{\text {int }, \text { vivo }}$ | 0.67 (109.6\%) | log-normal ${ }^{\text {b }}$ | pmol/mg prot |

${ }^{a}$ For distribution parameters, minimum, maximum of the parameter.
${ }^{b}$ For distribution parameters, mean $(C V)$ of the log-normal variable.
${ }^{c}$ If the extracted value is $<0.5$ the subject is female (0), otherwise male (1).
${ }^{d}$ Height, organ volumes and blood flows were generated by using the Willmann model [137] and are function of sex and age.
${ }^{e} B: P$ calculated from $E: P$ values [141], as $E: P=1 / H \cdot(B: P-1+H)[39]$.
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Table 3.2: Metabolic network parameters

| Parameters | value | units |
| :---: | :---: | :---: |
| $V_{\text {max, }{ }^{\text {dCK }}}\left(\mathrm{xCOV} V_{d C K}\right)$ | $1.45 \cdot 10^{5}$ | pmol/h |
| $K_{M, d C K}^{a}$ | 4.6 | $\mu M$ |
| $V_{\text {max }, C D A, i n t}\left(\mathrm{x} C O V_{C D A}\right)$ | $1.1 \cdot 10^{5}$ | pmol/h |
| $K_{M, C D A, i n t}^{a}$ | $0.43 \cdot 10^{5}$ | pmol |
| $V_{\text {max }, C D A, \text { ext }}\left(\mathrm{xCOV} V_{C D A}\right)$ | $0.84 \cdot 10^{5}$ | pmol/h |
| $K_{M, C D A, e x t}^{a}$ | $4.2 \cdot 10^{5}$ | pmol |
| $V_{\max , \mathrm{hENT1}}(\mathrm{xCOV} \mathrm{hENT1}$ ) | 5.46 | pmol/h |
| $K_{M, h E N T 1}^{a}$ | 4.7 | pmol |
| $K_{N M P K}$ | $0.11 \cdot 10^{5}$ | $1 / h$ |
| $K_{D C M P D}$ | $0.027 \cdot 10^{5}$ | $1 / h$ |
| $K_{D P M P}$ | $0.14 \cdot 10^{5}$ | $1 / h$ |
| $K_{\text {DNA }}$ | $1 \cdot 10^{-7}$ | $1 / h$ |
| $K_{\text {INH }}$ | $0.8 \cdot 10^{5}$ | 1/pmol |

${ }^{a}$ Value taken from [142]. To include it into the model it
was multiplied for the intracellular volume.
${ }^{b}$ Given that its value is significantly less than the other rate constants, it was set to 0 without an impact on the simulations.

### 3.3 Results

### 3.3.1 In vitro metabolic network

The parameters of the metabolic network were identified on the in vitro data from [114]. The estimated parameter values are listed in table 3.2, where it is also indicated for which parameter the covariates were included. In order to reduce the number of parameters to identify, $K_{N M P K}, K_{N D P K}$ were considered equal and $K_{D P M P}, K_{T P D P}, K_{M P C}$ were considered equal too. In figure 3.2, the results of the fitting process for each metabolite profile and each pancreatic cell line are shown. In the PK9 cell line, $R^{2}$ values for extracellular dFdC , intracellular $\mathrm{dFdC}, \mathrm{dFdCMP}, \mathrm{dFdCDP}$ and dFdCTP are equal to $0.98,0.1,0.99,0.61$ and 0.87 , respectively. The metabolic network was believed sufficiently capable of describing the time course of extracellular and intracellular concentrations of dFdC and its phosphorylated metabolites ( dFdCMP , dFdCDP and dFdCTP ), for the two different cell lines.

### 3.3.2 PBPK model coupled with the in vivo metabolic network

We fitted the PBPK model coupled with the reduced metabolic network against a typical plasma profile of dFdC , given a single dose of 3.34 $\mathrm{mmol} / \mathrm{m}^{2}$ infused in 30 minutes (standard administration in the clinical setting), simulated with the Zhang model [136]. The identified parameters are reported in table 3.1 (mean values of the time constants) and the fitting results are shown in figure 3.3, panels a and b . It is possible to observe that the PBPK model well reproduces the typical subject profiles provided by the Zhang model. From the logarithmic scale it can be appreciated that the elimination rate is well captured. The value of $R^{2}$ is equal to 0.94 .

Once the model parameters were identified on the typical profile, the PK profiles of a population of 500 individuals were simulated. In figure 3.3 , panels c , d , e and f the plasmatic dFdC concentration profiles and the $d F d C$ and its metabolites pancreatic tumour profiles are shown.


Figure 3.2: Fitting results of the in vitro metabolic network for PK9 and RPK9 pancreatic cancer cell lines. Blu lines are the model predictions and red stars the data from [114]. In panel a, the results for dFdC medium amount are reported and in panels $\mathrm{b}, \mathrm{c}, \mathrm{d}$ and e the results for dFdC , dFdCMP, dFdCDP and dFdCTP intracellular amounts are reported for the PK9 cell line. In panel $f$, the results for dFdC medium amount are reported and in panels $g, h, i$ and $j$ the results for $\mathrm{dFdC}, \mathrm{dFdCMP}, \mathrm{dFdCDP}$ and dFdCTP intracellular amounts are reported for the RPK9 cell line.

In figure 3.3, it is possible to observe that while the dFdC plasma concentration drops to zero for at least the $95 \%$ of the subjects in almost 24 hours, the metabolite concentrations in tumour decreases much slowly. These results are qualitatively in agreement with the simulations obtained by the Zhang model, that predicts a drop to zero in 70 hours for the typical value of the dFdCTP concentration in the white blood cells (WBC), used as a surrogate of the intracellular dFdCTP concentration.

In table 3.3 the metrics obtained with the PBPK model for plasmatic dFdC and tumour dFdCTP concentrations, together with those obtained with the Zhang model for plasmatic dFdC and WBC dFdCTP concentrations, are reported. Concerning the dFdC plasmatic AUC, the results of both the models show good agreement. However, the dFdCTP tu-
mour AUC predicted with the PBPK results slightly lower with respect to dFdCTP WBC intracellular concentration AUC predicted with the Zhang model. It is possible to observe that the PBPK model overestimated the population variability of all the metrics (especially the dFdC and dFdCTP AUC).

As a further simulation exercise, $3.34 \mathrm{mmol} / \mathrm{m}^{2}$ of dFdC were infused weekly for 20 weeks; results are shown in section A.3. In figure A.1, it is possible to see that there is no accumulation of dFdC and dFdCTP , in agreement with the observations presented in [143].

### 3.3.3 GSA results

We performed a variance-based GSA on the PBPK model coupled with the metabolic network, with the aim of understanding what are the most important parameters in explaining plasma dFdC and tumour dFdCTP concentrations AUC variability in the population. Results are shown in figure 3.4.

The parameter that mainly explains the dFdC plasmatic concentration AUC is the time constant relative to the dFdC elimination in tissues, $k_{C D A}$. A critical aspect related with this parameter is that we have considered its CV equal to the one found in pancreatic tumour tissue samples. This was done because, to our knowledge, a value relative to the other tissues was not present in the literature. Given that the variation of $k_{C D A}$ explains almost the totality of the dFdC AUC variance, a better characterization of its variability in the population is needed for a more reliable prediction of the AUC variability.
dFdCTP tumour concentration AUC variability is mainly due to dCK and CDA tumour concentrations. Between dCK and CDA tumour concentrations, the most important one in determining the dFdCTP AUC is the former. This is in agreement with the fact that the resistance against dFdC in some cell lines is obtained by reducing the dCK levels [114].

It is interesting to notice that hENT1 tumour expression is not important in determining dFdCTP AUC. This could be due to the fact that hENT1 concentration was quite homogeneous in the population that we
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used to estimate its variability [139]. Thus, it is possible that with these data, the hENT1 population variability was underestimated.


Figure 3.3: Fitting and population simulation results of the PBPK model. In panel $a$ and $b$ the results of the fitting process are shown, in natural and semi-logarithmic scale, respectively. Continuous blue line represent the dFdC plasma concentration simulated by using the PBPK model, while dashed red line represent the dFdC plasma concentration simulated with the Zhang model [136]. Panels c, d, e and f and g show the results of the simulation of dFdC and its metabolites pharmacokinetics, obtained by using the PBPK model coupled with the metabolic network. In panel c the dFdC plasma concentrations are reported. In panels $\mathrm{d}, \mathrm{e}, \mathrm{f}$ and g the tumour $\mathrm{dFdC}, \mathrm{dFdCMP}, \mathrm{dFdCDP}$ and dFdCTP concentrations are reported, respectively. In this case, blue line represents the median of the compound concentrations in the population, while red shaded area represents the $95 \%$ confidence interval.


Figure 3.4: GSA results performed for: a) plasma dFdC AUC; b) tumour dFdCTP AUC. The parameters that are considered variables are: sex, age, residual variability on height, organ volumes and blood flows (height, volumes and fluxes), blood to plasma ratio (BP), tumour volume (tumour vol), all the estimated linear constants relative to the transport and elimination of dFdC in the PBPK model ( $k_{C N T} \mathrm{pbpk}, k_{h E N T 1} \mathrm{pbpk}$ and $\left.k_{C D A} \mathrm{pbpk}\right)$ and the enzymes tumour concentrations (CDA tum, dCK tum and hENT1 tum). Error bars represent the $95 \%$ confidence interval of the sensitivity indices calculated with 10000 bootstrap samples.
and pmol $/ 10^{6}$ cells，respectively．These values were converted to intracellular WBC concentration
by dividing them for the mean volume of a neutrophil，equal to $299 f L[144]$ ．
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Table 3．3：PBPK and Zhang model metrics

### 3.4 Discussion

We developed a multi-scale systems pharmacology model describing the dFdC metabolic pathway and predicting the levels of dFdCTP in the active site for a population of pancreatic cancer patients. This model was built by integrating different resources obtained from the literature: we used in vitro information regarding dFdC metabolism in pancreatic cancer cell lines [114], a compartmental model describing plasma dFdC concentrations in pancreatic cancer patients [136] and physiological and genetical information of a given population $[137,139]$. Finally, we performed a GSA in order to understand what parameters explain the predicted population variation of plasma dFdC and tumour dFdCTP AUC.

Regarding the dFdC in vitro metabolism, data used for developing the network were obtained from in vitro experiments performed after a single dose exposure of gemcitabine, collecting a single profile per metabolite for each cell line. With the data available, the results of the fitting process are biased, as it can be appreciated by looking at figure 3.2. Despite of it, the metabolic network was believed sufficiently capable of describing the profiles of dFdC and its phosphorylated metabolites. The development of this model presented several difficulties. First, important information regarding the experimental setup were not present in the original publication of the in vitro data, like the $m g$ of protein per number of cells and the area of the well in which the cells were cultured. Moreover, it was not possible to describe the profiles of dFdU and its metabolites. Given that the metabolic network structure depends, to a certain extent, on the data available, a kind of structural uncertainty of the model is present. This uncertainty could potentially impact the in vivo predictions of dFdCTP concentration once the network is included in the PBPK model.

To model dFdC distribution and metabolism in the body, a permeability limited PBPK model was developed accounting for the activity of plasmatic membrane transporters [107, 133]. One of the main advantages of the developed PBPK model is that the metabolic network was easily coupled with the model, leading to the possibility of describing the active metabolite concentration in the site of action. In order to do this, a
compartment representing the pancreatic tumour was introduced into the model and was supposed to share the same extracellular environment with the pancreas sane tissue (figure 3.1 c ). By doing this, there was a direct correspondence between in vitro and in vivo intracellular and extracellular environments. In this context, information regarding the target enzymes concentration both in in vitro cancer cell lines and in vivo tumour samples, was found to be particularly useful for the parameters rescaling and thus, the inclusion of the metabolic network in the PBPK model.

With the model presented here, there was no need of estimating the blood flow directed to the tumour. This approach presents, however, some drawbacks. In fact, by using this model it would be difficult to describe processes such as the angiogenesis and the effect of a potential antiangiogenic compound. Moreover, the thick stroma surrounding the tumour cells that characterize the pancreatic cancer was not modelled [145] and this could potentially impact the predicted drug disposition in the tumour tissue.

Another advantage of the developed systems pharmacology model is that it includes the interpatient variability of parameters such as organ volumes, blood flows and abundances of enzymes and transporters. Then, by performing GSA, it is possible to understand what are the parameters that with their variation in the population mostly explain the inter-patient variability of some metrics of interest, such as AUC of plasma dFdC and tumour dFdCTP. The GSA results highlight that the tumour dFdCTP AUC variability is mainly explained by the variation of CDA and dCK tumour concentration. These results are in accordance with the fact that the dFdC clinical response is probably related to the patients genotype and to different expressions of the transporters or target enzymes [111].

The results of this modelling study suggest that individual genetic factors affecting gemcitabine metabolism would lead to different amounts of its metabolites and, consequently, different treatment responses, as dFdCTP exposure has been previously related to tumour response, and the later, to survival [124]. Apart from the genetic variability associated with gemcitabine's metabolism pathway highlighted in this work, different individual mutations affecting its mechanism of action regarding cell cycle progression, apoptosis and survival signalling pathways in pancreatic cancer cells

### 3.4. Discussion

can also have an impact on treatment response. A recent multiscale network characterizes the effect of proteomics on gemcitabine mechanism of action and its signalling pathways, in combination with birinapant [120]. Future integration of their results with those present in this study could provide insights to better understand gemcitabine variability and drug effects.

In conclusion, further research should be done for characterizing in vitro different pancreatic cancer cell coming from patients receiving dFdC , measuring the target enzyme level expression and the degree of their polymorphisms. This would be key to assess and refine the current model.

## $\square$

## GSA to gain insight into the structure of physiological intestinal absorption models for BCS I-IV drugs ${ }^{1}$

### 4.1 Introduction

The oral route is the preferred method of drug administration, mainly because of its convenience and minimal invasiveness. However, the bioavailability of drugs (i.e., the fraction that reaches the systemic circulation unchanged) is limited by several processes such as dissolution and absorption in the gut lumen, metabolism in the gut wall and liver [54].
In order to facilitate the development of oral formulations the Biophar-

[^7]maceutics Classification System (BCS) was created [147]. The BCS uses physicochemical and physiological parameters to classify drugs into four different classes based on their permeability and solubility characteristics: class I (highly permeable, highly soluble); class II (highly permeable, lowly soluble); class III (lowly permeable, highly soluble); and class IV (lowly permeable, lowly soluble). The BCS is widely used by the European Medicines Agency (EMA) and United States Food and Drug Administration (FDA) for developing guidance on formulation development and by the pharmaceutical industry during drug discovery \& development [148]. Although considered an oversimplification of complex drug and formulation characteristics, the BCS is useful for informing experimental and clinical design, especially for class I compounds [54, 149].

Considerable efforts have been carried out to combine in silico mathematical modelling with the design and evaluation of experimental studies to reduce the number of in vivo bioequivalence studies needed, therefore reducing time and cost of biopharmaceutical development [150]. Among various types of in silico modelling techniques, PBPK models have been used to investigate complex biopharmaceutical problems [54].

Several PBPK absorption models have been developed over the last decades and integrated into bespoke PBPK software (such as: GastroPlus, PK-Sim and Simcyp Simulator) or more general modelling platforms, such as MATLAB [151, 152, 153, 154, 155, 156]. In general, these represent drug transit through the small intestine, release from formulation, dissolution/precipitation and absorption in the gastrointestinal tract, gut wall metabolism and active efflux/uptake transport. PBPK absorption models are used from lead optimization through phase 2 studies. For example, during lead optimization physiological models can be used to predict absorption from in vitro data. Moreover, these models are used to predict drug absorption in humans in combination with animal data obtained during pre-clinical development. Such predictions are possible because of the incorporation of physiological and biochemical differences between species. During clinical development, physiological models can be used to mechanistically interpret clinical data, to explore hypotheses and to guide formulation development [43]. The use of PBPK models has the potential
to reduce the number of animal studies and replace or supplement clinical trials [35, 36].

The OrBiTo (Oral Biopharmaceutics Tools) project (Innovative Medicines Initiative, IMI), started in 2012 and aimed to address the gaps in gastrointestinal drug absorption knowledge and support a rational use of predictive tools for oral drug delivery. This was done by refining existing tools and defining new methodologies for oral drug delivery [157]. One of the various objectives of OrBiTo was to perform a large scale evaluation of PBPK models for oral drug absorption, to identify strengths and weaknesses of these models. The results of the analysis showed high variability in the performance [53, 55].

We believe that a better comprehension of the relationship between the model input parameters (e.g., drug/formulation-specific and physiological parameters) and outputs (e.g., drug exposure and secondary pharmacokinetic parameters) would be useful for the development and refinement of PBPK models. Performing a sensitivity analysis is useful for understanding how the uncertainty in input parameters translates to uncertainty in the outputs and, by this, identifying the most important parameters for a given output [21]. PBPK models have a complex structure and, usually, a significant variability in input parameters, for example, the variability that occurs in a given population, for parameters such as the gastric emptying time, the intestinal transit time and the enzymatic liver expression. Often there is a significant uncertainty in the estimation of some of these inputs, where the parameters are typically fixed to mean values or fitted to experimental data. Depending on the knowledge and information available, these parameters could vary within a certain defined range of values [74]. Thus, for these types of models, it is appropriate to perform GSA. Furthermore, there is currently a strong regulatory interest from EMA and FDA in the use of sensitivity analysis to evaluate PBPK models in pharmaceutical research \& drug development and in regulatory submissions [50, 149].

In this context, the aim of our work was to give a demonstration of the GSA methodology, by applying it on compartmental PBPK models that describe drug absorption, dissolution and transit in the gastrointestinal tract. This was done in order to identify what are the most important
physiological and drug related parameters in determining the variability of the fraction absorbed $\left(f_{a}\right)$ and bioavailability ( $F_{\text {oral }}$ ) within each BCS class, for acidic, basic and neutral drugs, after an oral administration. Between various methods for GSA we choose the variance based method because it is model independent, considers each parameter in its full range of variation and allows estimation of the interaction effects between input parameters [21]. The analysis was firstly done for neutral compounds on a mixing tank derived model [158] and then on a compartmental absorption and transit (CAT) derived model [159] for acidic, basic and neutral compounds. The GSA was performed separately for each BCS class because we expected that the order of importance of the parameters (e.g., relative to dissolution and absorption) could vary among classes.

### 4.2 PBPK intestinal absorption models and characterization of parameters uncertainty

### 4.2.1 PBPK absorption models

Two different compartmental PBPK absorption models with different levels of detail were implemented in MATLAB, both aiming to describe the oral absorption process. One model was based on the mixing-tank model [158], describing drug dissolution and absorption in the gastrointestinal tract, where the small intestine was represented by one well-stirred luminal segment. The other model was based on the CAT model [159] and described drug transit, dissolution and absorption in the gastrointestinal tract. All the models parameters are presented in tables 4.1, 4.3 and 4.2.

## Compartmental Absorption and Transit based model

In the CAT based model, represented in figure 4.1, the gastrointestinal tract is subdivided into eight different sections: the stomach, six small intestine segments (one for the duodenum, two for the jejunum, three for the ileum) and one for the large intestine. In the gut lumen, drug can be present in two states: solid and dissolved. It is supposed that absorption occurs only
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of dissolved drug in the small intestine. Drug is absorbed from the small intestine into the enterocytes where it can be metabolised or transported to the liver via the blood flow. Once in the liver the drug can be metabolised or reach the systemic circulation via the hepatic vein. Equation system 4.1 represents the dissolution and the transit out of the stomach. Equation system 4.2 describes the processes of transit, dissolution, absorption and metabolism that occur in the small intestine, in the enterocytes and in the liver. The large intestine is modelled as a sink, receiving input from the third section of the ileum. Equation system 4.3 represents the dynamics of the system output.

$$
\begin{gather*}
\frac{d A_{s t, s}}{d t}=-k_{t, 0} A_{s t, s}-K_{s t} A_{s t, s} \\
\frac{d A_{s t, d}}{d t}=K_{s t} A_{s t, s}-k_{t, 0} A_{s t, d} \\
K_{s t}=\frac{3 D}{\rho h r}\left(C_{s, s t}-\frac{A_{s t, d}}{V_{s t}}\right)  \tag{4.1}\\
C_{s, s t}=C_{s} \frac{\alpha_{s t}}{\alpha_{r e f}} \\
\frac{d A_{i, s}}{d t}=k_{t, i-1} A_{i-1, s}-k_{t, i} A_{i, s}-K_{i} A_{i, s} \\
\frac{d A_{i, d}}{d t}=k_{t, i-1} A_{i-1, d}-k_{t, i} A_{i, d}-k_{a, i} A_{i, d}+K_{i} A_{i, s} \\
\frac{d A_{i, e n t}}{d t}=k_{a, i} A_{i, d}-C L_{e n t, i} \frac{A_{i, e n t}}{V_{e n t, i}}-Q_{e n t, i} \frac{A_{i, e n t}}{V_{e n t, i}} \\
\frac{d A_{l i v}}{d t}=-C L_{l i v} \frac{A_{l i v}}{V_{l i v}}-Q_{H V} \frac{A_{l i v}}{V_{l i v}}+\sum_{i=1}^{6} Q_{e n t, i} \frac{A_{i, e n t}}{V_{e n t, i}}  \tag{4.2}\\
K_{i}= \\
\frac{3 D}{\rho h r}\left(C_{s, i}-\frac{A_{i, d}}{V_{i}}\right) \\
C_{s, i}= \\
i=C_{s} \frac{\alpha_{i}}{\alpha_{r e f}} \\
i=1, \ldots, 6
\end{gather*}
$$

$$
\begin{align*}
\frac{d A_{a}}{d t} & =\sum_{i=1}^{6} k_{a, i} A_{i, d}  \tag{4.3}\\
\frac{d A_{\text {oral }}}{d t} & =Q_{H V} \frac{A_{l i v}}{V_{l i v}}
\end{align*}
$$

$A_{s t, s}, A_{s t, d}, A_{i, s}, A_{i, d}$ and $A_{i, e n t}$ are the amount of solid and dissolved drug in stomach, in the $i$-th compartment of the small intestine and the amount of drug in the $i$-th enterocytic compartment $(i=1 \ldots 6)$, respectively. $A_{\text {liv }}$, $A_{a}$ and $A_{\text {oral }}$ are the amount of drug in liver, the total amount of absorbed drug and the total amount of drug that reaches the systemic circulation. $V_{s t}, V_{i}, V_{\text {ent }, i}$ and $V_{\text {liv }}$ represent the volume of the stomach, of the $i$-th compartment of the small intestine, of the $i$-th compartment of the enterocytes and of the liver. $k_{t, 0}$ is the time constant for the drug output from the stomach and is calculated as the inverse of the gastric emptying time $(G E T) . k_{t, i}$ with $i=1, \ldots, 6$ is the time constant for the $i$-th small intestine compartment and is calculated as $k_{t, i}=\left(S I T T \cdot l_{i} / l_{t o t}\right)^{-1}$ where SITT is the small intestinal transit time, $l_{i}$ is the small intestine segment length and $l_{t o t}$ is the total length of the small intestine. $k_{a, i}$ is the absorption constant of the $i$-th compartment of the small intestine and is calculated from the effective jejunal permeability $\left(P_{e f f}\right)$ as $k_{a, i}=2 P_{e f f} / R_{i}[157]$, where $R_{i}$ is the radius of the intestinal compartment. $Q_{H V}$ and $Q_{\text {ent }, i}$ are the hepatic vein and $i$-th enterocyte compartment blood flow, respectively. Linear metabolic clearance occurs in each enterocyte compartment and in the liver and is implemented as a function of regional cytochrome P450 3A4 (CYP3A4) abundance. The expression for the clearance in each enterocytes compartment $\left(C L_{\text {ent }, i}\right)$ and in the liver $\left(C L_{\text {liv }}\right)$ are represented in equation 4.4 and 4.5.

$$
\begin{gather*}
C L_{e n t, i}=C L_{i n t} \cdot A_{3 A 4, e n t_{i}}  \tag{4.4}\\
C L_{l i v}=C L_{i n t} \cdot C_{3 A 4, L M} \cdot M P P G L \cdot W_{l i v} \tag{4.5}
\end{gather*}
$$

$C L_{i n t}$ is the intrinsic clearance and $A_{3 A 4, e n t_{i}}$ is the amount of CYP3A4 in the $i$-th enterocytes compartment, obtained by multiplying the CYP3A4
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 uncertaintytotal amount in enterocytes for the proportion of CYP3A in each compartment. $C_{3 A 4, L M}$ is the concentration of CYP3A4 per $m g$ of microsomal proteins, $M P P G L$ is the amount of microsomal protein per gram of liver and $W_{l i v}$ is the liver weight in grams [160].
$K_{s t}$ and $K_{i}$ are the drug dissolution rates in the stomach and in the $i$-th section of the small intestine, described by the Noyes-Whitney model. $D$ is the drug diffusion coefficient and is calculated from the Stokes-Einstein equation:

$$
\begin{equation*}
D=\frac{k_{b} T}{6 \pi \eta_{w} R_{h}}, \tag{4.6}
\end{equation*}
$$

where $k_{b}$ is the Boltzmann constant, $T$ is the absolute temperature of the body in Kelvin, $\eta_{w}$ is the dynamic viscosity of water at $37^{\circ} \mathrm{C}$ and $R_{h}$ is the hydrodynamic radius of the diffusing drug. $R_{h}$ is calculated as in equation 4.7, assuming the drug molecule is spherical in shape [161].

$$
\begin{equation*}
R_{h}=\sqrt[3]{\frac{3 m w}{4 \pi N_{A} \rho}} \tag{4.7}
\end{equation*}
$$

$\rho$ is the density of the drug particle, $m w$ the molecular weight and $N_{A}$ is Avogadro's number. In the Noyes-Whitney model $r$ is the particle radius of the formulation and $h$ the effective thickness of the hydrodynamic diffusion layer. $h$ is calculated from $r$ by the Hintz and Johnson model as in [162, 163]: $h=r$ if $r<30 \mu m$, otherwise $h=30 \mu m . C_{s}$ is the drug solubility, and $\alpha$ is defined using the Henderson Hasselbalch equation using the $p K a$ of the drugs and a pH equal to 6 for $\alpha_{\text {ref }}$ and equal to the pH of the $i$-th section of the gastrointestinal tract for $\alpha_{i}$. $\alpha$ for acids and bases are shown in equations 4.8 and 4.9.

$$
\begin{align*}
& \alpha_{\text {acid }}=1+10^{p H-p K a}  \tag{4.8}\\
& \alpha_{\text {base }}=1+10^{p K a-p H} \tag{4.9}
\end{align*}
$$

For basic compounds, precipitation was considered. Briefly, if the concentration of the dissolved drug in a given gastrointestinal compartment is
larger than $R_{s s} C_{s, i}$, where $R_{s s}$ is the supersaturation ratio, linear precipitation of the drug occurs, at a time constant equal to $k_{p}$, as detailed in equations system 4.10.

$$
\begin{align*}
\frac{d A_{i, d}}{d t} & =k_{t, i-1} A_{i-1, d}-k_{t, i} A_{i, d}-k_{a, i} A_{i, d}-k_{p} A_{i, d}+K_{i} A_{i, s}  \tag{4.10}\\
\frac{d A_{i, s}}{d t} & =k_{t, i-1} A_{i-1, s}-k_{t, i} A_{i, s}+k_{p} A_{i, d}-K_{i} A_{i, s}
\end{align*}
$$

The model outputs $f_{a}$ and $F_{\text {oral }}$ are defined, respectively, as the value of $A_{a}$ and the value of $A_{\text {oral }}$, in equation 4.3, at steady state, both normalised with respect to the dose.


Figure 4.1: CAT derived model. St stands for stomach, $D$ for duodenum, $J$ for jejunum, $I$ for ileum and $L I$ for large intestine. Subscripts $s, d$ and ent stand for solid, dissolved and enterocytes. Continuous and dashed arrows represent mass transfer and clearance processes, respectively. Drug is administered solid in the stomach compartment, then is subject to dissolution, transit, absorption in the small intestine and metabolism in gut wall and liver.
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## Mixing-tank based model

This model, represented in figure 4.2 , is substantially similar to the CAT based model, where the gastrointestinal system is subdivided into three sections: the stomach, the small intestine and large intestine. For this reason, the only differences in the equations are in 4.2 , where $i=1$. So, $k_{t, 1}$ is equal to the inverse of SITT and $V_{1}$ and $V_{e n t, 1}$ represent the total volume of the small intestine lumen and the total volume of the enterocytes.


Figure 4.2: Mixing tank model derived model. St stands for stomach, SI for small intestine and $L I$ for large intestine. Subscripts $s, d$ and ent stand for solid, dissolved and enterocytes. Continuous and dashed arrows represent mass transfer and clearance processes, respectively.

### 4.2.2 Definition of the BCS classes and GSA

To perform the GSA, a probability distribution has to be defined for each input parameter of the model (see table 4.1). In order to simplify the analysis, a number of physiological parameters were fixed to their mean values for a fasted state, including: all volumes, luminal pH values, blood flows and each small intestine segment radii and length (see tables 4.3 and 4.2). The GSA algorithm extracts samples from the parameter spaces and, for each of them, evaluates the model and computes the outputs that, in our case, are $f_{a}$ and $F_{\text {oral }}$. Then, a drug is defined as a sample extracted

Table 4.1: Parameter distributions used for GSA

| Parameters | distribution parameters | distribution type | units | reference |
| :---: | :---: | :---: | :---: | :---: |
| $A_{3 A 4, e n t}$ : total enterocytes | 66.2 (60\%) | Lognormal ${ }^{\text {a }}$ | nmol | [160] |
| amount of |  |  |  |  |
| $C_{3 A 4, L M}$ <br> CYP3A4 concentration in | 137 (41\%) | Lognormal ${ }^{a}$ | pmol/mg prot | [160] |
| liver microsomes MPPGL: microsomal protein per gram of liver | 39.79 (26.9\%) | Lognormal ${ }^{a}$ | $m g \mathrm{prot} / \mathrm{g}$ | [160] |
| GET: gastric emptying time | 0.25 (38\%) | Lognormal ${ }^{\text {a }}$ | $h$ | [155] |
| $\ln \left(C L_{i n t}\right): \quad$ intrinsic clearance | 2.0809, 2.4086 | Normal ${ }^{\text {b }}$ | $m L /(h \cdot p m o l)$ | [164] |
| SITT: small intestine transit time | 4.04, 2.92 | Weibull ${ }^{\text {c }}$ | $h$ | [155] |
| $\rho$ : density of the formulation | 1-1.8 | Uniform ${ }^{\text {d }}$ | $\mathrm{g} / \mathrm{cm}^{3}$ | [163] |
| $p K a$ : acid dissociation constant | Acid: 2.5-13.5 <br> Base: 0.5-12.5 | Uniform ${ }^{d}$ |  | [165] |
| $r$ : formulation radius of the particle | 0.5-500 | Uniform ${ }^{e}$ | $\mu m$ | [163] |
| $k_{p}$ : precipitation time constant | 0.4-40 | Uniform ${ }^{e, f}$ | $h^{-1}$ | [160] |
| $R_{s s}$ : supersaturation ratio | 1-100 | Uniform ${ }^{e, f}$ |  | [160] |
| $D_{0}$ : dose number | BCS I \& III: 0.01-1 BCS II \& IV: 1-100 | Uniform ${ }^{e, g}$ |  | [148] |
| $P_{e} f f$ : effective permeability | BCS I \& II: $1.5-8.70$ BCS III \& IV: $0.03-1.5$ | Uniform | $10^{-4} \mathrm{~cm} / \mathrm{s}$ | [157] |
| ${ }^{a}$ For distribution <br> ${ }^{b}$ For distribution estimated using th ${ }^{c}$ For distribution distribution (Weib between 1.8 and 8 ${ }^{d}$ Uniform distribu <br> ${ }^{e}$ For distribution logarithm of the p $f$ minimum and $n$ <br> ${ }^{g}$ For doses of 100 in order to avoid | arameters, mean (coeffic arameters, mean, standa MATLAB distribution fit arameters, $A, B$ with $A$ llDistribution object of M [166] by using the MAT ion between minimum, m arameters, minimum, ma ameter between $\ln ($ mini ximum are, respectively, mg and 1000 mg of BCS o high solubilities and so | t of variation) of deviation of the n toolbox. <br> le parameter and TLAB). The distr $A B$ function trunc imum. <br> mum of the param $u m)$ and $\ln$ (maxim 10 and 10 times t ss I and III, $D_{0}$ li too stiff system. | e lognormal ran ural logarithm of <br> shape paramete ution was trunc e. <br> er. A uniform m) was used. mean value in ts were set to $[0$ | natural |
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Table 4.2: Physiological gastrointestinal parameters

| Comp name | lumen volume $[m L]^{a}$ | length $[\mathrm{cm}]^{b, d}$ | $\begin{aligned} & \text { diameter } \\ & {[\mathrm{cm}]^{d}} \end{aligned}$ | $\mathrm{pH}^{a}$ | volume <br> entero- <br> cytes <br> $[L]^{c, d}$ | fraction CO to enterocytes c,d | CYP3A <br> propor- <br> tion <br> c |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stomach ${ }^{\text {a }}$ | $\begin{aligned} & 48.92 \\ & (+250)^{e} \end{aligned}$ |  |  | 1.3 |  |  |  |
| Duodenum | 44.57 | 21 | 4.75 | 6.0 | 0.0262 | 0.0038 | 0.1376 |
| Jejunum 1 | 166.6 | 105/2 | 3.25 | 6.20 | 0.119/2 | 0.0178/2 | 0.5448/2 |
| Jejunum 2 | 131.0 | 105/2 | 3.25 | 6.40 | 0.119/2 | 0.0178/2 | 0.5448/2 |
| Ileum 1 | 102.0 | 156/3 | 2.9 | 6.60 | 0.079/3 | 0.0264/3 | 0.3176/3 |
| Ileum 2 | 75.35 | 156/3 | 2.9 | 6.90 | 0.079/3 | 0.0264/3 | 0.3176/3 |
| Ileum 3 | 53.57 | 156/3 | 2.9 | 7.40 | 0.079/3 | 0.0264/3 | 0.3176/3 |
| ${ }^{a}$ [167]. |  |  |  |  |  |  |  |
| ${ }^{\text {b [168] }}$. |  |  |  |  |  |  |  |
| ${ }^{c}$ [169]. |  |  |  |  |  |  |  |
| is subdivided (for jejunum 2 and for ileum 3). |  |  |  |  |  |  |  |
| $f \text { [160]. }$ |  |  |  |  |  |  |  |

from the joint space of the parameters (such as $P_{e f f}, m w \ldots$..). The solubility relative to dose (dose number) and permeability were the only parameters that were assumed to differ between the BCS classes in this analysis (figure 4.3).

BCS classes I and II are characterised by high absorption, while classes III and IV by low absorption. The parameter that controls the absorption in equations system 4.2 is the absorption rate constant $\left(k_{a}\right)$, defined as a function of the effective permeability $\left(P_{e f f}\right)$. The cut-off value for $P_{e f f}$ that distinguish between high and low absorption was set to $1.5 \cdot 10^{-4} \mathrm{~cm} / \mathrm{s}[157]$ and the ranges of its variation were taken from the same publication.

The parameter that was used to distinguish between high and low solubility (between classes I and II and between III and IV) was the dose number [147, 148],

$$
\begin{equation*}
D_{0}=\frac{M_{0} / V_{i n}}{C_{s}} \tag{4.11}
\end{equation*}
$$

where $V_{i n}$ is the volume of water taken with the drug (250 ml [147]) and

Table 4.3: Constant parameters of the physiological intestinal absorption models

| Parameters | value | units | reference |
| :---: | :---: | :---: | :---: |
| $B W$ : body weight | 70 | kg | [170] |
| $C O$ : cardiac output | 350.37 | $L / h$ | [169] |
| $W_{l i v}$ : liver weight (percentage of BW) | 5.53 (0.079) | kg | [170] |
| $Q_{H V}$ : hepatic vein blood flow (percentage of CO) | 89.34 (0.255) | $h^{-1}$ | [170] |
| $\rho_{l i v}:$ liver <br> density  | 1.080 | kg/l | [171] |
| $T$ : absolute body temperature | 310.15 (37) | $K\left({ }^{\circ} \mathrm{C}\right)$ |  |
| $k_{b}$ : Boltzmann constant | 1.3806504 | $10^{-23} \mathrm{~J} / \mathrm{K}$ |  |
| $N_{A}$ : Avogadro's number | 6.02214179 | $10^{23} \mathrm{~mol}^{-1}$ |  |
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Figure 4.3: Model parameter space following to the definition of the BCS classes. A drug is defined as highly soluble if $D_{0}$ is between 0.01 and 1 and lowly soluble if it is between 1 and 100. A drug is defined highly permeable if $P_{e} f f$ is between $1.5 \cdot 10^{-4} \mathrm{~cm} / \mathrm{s}$ and $8.7 \cdot 10^{-4} \mathrm{~cm} / \mathrm{s}$, meanwhile is lowly permeable if it is between $0.03 \cdot 10^{-4} \mathrm{~cm} / \mathrm{s}$ and $1.5 \cdot 10^{-4} \mathrm{~cm} / \mathrm{s}$. Roman numbers represent the BCS classes.
$M_{0}$ the drug dose. If $D_{0} \leq 1$ a compound is highly soluble, while if $D_{0}>1$ it is solubility limited. The ranges for this parameter were arbitrarily set from $10^{-2}$ to 1 for classes I, III and from 1 to $10^{2}$ for classes II and IV. However, the solubility $\left(C_{s}\right)$, and not $D_{0}$, is present in systems of equations 4.1 and 4.2. So, once the dose, $M_{0}$, is fixed the algorithm computing the sensitivity indices extract a value for $D_{0}$ and calculates $C_{s}$ (supposed for a pH equal to 6 ). By doing this, extracting $D_{0}$ was equivalent to extracting $C_{s}$ once dose was fixed. Then $C_{s}$ results to be depended on the dose. For this reason, different dose levels were tested $(0.1 \mathrm{mg}, 1 \mathrm{mg}, 10 \mathrm{mg}, 100 \mathrm{mg}$ and 1000 mg ).

To perform GSA the number of samples, $n$, has to be chosen. Some au-
thors suggest to set n to 500 or 1000 [21], however, this may be insufficient. We decided to fix $n=5000$ in order to have reasonable precise estimates, taking into account also the required computational time. The analysis was first carried out for the simple model, derived from the mixing tank model, for neutral drugs, then GSA was performed on the CAT derived model for acidic, basic and neutral compounds. For basic compounds the GSA was also performed in the presence of precipitation. Uncertainty of GSA results was estimated using 1000 bootstrap samples [67]. Coefficient of variation (CV) for the most sensitive parameter, given a certain BCS class and a certain dose, are shown in section B.2.

Differential equations were solved for a time span of 0 (dose administration) to $100 h$, to assure of reaching the steady state, using the ode23s MATLAB solver. The analysis was performed using MATLAB R2017b on a 64-bit computer configured with Intel ${ }^{\circledR}$ Core $^{\text {TM }}$ i7-7700 $3.60 \mathrm{GHz} \times 8$ processor, running Ubuntu $16.04 \mathrm{LTS}^{2}$. The computational time required to perform the sensitivity analysis for all the BCS classes and all the dosages of, for example, a neutral compound, was approximatively 18 hours.

[^8]
### 4.3. Results

### 4.3 Results

A variance based GSA was performed on the two PBPK absorption models described above with the aim of identifying the relative importance of each parameter (both physiological and drug related), considered over its range of variation, in determining the variability of the predicted $f_{a}$ and $F_{\text {oral }}$. The analysis was performed for acidic, basic and neutral drugs from each BCS class. Figures 4.4 and 4.5 summarise the results of the analysis for $f_{a}$ and $F_{\text {oral }}$, respectively. The complete set of figures related to GSA results are presented in section B.1.


Figure 4.4: Summary of the CAT derived model results for $f_{a}$. This tree shows the parameters that mostly impact on the variance of $f_{a}$ for each BCS class, for neutral, acidic and basic compounds with and without the precipitation. The reported parameters have the total effect higher than 0.25 . The parameters are written from up to down in descending order of their maximum total effect value through all the dose levels.


Figure 4.5: Summary of the CAT derived model results for $F_{\text {oral }}$. This tree shows the parameters that mostly impact on the variance of $F_{\text {oral }}$ for each BCS class, for neutral, acidic and basic compounds with and without the precipitation. The reported parameters have the total effect higher than 0.25 . The parameters are written from up to down in descending order of their maximum total effect value through all the dose levels.

### 4.3.1 $f_{a}$, CAT based model

Main and total effect indices for $f_{a}$ values were calculated for neutral, acidic and basic drugs in each BCS class. Figures 4.6 and 4.7 represent the main and total effect for neutral compounds, figures B. 9 and B. 10 the main and total effect for acidic compounds and figures B. 15 and B. 16 represent the main and total effect for basic compounds. Each figure shows four heatmaps, one for each BCS class. Each heatmap shows the input parameters on the vertical axis and the different dose levels on the horizontal axis.

Considering the neutral case, in figures 4.6 and 4.7 , for drugs of class I given at low doses, the most important parameter is the particle radius of the formulation, $r$. This means that the variance of $f_{a}$, among drug belonging form this class, is mainly explained by the variation of $r$. For drugs administered at higher doses the importance of $r$ is reduced and an increased importance of interactions can be seen, observable through the difference between the total and the main effect. For $r$ the difference
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between the total and the main effect increases from 0.0640 at a dose of 0.1 mg , to 0.3278 for a dose of 100 mg . For doses of 10 mg and 100 mg the importance of $D_{0}$ increases and $D_{0}$ becomes the second most important parameter, this is mainly due to interaction effects. Thus, limiting the analysis to the main effect or using sensitivity analysis approaches that cannot detect the interactions (e.g., OAT methods), could lead to an underestimation of parameters influence on the output variance. At a dose of 1000 $m g$ there is an increase in the importance of the small intestinal transit time and the most important parameter becomes the effective permeability, $P_{\text {eff }}$. Within a given class, drugs administered at higher dose levels typically have higher solubility. This can be seen in equation 4.11 , where if $D_{0}$ is fixed, higher values of $M_{0}$ imply higher values of $C_{s}$. Drugs of class I administered at 1000 mg will most likely have high solubility values and therefore the dissolution process will generally become fast with respect to the absorption process, independent of the value of $r$, even if the drug is highly absorbed. Therefore, $P_{\text {eff }}$ becomes the rate-limiting parameter, and therefore the most important parameter in determining $V(Y)$. The main and total effect indices are normalised with respect to the total variance of the output $V(Y)$. So, for doses of $1000 \mathrm{mg}, P_{\text {eff }}$ will become the most important parameter, but the variability of $f_{a}$, as can be seen in figure 4.8, is lower with respect to the lower dose levels. As explained before, higher dose levels imply higher values of $C_{s}$ and a reduction in the influence of $r$ variation on $f_{a}$ variability. This causes a faster dissolution, resulting in an increase in $f_{a}$ and a reduction in $f_{a}$ variability for higher dose levels.

Moving from BCS class I to class II, there is an increase in the values of $D_{0}$ and therefore a reduction in the solubility for a given dose. Then, for class II compounds the most important parameters result to be $r$ and $D_{0}$, both related to the dissolution process. This is a consequence of dissolution rate being the limiting step of BCS class II drugs, in accordance with the definition of the class. When considering higher dose levels, and by as a consequence higher solubilities, $D_{0}$ becomes more sensitive than $r$. It can be seen that the interaction effect of $D_{0}$ decreases as the dose increases, in fact the difference between total and main effect is reduced from a value of 0.1997 for a dose of 0.1 mg to 0.0680 for a dose of 1000 mg .

In BCS class III, we start to consider compounds with low absorption properties. For drugs administered at low doses a similar situation as class I can be seen (with slightly more importance on $P_{e f f}$ ). This is most likely because $C_{s}$ is not high enough and therefore $r$ is the more influential parameter with regards to the dissolution process, making it the limiting step. When examining compounds administered at higher doses, a progressive reduction of importance of $r$ and $D_{0}$ is observable and an increase of importance of $k_{a}$ can be seen. This effect is due by an increase in $C_{s}$ and so the limiting step is no longer dissolution but absorption.
A more complex situation can be seen for BCS class IV compounds, where parameters related to both dissolution and absorption remain important across the simulated dose levels. This happens because in class IV both solubility and permeability are low, and therefore both could act as the limiting step.

Considering the case of acidic drugs, in figures B. 9 and B.10, the results are similar to the case of a neutral drugs as in the stomach $\alpha_{s t}$ is low compared to $\alpha_{r e f}$ in equation system 4.1 due to the low pH in the gastric lumen $\left(p H_{\text {stomach }}=1.3\right)$, and so the drug dissolves to a lesser extent. The pH of the small intestine is around 6 , which is the value used to calculate $\alpha_{r e f}$, and so, in equations system $4.2, \alpha_{i} \simeq \alpha_{r e f}$ and therefore the solubility is similar to the neutral case. The fact that the drug dissolves less in the stomach does not change the importance of the variables with respect to the case of a neutral drug.

For basic compounds, in figures B. 15 and B.16, results differ compared to the previous cases. For class I compounds, up till doses of 10 mg , the dissolution appears to be the limiting step, where $p K a$ is the most influential parameter. This is probably because $\alpha_{s t}$ in the stomach could reach higher levels depending on the $p K a$ of the compound compared to $\alpha_{r e f}$ and therefore the solubility in this compartment is enhanced. For compounds administered at higher doses the conclusions are similar to that of the neutral case. With respect to the neutral case, a stronger interaction effect can be seen, especially for $r, D_{0}$ and $p K a$ for doses of 10 mg and 100 mg . For BCS class II compounds all parameters related to dissolution, including $p K a$, are of importance at all the simulated dose levels, similarly
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to the neutral case. Also $r$ is associated with a strong interaction effect. Concerning class III, the $P_{\text {eff }}$ is the most important parameter at all the dosage levels. This is probably due to the enhancing of dissolution in the stomach, meaning that the drug is already dissolved when reaching the intestine and therefore the absorption process becomes the rate limiting step. As for neutral and acidic drugs, BCS class IV presents a more complicated situation, in fact, both parameters related to dissolution and absorption remain important throughout the simulations. Interaction effects can be observed, especially for $r$ and $p K a$ from doses of 1 mg up to 100 mg .

For neutral and acidic compounds, the interaction effects seem to occur to a lesser extent for class I compounds administered at low dosages and for classes III at high dosages. For basic compounds, interactions occur to a lesser extent only for class III drugs administered at high dosages. This happens probably because these cases represent extreme situations, in which the variation of only one parameter seems to determine the variability of the $f_{a}$. In all the other cases, the variance of $f_{a}$ can be affected by the variation of multiple parameters, so, the effect of one factor may depend on the values of other factors and interaction effects may arise.


Figure 4.6: $f_{a}$ main effect of the CAT based model for neutral compounds. Panels A, B, C and D are relative to BCS class I, II, III and IV compounds. Each panel contains a heatmap that has the input parameters on the vertical axis and the different dose levels on the horizontal axis. Each heatmap cell contains the value of the main effect relative to a particular parameter and dose level. Colour legends are shown to the right of each heatmap. CYP3A4_liv, CYP3A4_ent and CYP3A4_CL stand to the microsomal concentration of CYP3A4 in the liver, the total amount of CYP3A4 in the enterocytes and the intrinsic clearance.
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Figure 4.7: $f_{a}$ total effect of the CAT based model for neutral compounds. Panels A, B, C and D are relative to BCS class I, II, III and IV compounds. Each panel contains a heatmap that has the input parameters on the vertical axis and the different dose levels on the horizontal axis. Each heatmap cell contains the value of the total effect relative to a particular parameter and dose level.


Figure 4.8: $f_{a} \mathrm{CV}$ in percentage, predicted using the CAT based model for neutral compounds. The heatmap vertical axis represents the BCS classes and the horizontal axis represents the dose levels. Each cell contains the value of fraction absorbed CV for a specific BCS class and dose level. Each CV was calculated from the samples used to calculate the main and total effect of the variance based GSA.

### 4.3.2 $\quad F_{\text {oral }}$, CAT based model

Main and total effect indices for $F_{\text {oral }}$ values were calculated for neutral, acidic and basic drugs in each BCS class. Figures 4.9 and 4.10 represent the main and total effect for neutral compounds, figures B. 11 and B. 12 the main and total effect for acidic compounds and figures B. 17 and B. 18 represent the main and total effect for basic compounds.

Considering the neutral case (figures 4.9 and 4.10) for class I compounds given at a low dose, the most important parameter is $r$, while for doses up to 10 mg the intrinsic clearance $C L_{i n t}$ becomes the most influential parameter. This is most likely because, as explained for $f_{a}$, for low dosages $r$ is more important for determining dissolution as $C_{s}$ is not high enough to become as influential, by making it the limiting step. Moving towards higher doses an increasing importance of $C_{s}$ can be seen. Given the high permeability, the rate limiting step becomes the clearance. Amongst all the parameters involved in the clearance process (e.g., liver enzymatic concentration, $M P P G L$ ) the consistently most important parameter is $C L_{i n t}$, this is probably because the parameter was defined with a larger range of variation and because it appears at two sites in the model (gut wall and liver).

For compounds belonging to BCS class II the most important parameters are related to both dissolution and metabolism. At lower dose levels there is a higher importance of formulation related parameters, $r$, meanwhile moving towards higher dose levels, $C L_{i n t}$ and $D_{0}$ become the most important parameters. As seen for $f_{a}$, this is in accordance with the definition of the class properties. Notable interaction effects can be seen for $C L_{i n t}, r$ and $D_{0}$, especially for doses of 0.1 mg and 1 mg .

Moving to class III, for low dosages, $r$ is the most important parameter in determining variation in $F_{\text {oral }}$ followed by $C L_{\text {int }}$. At higher dose levels clearance and absorption become the rate limiting steps. The reasoning around the differing importance of $r$ and $P_{\text {eff }}$ throughout the dose levels follows the same argument as for class III and $f_{a}$. $C L_{\text {int }}$ is more influential at higher doses as compared to $P_{e f f}$, which is probably due to its higher range of variation.

For BCS class IV compounds, dissolution, absorption and clearance parameters remain important across the simulated dose levels, with a reduction of importance of $r$ and an increase of importance of $C L_{i n t}, P_{\text {eff }}$ and $D_{0}$ when moving towards higher doses. Notable interaction effects can be consistently observed across dose levels for parameters $r, C L_{i n t}, P_{\text {eff }}$ and $D_{0}$.

Considering the case of an acidic compound, as for $f_{a}$, the results are similar to the case of the neutral one. As explained for $f_{a}$ the fact that an acidic compound dissolves to a lesser extent in the stomach, does not change the importance of the variables found in the case of a neutral drug.

The situation for basic compounds (figures B. 17 and B.18) is slightly different. For class I compounds the most important parameter for all the doses is $C L_{i n t}$. This is because for a base, as explained for $f_{a}$, the solubility could be highly enhanced in the stomach and so the drug could dissolve completely prior to reaching the small intestine. Given that the absorption is high, metabolic clearance becomes the rate limiting step. For class II compounds, as in the neutral case, dissolution and clearance are important determinants of variation in the output. Interaction can be mainly seen for the dissolution related parameters. For class III the most important parameters are $C L_{i n t}$ and $P_{\text {eff }}$ across all doses, with $p K a$ being relevant at a dose of 0.1 mg , but mainly due to interaction effects. Like in the previous cases, BCS class IV compounds present a more complicated situation, where dissolution, absorption and clearance parameters remain important at all the studied dose levels. Interaction effects can be observed especially for the dissolution related parameters.

For all the compounds, the interaction effects seem to occur to a lesser extent especially for class I drugs administered at dosages higher than 10 $m g$. Similarly to what was explained for $f_{a}$, these are situation in which the output variance can be addressed almost uniquely to the variation of one parameter and consequently, limited interaction effects arise.

It is possible to observe that there is an apparent discrepancy between $f_{a}$ and $F_{\text {oral }}$ results for BCS class I compounds administered at high dosages. In fact, for $f_{a}$ the only sensitive parameters are $P_{\text {eff }}$ and SITT, while for $F_{\text {oral }}$ it is $C L_{\text {int }}$. In this case, both solubility and permeability are high,
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thus, practically all the drug gets absorbed. From figures B. 1 and B.2, it can be observed that the variability of class I compounds administered at 1000 mg is much higher for $F_{\text {oral }}$ than for $f_{a}$. So, the clearance processes explain almost all the $F_{\text {oral }}$ variability.


Figure 4.9: $F_{\text {oral }}$ main effect of the CAT based model for neutral compounds. Panels A, B, C and D are relative to BCS class I, II, III and IV compounds. Each panel contains a heatmap that has the input parameters on the vertical axis and the different dose levels on the horizontal axis. Each heatmap cell contains the value of the main effect relative to a particular parameter and dose level.
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Figure 4.10: $F_{\text {oral }}$ total effect of the CAT based model for neutral compounds. Panels A, B, C and D are relative to BCS class I, II, III and IV compounds. Each panel contains a heatmap that has the input parameters on the vertical axis and the different dose levels on the horizontal axis. Each heatmap cell contains the value of the total effect relative to a particular parameter and dose level.

### 4.3.3 $f_{a}$ and $F_{\text {oral }}$, CAT based model, basic compound with precipitation

GSA was carried out for basic compounds using the CAT based model with the additional consideration of precipitation. Main and total effect for $f_{a}$, in figures B. 21 and B.22, and for $F_{\text {oral }}$, in figures B. 23 and B.24, were calculated.

Concerning both $f_{a}$ and $F_{\text {oral }}$, for compounds belonging to BCS classes I and III, the results in presence of precipitation resemble the case of absence of precipitation. It can be seen that the variability of the supersaturation ratio $R_{s s}$ and of the precipitation time constant $k_{p}$ are not important in determining the variance of the output. In the stomach, the maximal concentration that a drug could achieve is equal to $M_{0} / V_{s t}$, with $M_{0}$ the drug dose and $V_{s t}$ equal to $298.92 m L$ (see table 4.2). For BCS classes I and III, the drug solubility, calculated by using equation 4.11 , results higher or equal to $M_{0} / V_{i n}$, with $V_{i n}$ equal to 250 mL (this happens because in this case $D_{0}$ was considered between $10^{-2}$ and 1). Moreover, in the stomach $\alpha_{s t}>\alpha_{r e f}$, so, the solubility is enhanced with respect to the neutral case. It follows that the maximal concentration that the drug could reach in the stomach is lower with respect to the solubility in that compartment. Consequently, the precipitation does not occur in the stomach. It can be observed that even if the precipitation occurs in the small intestine this does not make $R_{s s}$ and $k_{p}$ important in determining output variability.

Concerning BCS classes II and IV, for both $f_{a}$ and $F_{\text {oral }}$, in case of presence of precipitation, $D_{0}$ is slightly more important in determining output variance with respect to the case of absence of precipitation. With respect to BCS classes I and III, in this case the maximal concentration that a drug could reach in the stomach can be lower than the solubility in that compartment. This happens because $D_{0}$ was considered between 1 and $10^{2}$. Therefore, precipitation could occur in the stomach. Probably, in this case $D_{0}$ acquires importance because its value it is used to determine the threshold at which the precipitation starts to occur. Moreover, when a drug once dissolved could precipitate, an additional dissolution step is required to allow absorption and $D_{0}$ is a parameter involved in the process
of dissolution.

### 4.3.4 $f_{a}$ and $F_{\text {oral }}$, MT based model

Main and total effect for $f_{a}$, in figures B. 27 and B.28, and for $F_{\text {oral }}$, in figures B. 29 and B.30, were calculated for neutral compounds for each BCS class, using the mixing tank derived model. For both $f_{a}$ and $F_{\text {oral }}$ the results are consistent with the CAT derived model for neutral compounds. This fact does not mean that the outputs of the CAT derived model are similar to that of the mixing-tank derived model, instead in both the models the variability in the output is explained to a similar extent by the same parameters.

### 4.4 Discussion

We performed a variance based GSA on PBPK models describing drug dissolution, transit and absorption in the gastrointestinal tract, with the aim of finding the most important parameters that determine the variability of the predicted $f_{a}$ and $F_{\text {oral }}$ for acidic, basic and neutral drugs within each BCS class. In figures 4.4 and 4.5 the results of the analysis are summarised.

Performing a GSA could help in identifying limiting steps and bottlenecks, in different situations, and in understanding the behaviour of the model as a function of the variation of different parameters. This kind of information is difficult to obtain during performance evaluation exercises, such as OrBiTo [53, 54, 55], where the model predictions are affected by the quality of the data informing the values of compound specific parameters. In fact, in the OrBiTo compound database a high level of missingness for parameters such as particle size of solid formulation and solubility vs pH profiles was observed [54]. In this case, for example, following the analysis here reported, it is possible to conclude that a performance evaluation of PBPK absorption models where the radius of the formulation-specific particle size is fixed at an assumed or mean value could result in an incomplete interpretation, especially for compounds administered at low dose levels where the particle radius explains the majority of the output variation.

However, it must be considered that the validity of the GSA results is limited to the specific model and to the specific ranges of parameters investigated. This means that the level of importance of each parameter is relative to the model and to all parameter distributions, and thus it would be incorrect to attribute the results presented here to different absorption models or parameter distributions. Nevertheless, we could consider the theoretical case of a model that describes the absorption of a class III drug, administered at a dose of 100 mg , that exhibits uncertainty, or variability, in the $P_{\text {eff }}$ within a range that is wide with respect to the $P_{\text {eff }}$ range tested in this analysis ${ }^{3}$. Considering the results of the GSA presented in this study we could conclude that the variability of the $P_{\text {eff }}$ for that particular drug should be further investigated, otherwise, by fixing the value of $P_{\text {eff }}$ to the mean, it is possible that we ignore an important source of variability in estimating $f_{a}$ and $F_{\text {oral }}$. Anyway, if one wants to assess the impact of the variability of each parameter on the model outputs for a specific drug (and not to a class of compounds, as done in this study), one should perform a GSA adapting the parameters distributions to that particular case [72, 173].

One limitation of this analysis is that the classification between highly and lowly soluble drugs was defined using only $D_{0}$, as in [148], and does not take into account the effect of the formulation properties. Thus, it is possible that this will result in an overestimation of the importance of formulation related parameters (e.g., $r$ ) for BCS classes I and III. Another limitation is in the derivation of $F_{\text {oral }}$, we hypothesised that the metabolism in the gut wall and in the liver was due to CYP3A4 abundance and so, the results are limited to that particular case. Finally, we chose to use the variance based GSA method as per [87], but is also possible to use, for example, moment independent methods, or regression based methods [61, 75, 98].

[^9]In mathematical modelling sensitivity analysis should be performed to gain insight into the structure of the model and understand its behaviour in the parameter space of uncertainty and/or variability [21, 61]. In general, PBPK models include many parameters that are uncertain or variable at a population or individual level and whose impact on the outputs of interest is not trivial to predict. For example, when these models are used, there is a tendency to fix some uncertain parameters (e.g., radius of the particle, solubility) to an assumed value, mean value or to use in silico methods, such as quantitative structure-activity relationship (QSAR) models, to predict parameter values, without sufficiently exploring the impact on model development and predictions. Performing GSA could help in identifying the few key parameters amongst many [21] that are mainly responsible for the variation in output.

Typically, if a model is well constructed, understood and characterized, the results of a sensitivity analysis should reflect the qualitative expectations of the model behaviour and thus, may appear to be obvious. However, especially if a model is involved in regulatory decisions, a sensitivity analysis should be performed to objectively confirm these expectations, as highlighted by regulatory agencies [50, 174]. In fact, sensitivity analysis can quantitatively assess the impact of each parameter variation on the variability of some output metrics. Understanding how much the input parameters influence the model outputs (so, the magnitude of the sensitivity indices) is crucial information that helps to understand if a given parameter can be assumed, fixed or require further investigation in order to allow informed model prediction. That information would be difficult to obtain without performing a sensitivity analysis.

In conclusion, this work aimed to identify the importance of different parameters for different types of drugs, to improve our understanding of PBPK absorption models and guide the choice of parameters that can safely be assumed, estimated or require data generation to allow informed model prediction. Pharmaceutical regulators have identified the importance of sensitivity analysis in PBPK model qualification [50, 174]. Here we give a demonstration of the GSA methodology and highlight its utility by using a generalised example, spanning across a number of hypothetical compounds
and showing its importance in identifying the key parameters that may be targeted for further investigation during pharmaceutical research and drug development.
$\square$

## Inter \& intra compound GSA for the development and use of a physiological pulmonary absorption model 1

### 5.1 Introduction

Due to the opportunity of directly targeting the biophase of interest, the inhalation route has been considered a convenient way of drug administration for local treatment of lung-specific diseases, such as asthma and chronic obstructive pulmonary disease (COPD). This route allows the administration of drugs at lower dosages, minimizing potential side effects

[^10]driven by high systemic exposures. Topically active compounds for lung diseases have normally an adequate, and generally sustained, lung residence time $[175,176,177]$. However, efforts have to be placed in the optimization of drug lung disposition looking for an optimal lung retention, since an increased residence time in the airways could potentially translate into the risk of drug removal from the lung due to mucociliary clearance or into the risk of unsafe drug accumulation in pulmonary tissues. For this reason, it is necessary to maintain an appropriate balance between lung retention and absorption by the modulation of the interplay of some key properties, such as solubility, permeability and lung tissue binding [175, 177].

Nowadays, administration by inhalation to rodents is still an important step in preclinical development of new drugs designed for the inhalation route [175]. A mathematical model able to predict compounds pharmacokinetics properties after inhalation in preclinical species could be extremely beneficial during early drug discovery for aims such as the compounds prioritization before animal experiments and for preclinical to clinical translation. For these reasons, in a previous work we developed a PBPK model for inhaled drugs [178]. The model was used to predict the compounds lung disposition in preclinical species (e.g., rodents) starting from physiological and in vitro parameters, such as mucociliary clearance rate, drug solubility and permeability.

In this context, the aim of our work was to adequately characterize the developed physiological absorption model, by understanding how much the uncertainties and variabilities in the input parameters drive the predictions uncertainties and variabilities. This was done by performing a variance based GSA [21, 69].

We performed two types of GSA with two different aims: inter-compounds and intra-compound GSA. The inter-compounds GSA resembles the analysis done in [146] for intestinal absorption models. Each of the drug-related model parameters was considered variable in a range given by the minimum and the maximum value in the considered set of compounds. Thus, intercompound GSA mainly focus on the 'between-drugs' parameters variability and would be useful to understand the main model behaviour in the space of all the considered compounds. The aim of this analysis is to understand
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what are the key parameters that mostly explain the differences between drugs. On the other hand, the intra-compound GSA, focalized on the parameter uncertainties related to a specific compound, has the purpose to find the most important parameters that, with their uncertainty, mostly causes the output uncertainty. In this work, intra-compound GSA was performed on three representative compounds (namely A, B and C). For each compound, the drug-related parameters were considered variable in a range representative of the parameters uncertainty.

### 5.2 Physiological pulmonary absorption model and inter \& intra compound GSA

### 5.2.1 Pulmonary absorption model

The considered physiologically based model was originally presented in [178] and was inspired by the work of Boger et al. [179]. The model is composed of three parts describing the pulmonary absorption, the intestinal absorption and the systemic disposition. The pulmonary absorption model was built to take into account the principal PK processes occurring when a drug is inhaled: deposition, mucociliary clearance, dissolution, absorption in lung tissue and absorption in blood circulation [180]. In the model, the lung was divided in two parts, the central region and the peripheral region. The central region roughly corresponds to the tracheobronchial region, while the peripheral region to the alveolar region. Both regions were further divided in four compartments: the undissolved drug, the dissolved drug, the extravascular and vascular lung tissue. The central region was considered perfused by the systemic circulation, while the peripheral region by the pulmonary circulation. The model structure is shown in figure 5.1.

In this work, drugs are intra-tracheally administered to rats. Only a fraction of the drug amount administered to the animal actually reaches the lungs $\left(F_{i n h}\right)$ whereas the rest is deposited in the oropharyngeal region and gets swallowed $\left(F_{s w a}\right)$. Of the fraction delivered to the lungs, a part is deposed in the central region $\left(F_{C}\right)$ and a part reaches the peripheral


Figure 5.1: Physiologically based model structure for inhaled compounds. The model is composed of three parts: pulmonary absorption model, intestinal absorption model and systemic PBPK. und, diss, ev and vasc stand for undissolved, dissolved, extravascular and vascular. ROB stands for rest of the body.
region $\left(F_{P}\right) . \quad F_{C}$ and $F_{P}$ values were calculated from formulation properties, as explained in appendix C. Once deposited, in both central and
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peripheral regions the drug dissolves in the physiological fluids and then is supposed to be passively absorbed in the tissues. Here, the drug can diffuse to the vascular compartment or back to the dissolved drug compartment. A monodirectional transport from the tissue to the dissolved drug compartment was included to account for the possible action of efflux transporters, such as the P-glyco proteins. The mucociliary clearance mechanism has been considered acting only on the undissolved drug compartment of the central region, since this mechanism should be negligible in the alveoli [180].

The model equations are shown in 5.1.

$$
\begin{align*}
\frac{d a_{u, C}}{d t} & =-\left(k_{d, C}+k_{M C}\right) a_{u, C} \\
\frac{d a_{d, C}}{d t} & =k_{d, C} a_{u, C}-P_{p} S_{C} \frac{a_{d, C} f_{u, e l f}}{V_{e l f, C}}-\left(P_{p}+P_{a}\right) S_{C} \frac{a_{e v, C} f_{u, l}}{V_{e v, C}} \\
\frac{d a_{e v, C}}{d t} & =P_{p} S_{C} \frac{a_{d, C} f_{u, e l f}}{V_{e l f, C}}+P_{p} S_{C} \frac{a_{v, C} f_{u, b}}{V_{v, C}}-\left(2 P_{p}+P_{a}\right) S_{C} \frac{a_{e v, C} f_{u, l}}{V_{e v, C}} \\
\frac{d a_{v, C}}{d t} & =Q_{C}\left(c_{v e n}-\frac{a_{v, C}}{V_{v, C}}\right)+P_{p} S_{C} \frac{a_{e v, C} f_{u, l}}{V_{e v, C}}-P_{p} S_{C} \frac{a_{v, C} f_{u, b}}{V_{v, C}} \\
\frac{d a_{u, P}}{d t} & =-k_{d, P} a_{u, P} \\
\frac{d a_{d, P}}{d t} & =k_{d, P} a_{u, P}-\alpha P_{p} S_{P} \frac{a_{d, P} f_{u, e l f}}{V_{e l f, P}}-\left(\alpha P_{p}+P_{a}\right) S_{P} \frac{a_{e v, P} f_{u, l}}{V_{e v, P}} \\
\frac{d a_{e v, P}}{d t} & =\alpha P_{p} S_{P} \frac{a_{d, P} f_{u, e l f}}{V_{e l f, P}}+\alpha P_{p} S_{P} \frac{a_{v, P} f_{u, b}}{V_{v, P}}-\left(2 \alpha P_{p}+P_{a}\right) S_{P} \frac{a_{e v, P} f_{u, l}}{V_{e v, P}} \\
\frac{d a_{v, P}}{d t} & =Q_{P}\left(c_{a r t}-\frac{a_{v, P}}{V_{v, P}}\right)+\alpha P_{p} S_{P} \frac{a_{e v, P} f_{u, l}}{V_{e v, P}}-\alpha P_{p} S_{P} \frac{a_{v, P} f_{u, b}}{V_{v, P}} \tag{5.1}
\end{align*}
$$

Subscripts $C$ and $P$ stand for central and peripheral lung regions, respectively; $a_{u}, a_{d}, a_{e v}$ and $a_{v}$ are the drug amounts in undissolved, dissolved, extravascular and vascular compartments, respectively; $c_{v e n}$ and $c_{a r t}$ are the drug concentrations in venous and arterial compartments; $f_{u, e l f}, f_{u, l}$ and $f_{u, b}$ are the drug fraction unbound in the epithelial lining fluids, lung
tissues and blood; $V_{e l f}, V_{e v}$ and $V_{v}$ are the volumes of the epithelial lining fluids and the extravascular and vascular compartments, respectively; $Q_{P}$ and $Q_{C}$ are the blood flows directed to the peripheral and central lung regions; $P_{p}$ and $P_{a}$ are the passive and active permeabilities, calculated from experiments with Calu3 cells as explained in appendix C, which have characteristics similar to the tracheobronchial region; $S_{P}$ and $S_{C}$ are the surfaces of peripheral and central regions; $k_{M C}$ is the time constant relative to mucociliary elimination, supposed to happen only in peripheral region, while $k_{d}$ it is the dissolution time constant, modelled with the Noyes-Whitney model, as explained in section 4.2.1.

In equation system $5.1, \alpha$ is a scalar constant used to model the higher passive permeability in peripheral region, with respect to the central one, due to the minor thickness of alveoli epithelium. $\alpha$ was calculated as in equation 5.2.

$$
\begin{equation*}
\alpha=\frac{B T}{A L T} \tag{5.2}
\end{equation*}
$$

$B T$ and $A L T$ are the thickness of the bronchial and alveolar wall, respectively. To describe the systemic drug disposition and the intestinal absorption, the pulmonary absorption model was coupled with the whole body PBPK model presented in [181], as shown in figure 5.1. The physiological lung related parameters are reported in table 5.1. The ranges of variability of physiological parameters are reported in table 5.2. All the remaining physiological parameter values (e.g., organ volumes and blood flows) of the whole body PBPK model for a mean rat of $250 g$ are reported in the supplementary material of [181].

### 5.2.2 Inter-compounds \& intra-compound GSA

Inter-compounds and intra-compound are two ways of performing a GSA that differ in the aims and then in the considered parameter variability, as mentioned in the introduction. Figure 5.2 didactically shows the difference.

We performed the inter-compounds GSA on the physiological pulmonary absorption model decoupled from the distribution PBPK and the intestinal

### 5.2. Physiological pulmonary absorption model and inter \& intra compound GSA



Figure 5.2: Difference in the parameters space used for inter-compounds and intra-compound GSA. Inter-compounds GSA (green area) considers the 'between-drugs' variability, while intracompound GSA (red area) considers the uncertainty associated to the parameters relatively to a specific compound. As shown, variability in general is wider than uncertainty.
absorption models. This was done to characterize the absorption process and simplifying the model and the results understanding. To decouple the model, blood inflow and outflow values of both peripheral and central lung vascular compartments were set equal to zero. Moreover, the fluxes due to passive permeability from the vascular to the extravascular compartments were set equal to zero too, in both the lung regions. Thus, lung vascular compartments behave like wells (integrators). The outputs considered in this analysis are: the fraction absorbed $\left(f_{a}\right)$, the AUC and MRT of the drug concentration in the whole lung. Whole lung concentration was obtained by the sum of the solid and dissolved amounts in the epithelial lining fluids with the ones in the central and peripheral extravascular compartments, all divided for the total volume. $f_{a}$ was obtained as $f_{a}=1-f_{C L}$, where $f_{C L}$
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is the fraction of the drug eliminated by the mucociliary clearance at the steady state.

In the inter-compounds GSA, we considered each of the drug-related parameters varying in a range given by the minimum and the maximum values of the set of the nine considered Chiesi's compounds (table 5.2). Their distributions were considered uniform in these ranges. The intercompounds GSA was performed separately for highly and poorly soluble compounds. The criterion used for the compounds classification in the two groups was inspired to the one adopted for oral administered compounds [147, 148, 182]. A dose number for inhaled compounds was defined as in equation 5.3.

$$
\begin{equation*}
D_{0, i n h}=\frac{d o s e / V_{e l f}}{C_{S, p H_{e l f}}} \tag{5.3}
\end{equation*}
$$

The drug dose was considered fixed to $10 \mu g . \quad V_{e l f}=V_{e l f, P}+V_{e l f, C}$ is the lung epithelial lining fluid volume and $C_{S, p H_{e l f}}$ is the drug solubility measured in simulated lung fluid at pH 6.9 [183, 184]. A compound was classified as highly soluble if $D_{0, i n h} \leq 1$ or poorly soluble if $D_{0, i n h}>1$. As done in chapter 2 , during GSA we first extracted the values of $D_{0, i n h}$ and then we computed the $C_{S, p H_{e l f}}$ using equation 5.3.

The intra-compound GSA was performed on the whole body PBPK model for three representative compounds, characterized by different properties. The outputs that were considered are the drug whole lung and plasma concentration AUC and MRT. Here, whole lung concentration was calculated as the sum of the drug amount in all the pulmonary absorption model compartments, divided by the lung total volume. All the drugspecific model parameters were considered uniformly distributed between the ranges reported in tables 5.4, 5.5 and 5.6, except for the dose, that was considered normally distributed with a CV equal to $15 \%$ [185]. When no experimental data supporting the variability range definition were available, arbitrary ranges reflecting the perceived parameter uncertainties were used. To account for the population variability of rat weight, all the volumes and blood flows were multiplied for $\left(w_{\text {subj }} / w_{\text {mean }}\right)$ and $\left(w_{\text {subj }} / w_{\text {mean }}\right)^{0.75}$, respectively. $w_{\text {subj }}$ is the extracted value of rat weight and $w_{\text {mean }}$ is the mean
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rat weight equal to $250 g$, as used in [181].
All the analyses were performed using MATLAB R2019a [127] on a 64 -bit computer configured with Intel ${ }^{\circledR}$ Core $^{\text {TM }}$ i7-7700 3.60 GHz x 8 processor, running Ubuntu 16.04 LTS. The systems of differential equations were solved by using the ode15s MATLAB solver, for a time span ranging from 0 to $400 h$. A program to perform variance based GSA was developed. To perform the GSA in both inter and intra compound cases, we used a number of samples ( $n$ ) equal to 20000 . Uncertainty on the calculation of the sensitivity indices was estimated by using 10000 bootstrap samples [67].

Table 5.1: Lung physiological parameters

| Parameters | central lung | peripheral lung | units | reference |
| :--- | :---: | :---: | :---: | ---: |
| surface area | 276.4 | 3.27 | $\mathrm{dm}^{2} / \mathrm{kg}$ | $[179]$ |
| lining fluid volumes | 163.6 | 193.5 | $\mu L / \mathrm{kg}$ | $[179]$ |
| tissue volumes $^{a}$ | 1.01 | 0.2438 | mL | $[171,179]$ |
| blood flows $^{b}$ | 89.61 | 1.88 | $\mathrm{~mL} / \mathrm{min}$ | $[171,179]$ |
| proportion of ev tissue $^{c}$ | 0.55 | 0.55 |  | $[181,186]$ |
| $a$ |  |  |  |  |

${ }^{a}$ The tissue volumes were obtained multiplying the total lung volume, from [171], for the proportions reported in [179].
${ }^{b}$ The blood flows were obtained multiplying the CO, from [171], for the proportions reported in [179].
${ }^{c}$ The proportions of vascular and extravascular tissue in the central and peripheral lung regions were obtained from [186], as shown in [181]. Both the values
were assumed to be the same.
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Table 5.2: Physiological and drug related parameters used for both inter and intra compound GSA

| Parameters | baseline | min value | max value | units | reference |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $F_{i n h}: \quad$ inhaled fraction | 0.9 | 0.9 | 1 |  | internal data |
| $k_{M C}$ : mucociliary clearance | 0.5545 | 0.4621 | 0.6931 | $1 / h$ | [187] |
| $w$ : rat weight | 0.25 | 0.26 | 0.35 | kg | internal data |
| $\alpha$ : correction factor ${ }^{a}$ | 15.6 | 9.2 | 103.57 |  |  |
| $G F R$ : glomerular fraction rate | 1.62 | 1.134 (-30\%) | 2.106 (+30\%) | $m L / m i n$ | [188] |
| $\rho$ : drug true density | 1 | 0.5 | 1.5 | $m g / m L$ | [189] |

Table 5.3: Drug related parameters used for inter-compounds GSA

| Parameters ${ }^{\text {a }}$ | min value | max value | units |
| :---: | :---: | :---: | :---: |
| $m w$ : molecular weight | 334.4 | 769.2 | $\mathrm{g} / \mathrm{mol}$ |
| $M M A D$ : mean aerodynamic diameter | 1.106 | 6.136 | $\mu m$ |
| $G S D$ : geometric standard deviation of the diameters | 0.84 | 3.432 | $\mu m$ |
| $D_{0}^{b}$ : dose number | 0.045 (1) | 1 (160.9) |  |
| $f_{u, l}$ : fraction unbound lung tissue | 0.001 | 0.264 |  |
| $f_{u, e l f}$ : fraction unbound fluid | 0.1 | 1 |  |
| $P_{p}$ CALU3: fitted passive permeability | 12.85 | 174.7 | $n m / s$ |
| $P_{a}$ CALU3: fitted active permeability | $4 \cdot 10^{-6}$ | 60600 | $n \mathrm{~m} / \mathrm{s}$ |
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Table 5.4: Drug A parameters for intra-compound GSA

| Parameters ${ }^{\text {a }}$ | baseline | min value | max value | units |
| :---: | :---: | :---: | :---: | :---: |
| dose ${ }^{\text {b }}$ | 10 |  |  | $\mu g$ |
| $\log P^{c}$ | 3.87 | 3.72 (-30\%) | 3.98 (+30\%) |  |
| $p K a$ | 8.7 | 8.6 | 8.8 |  |
| $P_{p}$ CALU3: fitted passive permeability | 55.86 | 16.76 (-70\%) | 94.96 (+70\%) | $n m / s$ |
| $P_{a}$ CALU3: fitted active permeability | $4 \cdot 10^{-6}$ | $1.2 \cdot 10^{-6}(-70 \%)$ | $6.8 \cdot 10^{-6}(+70 \%)$ | $n m / s$ |
| Caco $2_{A B}$ : gut wall permeability | 4.7 | 1.41 (-70\%) | 7.99 (+70\%) | $n m / s$ |
| $B P$ : blood to plasma partition coefficient | 0.8 | 0.72 (-10\%) | 0.88 (+10\%) |  |
| $E_{r}$ : extraction ratio | 0.8 | 0.56 (-30\%) | 1 |  |
| $C_{s}$ : drug solubility | 696 | 487.2 (-30\%) | 904.8 (+30\%) | $n g / m L$ |
| $M M A D^{d}$ : mean aerodynamic diameter | 2.59 | 2.2 (-30\%) | 4.9 ( $+30 \%$ ) | $\mu m$ |
| $G S D^{d}$ : geometric standard deviation | 2.1 | 1.12 (-30\%) | 2.51 (+30\%) | $\mu m$ |
| $f_{u, e l f}$ : fraction unbound fluid | 0.16 | 0.112 (-30\%) | 0.208 (+30\%) |  |
| $f_{u, l}$ : fraction unbound lung tissue | 0.0015 | 0.001 (-30\%) | $0.002(+30 \%)$ |  |
| $f_{u, p}$ : fraction unbound plasma | 0.032 | 0.0224 (-30\%) | 0.0416 (+30\%) |  |

${ }^{a}$ minimum or maximum range limit (difference with respect to the baseline value, in percentage).
${ }^{b}$ the dose was considered normally distributed with a CV equal to $15 \%$ [185].
${ }^{c}$ the ranges were calculated as $\pm 30 \%$ of the natural value.
${ }^{d}$ ranges were set equal to $-30 \%$ the minimum and $+30 \%$ the maximum of multiple measurements.
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Table 5.5: Drug B parameters for intra-compound GSA

| Parameters ${ }^{\text {a }}$ | baseline | min value | max value | units |
| :---: | :---: | :---: | :---: | :---: |
| dose ${ }^{\text {b }}$ | 15 |  |  | $\mu \mathrm{g}$ |
| $\log P^{c}$ | 1.99 | 1.84 (-30\%) | 2.1 (+30\%) |  |
| $p K a$ | 9.81 | 9.71 | 9.91 |  |
| $P_{p}$ CALU3: fitted passive permeability | 16.06 | 4.81 (-70\%) | 27.3 ( $+70 \%$ ) | $n \mathrm{~m} / \mathrm{s}$ |
| $P_{a}$ CALU3: fitted active permeability | 68.82 | 20.65 (-70\%) | 117 (+70\%) | $n \mathrm{~m} / \mathrm{s}$ |
| Caco2 ${ }_{A B}$ : gut wall permeability | 49.2 | 14.76 (-70\%) | 83.64 (+70\%) | $n \mathrm{~m} / \mathrm{s}$ |
| $B P$ : blood to plasma partition coefficient | 1.6 | 1.44 (-10\%) | 1.76 (+10\%) |  |
| $E_{r}$ : extraction ratio | 0.95 | 0.67 (-30\%) | 1 |  |
| $C_{s}$ : drug solubility | 360000 | 252000 (-30\%) | 468000 (+30\%) | $n g / m L$ |
| $M M A D^{d}$ : mean aerodynamic diameter | 3.2 | 2.18 (-30\%) | 4.34 ( $+30 \%$ ) | $\mu m$ |
| $G S D^{d}$ : geometric standard deviation | 1.67 | 1.08 (-30\%) | 2.3 (+30\%) | $\mu m$ |
| $f_{u, e l f}$ : fraction unbound fluid | 1 | 0.7 (-30\%) | 1 |  |
| $f_{u, l}$ : fraction unbound lung tissue | 0.26 | 0.18 (-30\%) | 0.34 (+30\%) |  |
| $f_{u, p}$ : fraction unbound plasma | 0.82 | 0.58 (-30\%) | 1 |  |

${ }^{a}$ minimum or maximum range limit (difference with respect to the baseline value, in percentage).
${ }^{b}$ the dose was considered normally distributed with a CV equal to $15 \%$ [185].
${ }^{c}$ the ranges were calculated as $\pm 30 \%$ of the natural value.
${ }^{d}$ ranges were set equal to $-30 \%$ the minimum and $+30 \%$ the maximum of multiple measurements.
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Table 5.6: Drug C parameters for intra-compound GSA

| Parameters ${ }^{\text {a }}$ | baseline | min value | max value | units |
| :---: | :---: | :---: | :---: | :---: |
| dose ${ }^{\text {b }}$ | 23 |  |  | $\mu \mathrm{g}$ |
| $\log P^{c}$ | 5.4 | 5.25 (-30\%) | 5.51 (+30\%) |  |
| $p K a$ | 8.5 | 8.4 | 8.6 |  |
| $P_{p}$ CALU3: fitted passive permeability | 20.54 | 6.16 (-70\%) | 34.92 (+70\%) | $n \mathrm{~m} / \mathrm{s}$ |
| $P_{a}$ CALU3: fitted active permeability | 598.74 | 179.62 (-70\%) | 1017.9 (+70\%) | $n \mathrm{~m} / \mathrm{s}$ |
| Caco $2_{A B}$ : gut wall permeability | 0.3 | 0.09 (-70\%) | 0.51 (+70\%) | $n \mathrm{~m} / \mathrm{s}$ |
| $B P$ : blood to plasma partition coefficient | 1 | 0.9 (-10\%) | 1.1 (+10\%) |  |
| $E_{r}$ : extraction ratio | 0.95 | 0.67 (-30\%) | 1 |  |
| $C_{s}$ : drug solubility | 14300 | 10010 (-30\%) | 18590 (+30\%) | $n g / m L$ |
| $M M A D^{d}$ : mean aerodynamic diameter | 1.71 | 1.11 (-30\%) | 2.54 ( $+30 \%$ ) | $\mu m$ |
| $G S D^{d}$ : geometric standard deviation | 2.33 | 1.51 (-30\%) | 3.39 (+30\%) | $\mu m$ |
| $f_{u, e l f}$ : fraction unbound fluid | 0.1 | 0.07 (-30\%) | 0.13 (+30\%) |  |
| $f_{u, l}$ : fraction unbound lung tissue | 0.001 | 0.0007 (-30\%) | 0.0013 (+30\%) |  |
| $f_{u, p}$ : fraction unbound plasma | 0.0015 | $0.001(-30 \%)$ | $0.002(+30 \%)$ |  |

${ }^{a}$ minimum or maximum range limit (difference with respect to the baseline value, in percentage).
${ }^{b}$ the dose was considered normally distributed with a CV equal to $15 \%$ [185].
${ }^{c}$ the ranges were calculated as $\pm 30 \%$ of the natural value.
${ }^{d}$ ranges were set equal to $-30 \%$ the minimum and $+30 \%$ the maximum of multiple measurements.

### 5.3 Results

### 5.3.1 Inter-compounds GSA results

Here the results of the inter-compounds GSA on the pulmonary absorption model decoupled from the whole-body PBPK, for both highly and poorly soluble compounds are reported. In figure 5.3, the distributions of the selected model outputs are showed. In figure 5.4 the sensitivity indices for $f_{a}$ and for the logarithms of AUC and MRT of the drug concentration in the lungs are reported. We choose the log scale for AUC and MRT to avoid possible imprecisions in the variance based sensitivity indices estimation due to the skewness of AUC and MRT distributions in natural scale [92].




Figure 5.3: Inter-compounds variability for highly and poorly soluble compounds of: a) fraction absorbed; b) logarithm of whole lung AUC; c) logarithm of whole lung MRT.

For highly soluble compounds, the parameters that mostly explain the $f_{a}$ variability are $D_{0, i n h}$ and $M M A D$. Concerning $D_{0, i n h}$, it is probably important because it controls the solubility, and so the dissolution rate. The higher the dissolution rate is, the faster the drug is removed from the solid compartment in the central region. That is in fact the region in which


Figure 5.4: Inter-compounds GSA results for the output of interests: a) fraction absorbed for highly soluble compounds; b) logarithm of whole lung AUC for highly soluble compounds; c) logarithm of whole lung MRT for highly soluble compounds; d) fraction absorbed for poorly soluble compounds; e) logarithm of whole lung AUC for poorly soluble compounds; f) logarithm of whole lung MRT for poorly soluble compounds.
the drug could be eliminated via mucociliary clearance. However, the $f_{a}$ variability is quite low, as shown in figure 5.3. So, $D_{0, \text { inh }}$ and $M M A D$ are the most important parameters, but actually the variation of the model output is quite limited.
For poorly soluble compounds, both $M M A D$ and $D_{0, i n h}$, even if with a minor contribution of $G S D$ and $P_{a}$, still impact the $f_{a}$ variability. Concerning $D_{0, \text { inh }}$, the reasons of its importance are probably the same of highly soluble compounds. $M M A D$ could be important in determining $f_{a}$ variability mainly for two reasons. First, the $M M A D$ value could impact the dissolution rate when the solubility is low. Second, it determines $F_{C}$ and, mainly for poorly soluble compounds, $f_{a}$ could be sensitive to the repartition between central and peripheral regions. In fact, in peripheral region the mucociliary clearance does not occur. The main difference with respect
to the high solubility case is that $f_{a}$ variability is quite high. Thus, $M M A D$ and $D_{0, i n h}$ are responsible for a great variation of the model output.

Concerning lung AUC, the parameters that mostly explain its variability for highly soluble compounds are $f_{u, l}, P_{p}$ and $P_{a}$. This probably happens because $f_{u, l}$ and the permeabilities are parameters that determine the drug retention into the lungs and thus they control the AUC. For poorly soluble compounds, in addition to parameters that control the drug retention into the lungs, $D_{0, i n h}$ and $M M A D$ are also important. This happens because, as explained before, they could impact the $f_{a}$ and, thus, the lung AUC. Concerning lung MRT, the parameters that mostly explain the variability for highly soluble compounds are still $f_{u, l}$ and both passive and active permeabilities. The reasons of their importance are probably similar to the one for the AUC: these are the parameters responsible to the drug retention into the lungs. For poorly soluble compounds, the most important parameters are similar to the ones for highly soluble compounds, with the addition of $D_{0, i n h}$ and $M M A D$.

### 5.3.2 Intra-compound GSA results

Here the results of the intra-compound GSA for three representative compounds belonging to the Chiesi portfolio, namely A, B and C, are reported. With respect to all the other Chiesi compounds, compound A is characterized by a lower solubility, a higher permeability and a low $f_{u, l}$. Compound B has a higher solubility, a lower permeability and a higher $f_{u, l}$. Finally, compound C has a mean solubility and permeability and a low $f_{u, l}$. The parameters values and associated uncertainty or variability are reported in tables 5.4, 5.5 and 5.6.

## Compound A

The distribution of drug plasma and whole lung AUC and MRT are reported in figure 5.5 , while the sensitivity analysis results are reported in figure 5.6. Whole lung AUC variance is mainly explained by the passive permeability variation, together with a minor contribution of the dose, $f_{u, t}$,


Figure 5.5: Intra-compound uncertainty for compound A: a) whole lung AUC; b) whole lung MRT; c) plasma AUC; d) plasma MRT.
rat weight and $k_{M C}$ variabilities. Even if the drug has a low solubility, it seems that the highest impact on the AUC is attributed to the passive permeability. This probably happens because compound A has very low fraction unbound in tissue, thus, even if the permeability parameter of the free compound is high, the overall drug permeability results to be the limiting step. In addition to that, it should be noted that the uncertainty associated to the passive permeability is higher with respect to those associated to other parameters. The passive permeability is still the most important parameter when whole lung MRT is considered. The reasons seem to be similar to those discussed for the AUC. Plasma AUC variability is mainly explained by the extraction ratio and, to a minor extent, by the dose, $M M A D$ and $G S D$ variabilities. These results highlight that the elimination process plays a major role in determining the plasma AUC vari-


Figure 5.6: Intra-compound GSA results for compound A: a) whole lung AUC; b) whole lung MRT; c) plasma AUC; d) plasma MRT.
ability. Concerning the plasma MRT, the most important parameter is the passive permeability. This probably happens because the drug is slowly absorbed from the lungs into the systemic circulation.

## Compound B

The distribution of drug plasma and whole lung AUC and MRT are reported in figure 5.7, while the results of the sensitivity analysis are reported in figure 5.8. The parameter that mostly explains compound B whole lung AUC and MRT variation is the passive permeability. This probably happens because compound B has a lower permeability and higher solubility with respect to the other compounds of interest, thus, the absorption rate is probably permeability limited. Moreover, as explained for compound A, with respect to all the other parameters, the permeabilities have associated a greater uncertainty, thus, it is more likely that they have a relevant im-


Figure 5.7: Intra-compound uncertainty for compound B: a) whole lung AUC; b) whole lung MRT; c) plasma AUC; d) plasma MRT.
pact in explaining the AUC variation. Concerning the plasma AUC, the most important parameters are the dose and the extraction ratio, followed by rat weight and $B P$. As for compound A , the elimination process is more important than the distribution or absorption processes in determining the AUC variation. The most important parameter in explaining the MRT variance is the passive permeability. As for compound A, this probably happens because the drug is slowly absorbed from the lungs into the systemic circulation.

## Compound C

The distribution of plasma and whole lung AUC and MRT are reported in figure 5.9, while the results of the sensitivity analysis are reported in
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Figure 5.8: Intra-compound GSA results for compound B: a) whole lung AUC; b) whole lung MRT; c) plasma AUC; d) plasma MRT.
figure 5.10. For both whole lung AUC and MRT, the parameter that with its variation mainly explains their variability is the passive clearance. The reasons are probably similar to those reported for compounds A and B. Moreover, compound C has a higher solubility, but lower permeability than compound A. This, together with a low fraction unbound, could explain the slightly higher importance of the passive permeability with respect to compound A. Concerning the plasma AUC, the parameters that mainly explain its variation are the dose and the extraction ratio, followed by the passive permeability, rat weight and $B: P$. These results highlight that probably, for this drug, the elimination process has a greater role in determining the AUC variability with respect to the distribution or absorption. Concerning the plasma MRT, the situation resembles the one of compound A.


Figure 5.9: Intra-compound uncertainty for compound C: a) whole lung AUC; b) whole lung MRT; c) plasma AUC; d) plasma MRT.


Figure 5.10: Intra-compound GSA results for compound C: a) whole lung AUC; b) whole lung MRT; c) plasma AUC; d) plasma MRT.

### 5.4 Discussion

In this manuscript, we showed how GSA techniques were used to assess model behaviours and support the development of a mechanistic model describing pulmonary absorption for orally inhaled compounds. We identified two ways of performing a GSA, that differ in the aims and thus, in the considered parameters variability: inter-compounds and intra-compound. Both the approaches helped in understanding different model aspects.

The inter-compounds GSA was performed for the absorption model decoupled from the distribution PBPK. In particular, this analysis can be performed in more 'homogeneous' sub-spaces of the whole parameter space, as we have done distinguishing highly soluble from poorly soluble compounds. Looking at the model output distributions gives the possibility of assessing the extent of the inter-compounds variability of the metrics of interest and then its relevance. Then, GSA helps in understanding what are the parameters that mostly determine the observed variation of the output predictions between different compounds. For example, from figure 5.3 it is possible to appreciate the difference in the model behaviour and in the impact of the model parameter variability between highly and poorly soluble compounds. We found that inter-compounds GSA is particularly useful during the process of model development. In fact, this analysis can help in understanding if the model behaves as expected and, in case of discrepancies between the expected and the actual model behaviours, GSA gives useful information that helps in identifying the reasons. Theoretically, if the model structure and the physiological and inter-compounds parameter variabilities are correctly identified and fixed, this analysis can be performed just once (e.g., when the model is firstly presented or at the platform release).

The intra-compound GSA was instead performed for three representative compounds on the whole body PBPK model. The parameters variation was defined to represent the uncertainties associated to their values for a specific compound. With this analysis it is possible to know how much the model output variation is apportioned to the uncertainty of the parameters. When doing this analysis, it is useful to look at the output distribution, to determine if it is narrow enough to be considered acceptable. If not, GSA
helps in selecting what parameters should be known with less degree of uncertainty in order to give a more accurate prediction. For example, we believe that the uncertainty associated to compound A lung MRT is too high. So, if one is interested in using this model for lung MRT predictions (e.g., for different dosages or species), from the GSA results we know that a better characterisation of the passive permeability is needed in order to reduce uncertainty of the considered metric. This situation probably does not happen for compound A lung AUC, given that the uncertainty associated with this metrics can be considered low. Differently from inter-compounds GSA, intra-compound GSA should be performed each time the model (or the PBPK platform) is used for a specific drug.

In our experience, GSA showed some criticisms. For example, due to the lack of available data, in certain situations determining the uncertainty or variability ranges was not an easy task, in particular for the intra-compound GSA. In these cases, expert opinion has to be used to fill the gap.

In conclusion, we suggest the use of GSA during the model development and evaluation, especially for the development of (complex) mechanistic models. GSA increases the knowledge of the model, it helps in finding errors, sensitive assumptions and it identifies the parameters that must be known with higher confidence if one is interested in reducing the model prediction uncertainties.

## Accounting for

## inter-correlation between
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## 6. Accounting for inter-correlation between enzyme abundance

### 6.1 Introduction

In the recent EMA draft guidance on the qualification and reporting of PBPK models, the need to assess the biological plausibility and validity of model parameter values was highlighted. Further, EMA encouraged PBPK platforms to evolve with new published data [50]. In order to simulate the variability in pharmacokinetics of a given drug in a given population, a set of individuals are generated by sampling model parameter values within a predefined space (e.g., liver volume and blood flow) [197, 137]. In PBPK simulations for large populations of virtual patients, if during the process of assigning system parameters, the correlations between various anatomical, physiological and biological attributes are ignored, it is possible to generate implausible combinations of parameters. This could lead to an erroneous estimation of the interindividual variability of the main pharmacokinetic parameters, such as clearance [30, 198].

Accordingly, most PBPK models implement, for example, the known correlation between organ volumes and blood flows [137, 199]. However, there are other physiological and biological components of the system with known degrees of correlation which are not considered in the development of virtual populations. These include enzyme expressions in various organs and tissues. Recently, novel techniques in quantitative proteomics has made possible the reliable quantification of multiple enzyme and transporter expressions in the same experiment and sample. This allows robust measures of correlations between proteins [200, 201]. For example, it has been shown that various CYPs enzymes and UDP-glucuronosyltransferases (UGT) are correlated [202]. Recent work has demonstrated that including the correlation between hepatic CYP3A4 and CYP2C8 in PBPK modelling of repaglinide, leads to improved performance in predicting inter-individual variability in drug clearance and the magnitude of metabolic drug-drug interactions (DDIs), as compared to the same PBPK predictions without correlation [201]. While the correlation between hepatic CYPs and UGTs has been robustly assessed, that between CYP3A4 in liver and gut wall remains controversial: some work suggests its absence [203], while other work suggests its presence [204]. Moreover, to our knowledge, evidence
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in the literature regarding any correlation between enzyme and transporter expressions and their relevance are still insufficient [201], however, this type of correlation might be possible (internal unpublished data).

In this context, the uncertainty analysis of mathematical models may be informative in highlighting possible correlations that may impact the PK of drugs and, by extension, may inform experimental design. The aim of our work was to perform an uncertainty analysis in order to theoretically assess the impact of the correlation between the expressions of two enzymes, under different conditions, on the PK of drugs that are substrates of both enzymes. For this purpose, we considered three simple compartmental semi-physiological models representing the cases of: 1) intravenously (IV) administered drugs metabolised by two enzymes expressed in the liver; 2) orally administered drugs metabolised by CYP3A4 expressed in the gut wall and liver; 3) IV administered drugs that are substrates of CYP3A4 and of the transporter organic-anion-transporting polypeptide (OATP) 1B1, both expressed in the liver. For each of these models we tested the impact of correlation between the expression of the two enzymes with respect to the case of absence of correlation. We choose to use simple compartmental models in order to highlight the correlation effect (if present), while limiting the effect of confounding variables and thus, simplifying the interpretation of the results.

Finally, the EMA report highlighted the importance of performing a sensitivity analysis 'for all the parameters that are likely to markedly influence the outcome of simulated pharmacokinetics and/or the model application' [205]. Hence, we assessed how the correlation between enzymatic abundances impacts the results and interpretation of sensitivity analysis [30]. For this purpose, we performed GSA [60] on a semi-physiological model describing repaglinide PK after IV infusion. Repaglinide is a substrate of CYP3A4 and CYP2C8, where the abundances of these two enzymes have been shown to be correlated in the liver [202]. Different degrees of correlation between the two enzymes were tested in terms of their impact on the GSA results. As suggested in Saltelli et al., [21], we choose to express the correlation between the two enzymes by using an explicit relationship (e.g., linear regression) with the addition of an independent noise term and
then performed a GSA on the uncorrelated parameters. The technique that we choose to use to perform the GSA was the variance based method [21, 87, 69].

### 6.2 Simulation study: uncertainty and sensitivity analysis

A simulation study was performed to assess the effect of the correlation between enzymatic expressions, in different situations, on the PK of drugs with different intrinsic clearances. Then, the impact of correlation between hepatic CYP3A4 and CYP2C8 expressions on the results of a variance based GSA of a semi-physiological model describing repaglinide PK after IV infusion was assessed. The model parameter values that are considered fixed are reported in table 6.1, the distributions of the enzyme concentrations are reported in table 6.2 and the parameters related to repaglinide metabolism and distribution are given in 6.3. The analysis was performed using MATLAB R2017b on a 64 -bit computer configured with Intel ${ }^{\circledR}$ Core $^{\text {TM }}$ i7-7700 3.60 GHz x 8 processor, running Ubuntu 16.04 LTS.

### 6.2.1 Model for two CYPs in the liver

A semi-physiological two-compartmental model was developed to simulate IV administration at an arbitrary dose of 1 mg of drug. The model, represented in figure 6.1 (a), is composed of one central compartment and one compartment representing the liver. Drug metabolism occurs in the liver and depends on the activity of two different enzymes, namely enzyme $1\left(E_{1}\right)$ and enzyme $2\left(E_{2}\right)$, with equal intrinsic clearances. Model equations are shown in equation system 6.1.

$$
\begin{align*}
\frac{d x_{c}}{d t} & =\frac{Q_{l i v, a r t}}{V_{l i v}} x_{l i v}-\frac{Q_{l i v, a r t}}{V_{c}} x_{c}  \tag{6.1}\\
\frac{d x_{l i v}}{d t} & =\frac{Q_{l i v, a r t}}{V_{c}} x_{c}-\frac{Q_{l i v, a r t}}{V_{l i v}} x_{l i v}-\frac{C L_{1}+C L_{2} I}{V_{l i v}} x_{l i v}
\end{align*}
$$

$x_{c}$ and $x_{l i v}$ are the drug amounts in the central and liver compartment, respectively. $V_{c}$ and $V_{l i v}$ are the central and liver compartment volumes and $Q_{l i v, a r t}$ is the arterial liver blood flow. The value of $V_{c}$ was taken equal to the median of drug distribution volumes in [206] minus $V_{\text {liv }} . C L_{1}$ and
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Table 6.1: Model parameters values

| Parameters | value | units | reference |
| :--- | :---: | :---: | ---: |
| $B W:$ body weight | 70 | $k g$ | $[170]$ |
| $C O:$ cardiac output <br> $W_{l i v}:$ liver weight <br> (fraction of BW) | $1.81(0.026)$ | $L / h$ | $[169]$ |
| $V_{c}:$ central compart- | 115.91 | $k g$ | $[170]$ |
| ment volume (for mod- |  |  |  |
| els in Figures 1a and |  |  |  |
| 1c) |  |  |  |
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Table 6.2: Parameters of the enzymatic distributions

| Parameters | distribution parameters | distribution type | units | reference |
| :---: | :---: | :---: | :---: | :---: |
| $[C Y P 3 A 4]_{m i c}$ : | 137 (41\%) | Lognormal ${ }^{a}$ | pmol/mg prot | [160] |
| CYP3A4 microsomal concentration |  |  |  |  |
| $C Y P 3 A 4_{\text {ent }}$ : total amount | 66.2 (60\%) | Lognormal ${ }^{a}$ | nmol | [160] |
| of CYP3A4 in small intestine |  |  |  |  |
| $[C Y P 2 C 8]_{m i c}$ | 24 (81\%) | Lognormal ${ }^{a}$ | pmol/mg prot | [160] |
| CYP2C8 microsomal concentration |  |  |  |  |
| $[O A T P 1 B 1]_{\text {cells }}$ : | 4.28 (74\%) | Lognormal ${ }^{\text {a }}$ | pmol/10 ${ }^{6}$ hepatocytes | [160] |
| $\begin{array}{lr} \text { OATP1B1 } & \text { con- } \\ \text { centration } & \text { per } \\ 10^{6} \text { cells } & \end{array}$ |  |  |  |  |

Table 6.3: Repaglinide drug-specific parameters

| Parameters | value | units | reference |
| :---: | :---: | :---: | :---: |
| $m w$ : molecular weight | 452.6 | $\mathrm{g} / \mathrm{mol}$ | [201] |
| $V_{\max , 3 A 4}{ }^{\text {a }}$ | 958.2 | pmol/min/mg prot | [207] |
| $K_{M, 3 A 4}$ | 13.2 | $\mu M$ | [207] |
| $V_{\max , 2 \mathrm{C} 8}{ }^{a}$ | 300.8 | pmol/min/mg prot | [207] |
| $K_{M, 2 C 8}$ | 2.3 | $\mu M$ | [207] |
| $C L_{\text {int, } O A T P}$ : intrinsic clearance of OATP | 246 | $\mu L / \mathrm{min} / 10^{6}$ hepatocytes | [201] |
| $C L_{P S}$ : passive clearance | 0.089 | $m L / \mathrm{min} / 10^{6}$ hepatocytes | [201] |
| $V_{s s}$ : volume of distribution at the steady state | 0.24 | $L / k g$ | [201] |
| $f u_{t}$ : fraction unbound in liver tissue | 0.072 |  | [208, 209] |



Figure 6.1: Different models used in this study: a) intravenously administered drugs metabolised by two enzymes expressed in the liver; b) orally administered drugs metabolised by CYP3A4 expressed in the liver and gut wall; c) intravenously administered drugs metabolised by CYP3A4 and OATP1B1, both expressed in the liver; d) intravenous administration of repaglinide, a drug substrate of CYP3A4, CYP2C8 and OATP1B1.
$C L_{2}$ are the clearances of enzyme 1 and enzyme 2, respectively, and $I$ is an inhibition constant. The clearance expression is given in equation 6.2.

$$
\begin{equation*}
C L=C L_{i n t} \cdot[E]_{m i c} \cdot M P P G L \cdot M_{l i v} \tag{6.2}
\end{equation*}
$$

$C L_{\text {int }}$ is the intrinsic clearance, $[E]_{\text {mic }}$ is the enzymatic concentration per $m g$ of microsomal proteins, $M P P G L$ is the $m g$ of microsomal protein per $g$ of liver and $M_{l i v}$ the liver mass in $g$ [199].

As an exercise, the distributions of microsomal concentrations of both $E_{1}$ and $E_{2}$ were taken to equal the one of CYP3A4. We choose to set the intrinsic clearance and the distributions of $E_{1}$ and $E_{2}$ to equal values. This was done to give equal importance to the two enzymes on the drug
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metabolism (for an average individual) and thus highlight the impact of correlation effect where present. All the model parameters were considered fixed to their mean value, shown in table 6.1, except $C L_{i n t}, I$ and the concentrations of the two enzymes. As for CYP3A4, both concentrations of enzyme 1 and 2 were assumed to be log-normally distributed [160] as shown in 6.3.

$$
\left[\begin{array}{l}
\ln \left([E]_{1}\right)  \tag{6.3}\\
\ln \left([E]_{2}\right)
\end{array}\right] \sim \mathcal{N}\left(\left[\begin{array}{l}
l \mu_{1} \\
l \mu_{1}
\end{array}\right],\left[\begin{array}{cc}
\sigma_{1}^{2} & \rho \sigma_{1} \sigma_{2} \\
\rho \sigma_{1} \sigma_{2} & \sigma_{2}^{2}
\end{array}\right]\right)
$$

where $l \mu_{i}$ and $\sigma_{i}$ are the mean and standard deviation of the natural logarithm of the concentration of enzyme $i$. Both presence and absence of correlation between the two enzymes were considered. In particular, when the correlation is present it was assumed that $\rho=0.7$, close to the physiological correlation between the logarithms of CYP3A4 and CYP2C8 microsomal concentrations ${ }^{2}$. $C L_{\text {int }}$ was considered variable within the ranges of 0.005 to $2949 \mu \mathrm{~L} / \mathrm{min} / \mathrm{mg}$ microsomal protein as reported in [164]. Given that in [164] the values of $C L_{\text {int }}$ are expressed in $\mu L / \mathrm{min} / \mathrm{mg}$ microsomal protein, in order to express the clearance in $\mu L / \mathrm{min} / \mathrm{pmol} C Y P$, the original values were divided by the mean concentration of CYP3A4 per $m g$ of microsomal protein. Values of $I$ were considered between 0 and 2 , which corresponds to complete inhibition and two-fold induction of the $E_{2}$, respectively.

A total of 5000 samples were extracted from the enzyme concentration distribution in both cases of presence and absence of correlation. The considered timespan ranged from 0 (time of dose administration) to $100 h$. For the given values of $C L_{\text {int }}$ and $I$, the AUC from 0 to $100 h$ of the central compartment following an IV bolus of 1 mg was calculated for all the paired enzyme concentration samples. Thus, for each $C L_{i n t}$ and $I$ combination, two AUC distributions were obtained: one in presence and the other one in absence of correlation between the enzyme concentrations. The index $R_{P}$

[^12]was defined as in equation 6.4, with $A U C_{P, \text { corr }}$ and $A U C_{P, n o t ~ c o r r ~}$ given percentiles relative to the correlated and not correlated distribution of the AUC, respectively.
\[

$$
\begin{equation*}
R_{P}=\frac{A U C_{P, \text { corr }}-A U C_{P, \text { not corr }}}{A U C_{P, \text { not corr }}} \tag{6.4}
\end{equation*}
$$

\]

$R_{P}$ represents the increase in the $P^{\text {th }}$ AUC percentile, $A U C_{P}$, due to the presence of correlation, relative to absence of any correlation. An $R_{P}>0$ for the upper limit of the $95 \%$ confidence interval, means that this limit is increased to $\left(R_{P} \cdot 100\right) \%$ due to the presence of correlation. Instead, an $R_{P}<0$ for the lower limit of the $95 \%$ confidence interval, means that this limit is reduced to $\left(R_{P} \cdot 100\right) \%$. The reasoning could be easily extended for $R_{P}<0$ for the upper limit and $R_{P}>0$ for the lower limit. $R_{P}$ was calculated for the $5^{\text {th }}, 50^{\text {th }}$ and $95^{\text {th }}$ percentiles. Given that $R_{P}$ depends on $C L_{\text {int }}$ and $I$, its value was calculated for a grid of values of these two parameters. This grid was obtained by the combination of 20 values for both $C L_{\text {int }}$ and $I$, equally spaced between the ranges given before. Given that $C L_{i n t}$ spans in several orders of magnitude, a logarithmic spacing with lower and upper bounds set as the logarithms of minimum and maximum value in [164], respectively, was used for values of $C L_{\text {int }}$. To establish the values of $I$, a linear spacing with a lower bound equal to 0 and an upper bound equal to 2 was used. Finally, for each value of $C L_{i n t}$, the ratio ( $R_{i n h}$ ) between central compartment AUC when $I=0$ (complete inhibition of $E_{2}$ ) and when $I=1$ (absence of inhibition), was calculated for both the presence and absence of correlation.

### 6.2.2 Model for CYP3A4 in gut wall and in liver

A semi-physiological model was set up to describe the absorption and first pass effect for a generic drug. The model, shown in figure 6.1 (b), is composed of four compartments, representing intestinal lumen, the enterocytes, the liver and the cumulative amount of drug reaching the systemic
circulation. Model equations are shown in equation system 6.5.

$$
\begin{align*}
\frac{d x_{l u m}}{d t} & =-\left(k_{a}+k_{t}\right) x_{l u m} \\
\frac{d x_{e n t}}{d t} & =k_{a} x_{l u m}-\left(\frac{C L_{e n t} I}{V_{e n t}}+\frac{Q_{e n t}}{V_{e n t}}\right) x_{e n t} \\
\frac{d x_{l i v}}{d t} & =\frac{Q_{e n t}}{V_{e n t}} x_{e n t}-\left(\frac{C L_{l i v} I}{V_{l i v}}+\frac{Q_{l i v, v e n}}{V_{l i v}}\right) x_{l i v}  \tag{6.5}\\
\frac{d x_{s y s}}{d t} & =\frac{Q_{l i v, v e n}}{V_{l i v}} x_{l i v}
\end{align*}
$$

$x_{\text {lum }}, x_{\text {ent }}, x_{\text {liv }}$ and $x_{\text {sys }}$ represent drug amount in gastrointestinal lumen, enterocytes, liver and cumulative amount that reaches the systemic circulation, respectively. $k_{a}=2 P_{e f f} / r_{i}$ is the absorption constant, with $r_{i}=1.75$ $c m$ the mean intestine lumen radius and $P_{e f f}$ the effective permeability [157]. $P_{\text {eff }}$ was taken to equal to the maximum value in [157] $\left(8.70 \cdot 10^{-4}\right.$ $\mathrm{cm} / \mathrm{s}$ ) to allow maximal drug absorption. $k_{t}$ is the time constant relative to small intestine transit. $V_{e n t}$ and $V_{l i v}$ are the enterocyte and liver volumes and $Q_{\text {ent }}$ and $Q_{l i v, v e n}$ are the enterocyte and venous liver blood flows, respectively. $C L_{e n t}$ and $C L_{l i v}$ are the clearances due to CYP3A4 activity in the gut wall (equation 6.6) and the liver (equation 6.2) and $I$ is the inhibition constant.

$$
\begin{equation*}
C L_{e n t}=C L_{i n t, 3 A 4} \cdot C Y P 3 A 4_{e n t} \tag{6.6}
\end{equation*}
$$

$C L_{\text {int }, 3 A 4}$ is the intrinsic clearance and $C Y P 3 A 4_{\text {ent }}$ is the CYP3A4 amount in enterocytes.
$F_{\text {oral }}$ is equal to $\lim _{t \rightarrow+\infty}\left(x_{s y s} / M_{0}\right)$. Its analytical expression was derived and is shown in equation 6.7, where $M_{0}$ is the drug dose. Derivation is shown in appendix D .

$$
\begin{equation*}
F_{\text {oral }}=\frac{k_{a} \cdot\left(Q_{\text {ent }} / V_{\text {ent }}\right) \cdot\left(Q_{\text {liv,ven }} / V_{\text {liv }}\right)}{\left(k_{a}+k_{t}\right)\left(\frac{Q_{\text {ent }}}{V_{\text {ent }}}+\frac{C L_{\text {ent }}}{V_{\text {ent }}} \cdot I\right)\left(\frac{Q_{\text {liv,ven }}}{V_{\text {liv }}}+\frac{C L_{\text {liv }}}{V_{\text {liv }}} \cdot I\right)} \tag{6.7}
\end{equation*}
$$

All the parameters were considered fixed, except $C L_{\text {int }, 3 A 4}, I, C Y P 3 A 4_{\text {ent }}$ and the microsomal CYP3A4 concentration $[C Y P 3 A 4]_{m i c} . C L_{i n t, 3 A 4}$ and $I$
were considered as in the section 6.2.1. Both $C Y P 3 A 4_{\text {ent }}$ and $[C Y P 3 A 4]_{\text {mic }}$ were considered log-normally distributed $[210,160]$. As an exercise, both presence and absence of correlation between CYP3A4 amount in the enterocytes and CYP3A4 concentration in liver microsomes, were considered. In the former case, the correlation coefficient $\rho$ was set equal to 0.7 .

As in the previous section, 5000 samples were extracted from the joint distribution of CYP3A4 in gut wall and liver in the case of presence and absence of correlation. Then, the index $R_{P}$ was calculated for $F_{\text {oral }}$, for each combination of $C L_{i n t}$ and $I . \quad R_{P}$ was calculated for the $5^{\text {th }}, 50^{\text {th }}$ and $95^{\text {th }}$ percentiles. Finally, for each value of $C L_{i n t}$ the ratio ( $R_{i n h}$ ) was calculated between bioavailability when $I=0$ (complete inhibition of both CYP3A4 in gut wall and liver) and when $I=1$ (absence of inhibition). The analytical expression of $R_{i n h}$ is reported in equation 6.8.

$$
\begin{equation*}
R_{i n h}=\frac{\left(\frac{Q_{e n t}}{V_{\text {ent }}}+\frac{C L_{e n t}}{V_{\text {ent }}}\right)\left(\frac{Q_{l i v, v e n}}{V_{\text {liv }}}+\frac{C L_{\text {liv }}}{V_{l i v}}\right)}{\frac{Q_{\text {ent }}}{V_{\text {ent }}} \cdot \frac{Q_{l i v, v e n}}{V_{\text {liv }}}} \tag{6.8}
\end{equation*}
$$

### 6.2.3 Model for CYP3A4 and OATP1B1 in liver

A semi-physiological model was developed to describe IV administration of 1 mg of a generic substrate of CYP3A4 and OATP1B1. The model, represented in figure 6.1 (c), is composed of one central compartment and two compartments representing the extracellular and intracellular space of
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the liver. Model equations are shown in equation system 6.9.

$$
\begin{align*}
\frac{d x_{c}}{d t}= & \frac{Q_{l i v, a r t}}{V_{l i v, e x t}} x_{l i v, e x t}-\frac{Q_{l i v, a r t}}{V_{c}} x_{c} \\
\frac{d x_{l i v, e x t}}{d t}= & \frac{Q_{l i v, a r t}}{V_{c}} x_{c}-\left(\frac{Q_{l i v, a r t}}{V_{l i v, e x t}}+\frac{C L_{O A T P}}{V_{l i v, e x t}}+\frac{C L_{P S}}{V_{l i v, e x t}}\right) x_{l i v, e x t} \\
& +\frac{C L_{P S}}{V_{l i v, i n t}} x_{l i v, i n t}  \tag{6.9}\\
\frac{d x_{l i v, i n t}}{d t}=\left(\frac{C L_{O A T P}}{V_{l i v, e x t}}+\frac{C L_{P S}}{V_{l i v, e x t}}\right) & x_{l i v, e x t} \\
& -\left(\frac{C L_{C Y P}}{V_{l i v, i n t}}+\frac{C L_{P S}}{V_{l i v, i n t}}\right) x_{l i v, i n t}
\end{align*}
$$

$x_{c}, x_{\text {liv,ext }}$ and $x_{\text {liv,int }}$ are drug amount in central, extracellular and intracellular liver compartments, respectively. $V_{c}, V_{l i v, e x t}$ and $V_{l i v, i n t}$ are central, extracellular and intracellular liver volumes, respectively. $Q_{\text {liv,art }}$ is the liver arterial blood flow. $C L_{C Y P}$ represents the CYP3A4 mediated clearance, as shown in the previous sections. $C L_{O A T P}$ is the active transport clearance from the extracellular to the intracellular liver compartment and $C L_{P S}$ is the passive clearance across the hepatocytes' plasma membrane. $C L_{O A T P}$ is defined in equation 6.10.

$$
\begin{equation*}
C L_{O A T P}=C L_{i n t, O A T P} \cdot[O A T P 1 B 1]_{c e l l s} \cdot H P G L \cdot M_{l i v} \tag{6.10}
\end{equation*}
$$

$C L_{\text {int }, O A T P}$ is the intrinsic clearance, $[O A T P 1 B 1]_{\text {cells }}$ is the OATP1B1 concentration per $10^{6}$ hepatocytes, $H P G L$ the hepatocellularity per gram of liver and $M_{l i v}$ the liver mass in $g$.

All the model parameters were fixed, except $C L_{i n t, 3 A 4}, C L_{i n t, O A T P}$, $[O A T P 1 B 1]_{\text {cells }}$ and $[C Y P 3 A 4]_{\text {mic }}$. Both $[O A T P 1 B 1]_{\text {cells }}$ and $[C Y P 3 A 4]_{\text {mic }}$ were considered log-normally distributed and, as an exercise, both the presence and absence of correlation between their expression were considered. In the former case the correlation coefficient $\rho$ was set equal to 0.7. The ranges of $C L_{O A T P}$ were taken from the uptake parameters in human hepatocytes [211]. With the hypothesis that active transport was mainly
due to OATP1B1 activity, clearance values in [211] were converted from $\mu L / \mathrm{min} / 10^{6}$ hepatocytes to $\mu L / \mathrm{min} / \mathrm{pmol} O A T P 1 B 1$, by dividing them by the mean OATP1B1 concentration per $10^{6}$ hepatocytes. $C L_{P S}$ was defined as $21.65 \%$ of the total transport clearance at a mean OATP1B1 concentration ${ }^{3}$.

Similarly to what was done in the previous sections, 5000 samples from $[O A T P 1 B 1]_{\text {cells }}$ and $[C Y P 3 A 4]_{\text {mic }}$ distributions were extracted both in presence and absence of correlation. Then, the index $R_{P}$ was calculated for the AUC in the central compartment, for each combination of $C L_{i n t, O A T P}$ and $C L_{\text {int }, 3 A 4} . \quad R_{P}$ was calculated for the $5^{\text {th }}, 50^{\text {th }}$ and $95^{\text {th }}$ percentiles. The time span that was considered ranged from 0 (dose administration) to $100 h$.

### 6.2.4 GSA in case of parameters correlation: the repaglinide example

A semi-physiological model, represented in figure 6.1 (d), was developed to describe repaglinide PK after an IV infusion of 2 mg over 15 minutes. The model is composed of one central compartment and two compartments representing the extracellular and intracellular space of the liver. Active transport due to OATP1B1 and metabolism due to CYP3A4 and CYP2C8

[^13]
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are included. Model equations are shown in equation system 6.11.

$$
\begin{align*}
\frac{d x_{c}}{d t}= & \frac{Q_{l i v, a r t}}{V_{l i v, e x t}} x_{l i v, e x t}-\frac{Q_{l i v, a r t}}{V_{c}} x_{c} \\
\frac{d x_{l i v, e x t}}{d t}= & \frac{Q_{l i v, a r t}}{V_{c}} x_{c}-\left(\frac{Q_{l i v, a r t}}{V_{l i v, e x t}}+\frac{C L_{O A T P} \cdot f u_{t}}{V_{l i v, e x t}}+\frac{C L_{P S} \cdot f u_{t}}{V_{l i v, e x t}}\right) x_{l i v, e x t} \\
& +\frac{C L_{P S} \cdot f u_{t}}{V_{l i v, i n t}} x_{l i v,, i n t} \\
\frac{d x_{l i v, i n t}}{d t}= & \left(\frac{C L_{O A T P} \cdot f u_{t}}{V_{l i v, e x t}}+\frac{C L_{P S} \cdot f u_{t}}{V_{l i v, e x t}}\right) x_{l i v, e x t} \\
& -\left(m e t_{3 A 4}+m e t_{2 C 8}+\frac{C L_{P S} \cdot f u_{t}}{V_{l i v, i n t}}\right) x_{l i v, i n t} \\
\text { met }_{3 A 4}= & \frac{V_{\max , 3 A 4} C Y P 3 A 4_{l i v}}{K_{M, 3 A 4}+x_{l i v, i n t} \cdot f u_{t} / V_{l i v, i n t}} \cdot \frac{f u_{t}}{V_{l i v, i n t}} \\
\text { met }_{2 C 8}= & \frac{V_{\max , 2 C 8} C Y P 2 C 8_{l i v}}{K_{M, 2 C 8}+x_{l i v, i n t} \cdot f u_{t} / V_{l i v, i n t}} \cdot \frac{f u_{t}}{V_{l i v, i n t}} \tag{6.11}
\end{align*}
$$

$x_{c}, x_{l i v, e x t}$ and $x_{l i v, i n t}$ are the drug amounts in central compartment, extracellular and intracellular liver compartments, respectively. $V_{c}, V_{l i v, e x t}$ and $V_{\text {liv,int }}$ are the central compartment, extracellular and intracellular liver volumes, respectively. $Q_{\text {liv,art }}$ is the liver arterial blood flow and $f u_{t}$ is the fraction unbound drug in the liver tissue [208, 209]. $C L_{O A T P}$ is the transporter clearance, defined as in equation 6.10, and $C L_{P S}$ is the passive clearance. $V_{\max , 3 A 4}, K_{M, 3 A 4}, V_{\max , 2 C 8}$ and $K_{M, 2 C 8}$ are the Michaelis-Menten parameters of CYP3A4 and CYP2C8 catalysed reactions, respectively [207]. $V_{\max }$ values in [207] were converted from $\mathrm{pmol} / \mathrm{min} / \mathrm{mg}$ microsomal protein to $\mathrm{pmol} / \mathrm{min} / \mathrm{pmol} C Y P$ by dividing them for the mean microsomal CYP concentration. $C Y P 3 A 4_{\text {liv }}$ and $C Y P 2 C 8_{\text {liv }}$ are the amounts of CYP3A4 and CYP2C8 in the liver. Enzyme amounts are calculated as the enzymatic concentration per $m g$ of protein, times $M P P G L$, times liver mass in grams [199]. All the parameters were considered fixed, except OATP1B1, CYP3A4 and CYP2C8 abundances which were considered log-normally distributed.

A variance based GSA was performed on the predicted central com-
partment AUC, considering different levels of correlation between CYP3A4 and CYP2C8 microsomal concentrations. The joint distribution of the two CYPs' microsomal concentration is shown in equation 6.3. We considered different linear correlation coefficients $(\rho)$ between the natural logarithm of the two cytochromes' concentrations: 0 (absence of correlation), $0.1,0.3$, $0.5,0.7,0.9$ and a physiological $\rho$ equal to 0.7436 [202]. OATP1B1 abundance was considered to be independent from CYP3A4 and CYP2C8 since there information on correlations between transporters and enzymes are currently sparse and starting to emerge [212].

To express the correlation between CYP3A4 and CYP2C8 a linear regression with the addition of a noise term was used, as suggested by [21]. For each of the correlation coefficient, 1000 samples were extracted from the joint probability distribution of the natural logarithms of CYP3A4 and CYP2C8 concentrations. On these samples, parameters of a linear regression ( $\beta_{0}$ and $\beta_{1}$ ) were identified considering CYP2C8 concentrations as a function of CYP3A4 concentration, a constant standard deviation for the residual error. CYP2C8 concentrations were then expressed as the values predicted by using the regression with the addition of a noise term $\varepsilon$, as reported in equation 6.12.

$$
\begin{equation*}
\log \left([C Y P 2 C 8]_{m i c}\right)=\beta_{0}+\beta_{1} \log \left([C Y P 3 A 4]_{m i c}\right)+\varepsilon \tag{6.12}
\end{equation*}
$$

$\varepsilon$ was considered normally distributed with a mean equal to 0 and variance equal to the one estimated from the residuals of the linear regression.

Then, for each correlation level, a variance based GSA was performed. $n$ samples extracted from the $k$-dimensional unit hypercube, with $k=3$ (number of parameters), were manipulated to obtain the OATP1B1 and CYP3A4 concentration distributions and the distribution of $\varepsilon$. $n$ was set equal to 7000 . The analysis was repeated five times to assess the variability of the sensitivity indices estimation. In conclusion, for each correlation level we calculated the main and the total effect for all the variable model parameters (i.e., CYP3A4, CYP2C8 and OATP1B1 concentrations). Finally, the same analysis was performed again, considering CYP3A4 expressed as a function of CYP2C8, with the purpose to assess the impact of the arbitrary
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decision of what variable is the independent one in the linear regression model.

## 6. Accounting for inter-correlation between enzyme abundance

### 6.3 Results

### 6.3.1 Results for two CYPs in the liver

For the model represented in figure 6.1 (a) and described in equation system 6.1, the distribution of central compartment AUC was simulated for each combination of $C L_{i n t}$ and $I$, both in case of presence and absence of correlation between the liver expression of the two enzymes metabolising the drug. Then, for each of these AUC distribution pairs, the index $R_{P}$, in equation 6.4, was calculated for the $5^{\text {th }}, 50^{\text {th }}$ and $95^{\text {th }}$ percentiles. Results are shown in figure 6.2.


Figure 6.2: $R_{P}$ indices for the model in figure 6.1 (a), computed for different inhibition levels and $C L_{\text {int }}$ values: a) $R_{P}$ indices for the $5^{\text {th }}$ percentile; b) $R_{P}$ indices for the median; c) $R_{P}$ indices for the $95^{\text {th }}$ percentile; d) $R_{P}$ indices for $5^{\text {th }}$ percentile, median and $95^{\text {th }}$ percentile in absence of inhibition. For central $C L_{\text {int }}$ values the AUC distribution is wider ( $R_{P, 5^{\text {th }}}<0$ and $\left.R_{P, 95^{t h}}>0\right)$ in case of correlation with respect to the absence of that.

### 6.3. Results



Figure 6.3: Ratio between $R_{i n h, c o r r}$ and $R_{\text {inh,not corr }}$. It is possible to observe that in case of correlation the distribution of $R_{\text {inh,corr }}$ is narrower with respect to the one of $R_{\text {inh,not corr }}\left(95^{\text {th }}\right.$ percentile $<0$ and $5^{\text {th }}$ percentile $>0$ ). Moreover, it can be seen that the median of the ratios in case of correlation is equal to the one in case of absence of that.

Due to the presence of correlation between $E_{1}$ and $E_{2}$, the $5^{\text {th }}$ percentile of the central compartment AUC is reduced by more than $5 \%$ and the $95^{\text {th }}$ percentile increases by more than $15 \%$, while the median remains almost stable. In the presence of correlation, when $E_{1}$ is highly expressed, $E_{2}$ is likely to be highly expressed as well. Instead, in case of absence of correlation, if $E_{1}$ is highly expressed then $E_{2}$ is equally likely to have any expression level according to its distribution. Therefore, in presence of correlation, the metabolism is likely to be higher, and thus the AUC is lower. For the same reason, in case of low expression of one of the two enzymes, the metabolism is likely to be lower, and so the AUC is higher if the enzymes are correlated, as compared to the case of uncorrelated expressions. For central values of $C L_{\text {int }}$ a higher correlation effect can be observed while a lower effect can be observed for extreme $C L_{i n t}$ values. For higher $C L_{i n t}$
values, this is probably a consequence of the metabolism becoming flowlimited and therefore less dependent on enzymatic abundances. For lower $C L_{\text {int }}$ values the clearance is so low that even inhibiting one enzyme does not change the overall absolute metabolic clearance.

For each value of $C L_{i n t}$, the ratio ( $R_{i n h}$ ) between the central compartment AUC when $I=0$ and when $I=1$ was calculated in case of presence ( $R_{\text {inh,corr }}$ ) and absence ( $R_{\text {inh }, \text { not corr }}$ ) of correlation. Then, the ratio $R_{i n h, c o r r} / R_{\text {inh, not corr }}$ was computed and the results are shown in figure 6.3. When the correlation between enzymatic expression is present, the distribution of $R_{i n h}$ is narrower in comparison to the absence of correlation. This effect is more apparent for central $C L_{i n t}$ values and it is weaker for extreme $C L_{\text {int }}$ values. In presence of correlation, when $E_{1}$ has high expression, $E_{2}$ is likely to have high expression and so when $E_{2}$ is completely inhibited, the capacity for drug metabolism via $E_{1}$ is still high. In this case, the change in AUC values would be limited compared to the case of absence of correlation, in which most of the metabolism could be due to the activity of one enzyme alone. Instead, if $E_{1}$ has low expression, $E_{2}$ is likely to have low expression, thus the metabolism would still be low in case of complete inhibition of $E_{2}$, therefore the AUC values would still be high. In the case of absence of correlation, the complete inhibition of one enzyme could dramatically change the AUC values. For these reasons, the distribution of $R_{i n h}$ is narrower in the presence of correlation. The correlation effect is higher for central $C L_{\text {int }}$ values and lower for extreme $C L_{i n t}$ values, probably for the same reasons as it is for $R_{P}$ : for higher $C L_{\text {int }}$ values the metabolism becomes flow-limited and so less dependent on enzymatic expression, while for lower $C L_{\text {int }}$ values the clearance is so low that even inhibiting one enzyme does not change the overall absolute metabolic clearance.

### 6.3.2 Results for CYP3A4 in gut wall and in liver

For the model represented in figure 6.1 (b) and described by equation system 6.5, the $F_{\text {oral }}$ distribution was calculated for each combination of $C L_{\text {int }}$ and $I$, both in the case of presence and absence of correlation between CYP3A4 expression in the gut wall and liver. Then, for each of these AUC
distribution pairs, the index $R_{P}$ was calculated for the $5^{\text {th }}, 50^{\text {th }}$ and $90^{\text {th }}$ percentiles. Results are shown in figure 6.4.

In presence of the correlation, the $5^{\text {th }} F_{\text {oral }}$ percentile decreases of more than $20 \%$ and the $95^{\text {th }}$ percentile increases of more than $35 \%$, while the median remains stable. This effect mainly occurs for high $C L_{i n t}$ values. In the case of correlation, for high liver CYP3A4 expression, it is likely to be high also the gut wall CYP3A4 expression. Instead, in absence of correlation, for high values of liver CYP3A4 expression, the gut wall expression could equally likely be any value, according to its distribution. In such cases, when the correlation is present, the metabolism is likely to be higher, thus the $F_{\text {oral }}$ lower. For the same reasons, in case of low CYP3A4 expression in one of the two sites, the metabolism is likely to be lower, and so the $F_{\text {oral }}$ to be higher, if the enzymes are correlated, with respect to the case of absence of correlation. The correlation effect could mainly be observed for high $C L_{\text {int }}$ values, as compared to mean or low $C L_{\text {int }}$ values, in which little or no effect is observed. Therefore, the effect of the correlation could only be seen for low values of oral bioavailability. In figure 6.5 , for central or lower $C L_{i n t}$ values, the fraction of the drug metabolised in the liver is much higher with respect to the one metabolised in the gut wall. The two fractions start to be comparable only for high $C L_{i n t}$ levels, and so this is probably why the effect of the correlation is stronger in these cases.

For each value of $C L_{\text {int }}$, the ratio $\left(R_{\text {inh }}\right)$ of $F_{\text {oral }}$ in case of complete inhibition of CYP3A4 in both gut wall and liver $(I=0)$ and in case of absence of inhibition $(I=1)$ was calculated. Results are reported in figure 6.6. It can be seen that the distribution of the ratio is slightly wider in the case of presence of correlation as compared to no correlation. It is possible to explain this behaviour by looking at the $R_{\text {inh }}$ analytical expression in equation 6.8. In fact, if the expressions of CYP3A4 in gut wall and liver are correlated, it is more likely that low values of clearance in the gut wall correspond to low values of clearance in the liver, leading to higher $F_{\text {oral }}$ in comparison to the case of absence of correlation. Similarly, in the presence of correlation, high values of clearance in the gut wall are likely to correspond to high values of clearance in the liver, leading to a lower $F_{\text {oral }}$.

In case of complete inhibition of CYP3A4 metabolism in only one of the
two sites, for example the gut wall (as is the case for grapefruit juice interaction studies [213]), the ratio of $F_{\text {oral }}$ in the inhibited state over $F_{\text {oral }}$ in absence of inhibition, is equal to $\left(\frac{Q_{e n t}}{V_{e n t}}+\frac{C L_{e n t}}{V e n t} I\right) /\left(\frac{Q_{e n t}}{V_{e n t}}+\frac{C L_{e n t}}{V e n t}\right)$. Thus, in these cases the ratio does not depend on the correlation between CYP3A4 in the gut wall and liver.

### 6.3.3 Results for CYP3A4 and OATP1B1 in liver

For the model represented in figure 6.1 (c) and described in equation system 6.9, the distribution of central compartment AUC was simulated for each combination of $C L_{i n t, C Y P}$ and $C L_{i n t, O A T P}$, in both the cases of presence and absence of correlation between the liver expression of the two enzymes metabolising the drug. Then, for each of these AUC distribution pairs, the index $R_{P}$ was calculated for $5^{\text {th }}, 50^{\text {th }}$ and $95^{\text {th }}$ percentiles. Results are shown in figure 6.7.

Due to the presence of correlation between OATP1B1 and CYP3A4, the central compartment AUC $5^{\text {th }}$ percentile is reduced by more than $20 \%$, the $95^{\text {th }}$ percentile increases by more than $25 \%$ and the median remains stable. In case of correlation, high OATP1B1 concentrations are likely to correspond to high CYP3A4 concentrations. Therefore, the drug is quickly transported into the intracellular liver compartment and is then rapidly metabolised. This leads to lower central compartment AUC values compared to the absence of correlation, where high OATP1B1 concentrations could equally likely correspond to high or low CYP3A4 concentrations. Similarly, in the case of correlation low OATP1B1 concentrations are likely to correspond to low CYP3A4 concentrations and therefore leads to higher central compartment AUC values.

### 6.3.4 GSA results for the repaglinide model

Variance based global sensitivity analysis was performed on central compartment AUC, as predicted using the reduced repaglinide PBPK model represented in figure 6.1 (d) and described by equation system 6.11 . The main and total effects were calculated for CYP3A4, CYP2C8 and OATP1B1

### 6.3. Results

concentrations. The correlation between the two cytochromes microsomal concentrations was modelled through a linear regression with CYP3A4 and CYP2C8 being the independent and dependent variable, respectively. Results are shown in figures 6.8 and 6.9.

In case of absence of correlation $(\rho=0)$, the parameter that mostly explains the central compartment AUC variance is the OATP1B1 concentration, followed by CYP2C8 and CYP3A4 concentrations, with total effects equal to $0.5456,0.434$ and 0.1617 , respectively. Despite the lower mean microsomal concentration and lower $V_{\max }$ in the case of repaglinide metabolism, variability in the abundance of CYP2C8 is more important than variability in CYP3A4 when it comes to explaining the variance in AUC. This could be explained by the higher variability of microsomal CYP2C8 and by the lower value of $K_{M}$ for repaglinide, as compared to that of CYP3A4.
Moving towards higher correlation coefficients, the importance of OATP1B1 and CYP2C8 concentrations is reduced and the importance of CYP3A4 concentrations is increased. In the case of physiological correlation ( $\rho=$ 0.7436 ), the total effects of OATP1B1, CYP2C8 and CYP3A4 concentrations are equal to $0.4499,0.122$ and 0.5174 , respectively. The increased importance of CYP3A4 and reduced importance of CYP2C8 as correlation increases are probably mainly a consequence of CYP2C8 being dependent on CYP3A4. This because CYP2C8 concentrations are derived through a linear regression where CYP3A4 is the independent variable. Moreover, the variability of $\varepsilon$, the residual variability or error, decreases as $\rho$ increases. In fact, the variance of $\varepsilon$ is reduced from 1.8629 when $\rho=0$, to 0.8329 when $\rho=0.7436$. Instead, in equation system 6.11, the parameters related with OATP1B1 concentration distribution do not change through different correlation levels between the two CYPs. So, the reduction of OATP1B1 main and total effect when $\rho$ increases, is explained by the increase of the level of correlation between CYP3A4 and CYP2C8. Thus, the more CYP3A4 and CYP2C8 are correlated, the less OATP1B1 is important on central compartment AUC variance.

The results of the analysis performed considering CYP3A4 as a function of CYP2C8 are shown in figure 6.10. In summary, the observations are: 1)
when $\rho$ is equal to 0 the main and total effect of all the three parameters are the same to the ones shown in figure $6.8 ; 2$ ) main and total effect of OATP1B1 do not change across the different correlation levels with respect to the ones shown in figure 6.8. The differences seen in the results of the analysis shown in figure 6.8 are that in this case CYP2C8 main and total effect increase and CYP3A4 main and total effect are reduced, as $\rho$ increases. This because, similarly to the results explained above, CYP3A4 concentrations depend on CYP2C8 concentrations.
a) $R_{P} 5^{\text {th }}$ percentile
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Figure 6.4: $R_{P}$ indices for the model in figure 6.1 (b), computed for different inhibition levels and $C L_{\text {int }}$ values: a) $R_{P}$ indices for the $5^{\text {th }}$ percentile; b) $R_{P}$ indices for the median; c) $R_{P}$ indices for the $95^{\text {th }}$ percentile; d) $R_{P}$ indices for $5^{\text {th }}$ percentile, median and $95^{\text {th }}$ percentile in absence of inhibition. For higher $C L_{\text {int }}$ values the AUC distribution is wider ( $R_{P, 5^{\text {th }}}<0$ and $\left.R_{P, 95^{t h}}>0\right)$ in case of correlation with respect to the absence of that.


Figure 6.5: $5^{\text {th }}$ percentile, median and $95^{\text {th }}$ percentile of the fraction metabolized by the liver (panel a) and the gut wall (panel b) distributions for different values of $C L_{i n t}$, in case of absence of inhibition, predicted by using the model in figure 6.1 (b). It is possible to observe that the percentiles of the fraction metabolized by the gut wall distributions are equal in case of presence and absence of correlation. This result is trivial because the fraction metabolized by the gut wall depends only on the CYP3A4 expression in that site. Moreover, it is possible to observe that the two yellow median lines overlap in both panel a and b .

### 6.3. Results



Figure 6.6: Ratio between the bioavailability in presence and absence of inhibition of both CYP3A4 gut wall and liver clearance ( $I=0$ and $I=1$, respectively), predicted by using the model in 6.1 (b) and calculated for different values of $C L_{i n t}$. Continuous and dashed lines represent the various percentiles $\left(5^{\text {th }}, 50^{\text {th }}\right.$ and $\left.95^{\text {th }}\right)$ in absence and presence of correlation between CYP3A4 in gut wall and in liver.

## 6. Accounting for inter-correlation between enzyme abundance



Figure 6.7: $R_{P}$ indices for the model in figure 6.1 (c), computed for different levels of CYP3A4 and OATP1B1 intrinsic clearances: a) $R_{p}$ indices for the $5^{\text {th }}$ percentile; b) $R_{P}$ indices for the median; c) $R_{P}$ indices for the $95^{\text {th }}$ percentile; d) $R_{P}$ indices in function of CYP3A4 intrinsic clearance for the $10^{\text {th }}$ entry (out of 20) of OATP1B1 intrinsic clearance vector. For central $C L_{\text {int }}$ values the AUC distribution is wider ( $R_{P, 5^{t h}}<0$ and $R_{P, 95^{t h}}>0$ ) in case of correlation with respect to the absence of that.


Figure 6.8: Main and total effect of CYP3A4, CYP2C8 and OATP1B1 concentrations, for different correlation levels between CYP3A4 and CYP2C8, for the model in figure 6.1 (d). Indices corresponding to the physiological $\rho$ are highlighted in red. To deal with the correlation between the two enzymatic concentrations, here CYP2C8 was expressed as a function of CYP3A4 by using a linear regression plus the addition of a noise. Error bars represent the standard deviation of the estimated sensitivity indices.


Figure 6.9: Main and total effect of CYP3A4, CYP2C8 and OATP1B1 concentrations, in case of absence and presence of a physiological correlation between the expression of CYP3A4 and CYP2C8, for the model in figure 6.1 (d). To deal with the correlation between the two enzymatic concentrations, here CYP2C8 was expressed as a function of CYP3A4 by using a linear regression plus the addition of a noise. Error bars represent the standard deviation of the estimated sensitivity indices.


Figure 6.10: Main and total effect of CYP3A4, CYP2C8 and OATP1B1 concentrations, for different correlation levels between CYP3A4 and CYP2C8, for the model in figure 6.1 (d). Indices corresponding to the physiological $\rho$ are highlighted in red. To deal with the correlation between the two enzymatic concentrations, here CYP3A4 was expressed as a function of CYP2C8 by using a linear regression plus the addition of a noise. Error bars represent the standard deviation of the estimated sensitivity indices.

## 6. Accounting for inter-correlation between enzyme abundance

### 6.4 Discussion

The aims of this work were, first of all, to perform an uncertainty analysis to assess the effect of the correlation between enzymatic expressions at different sites in the body on the PK of different types of drugs and second, to understand how the correlation between enzymatic abundances impacts the results of global sensitivity analysis. In this context, three semi-physiological models were considered to describe the PK of generic drugs metabolised by two enzymes with correlated expressions, in order to analyse the following cases: 1) impact of the correlation between the expression of two enzymes present in the liver on the plasma AUC of drugs that are metabolized by both these enzymes; 2) impact of the correlation between gut wall and liver CYP3A4 expression levels on the bioavailability of CYP3A4 metabolised drugs; 3) impact of the correlation of OATP1B1 and CYP3A4 expressed in the liver on the plasma AUC of drugs that are substrates of both proteins.

Concerning the first case, the correlation acts to enlarge the plasma AUC distribution ( $R_{P}<-0.05$ for the $5^{\text {th }}$ percentile, $R_{P}>0.1$ for the $95^{\text {th }}$ percentile) and results in a more narrow distribution of the ratio between plasma AUC in presence and in absence of inhibition, especially for mean values of $C L_{\text {int }}$ (figures 6.2 and 6.3). These results are in accordance with the observations reported in [201], in fact in that study it was shown that a PBPK model ignoring correlation between two drug-metabolising enzymes may overestimate the effect of the DDI when one of the two enzymes is inhibited. Concerning the second case, the effect on the bioavailability seems to be relevant $\left(R_{P}<-0.2\right.$ for the $5^{\text {th }}$ percentile, $R_{P}>0.2$ for the $95^{\text {th }}$ percentile) only for high levels of intrinsic clearance. However, it must be considered that in this analysis we did not included the dissolution process and we considered high absorption. So, the results are limited to the above situation. Finally, concerning the third case, the correlation shows its effect on plasma AUC especially for mean levels of $C L_{\text {int }}$ ( $R_{P}<-0.2$ for the $5^{\text {th }}$ percentile, $R_{P}>0.2$ for the $95^{\text {th }}$ percentile). The correlation between OATP1B1 and CYP3A4 expressions may be considered a theoretical exercise alone given the fact that, to our knowledge, there are no data available
to support (or reject) this hypothesis.
Further, we have to consider the fact that in this analysis we used simple semi-physiological models, with a limited number of compartments and limited sources of variability (practically exclusively limited to the parameters that are considered correlated), and not complex whole body PBPK models (such as: Simcyp Simulator, GastroPlus and more). This was done to highlight the effect of the correlation, if present, and to allow an easier interpretation of the results. The problem of using a whole body PBPK is that there are too many variables to control, consequently, the parameters space would become too large to analyse and so, one is forced to reduce it considering, for example, a specific case drug (e.g., repaglinide [201]). With simple compartmental models the parameters space is reduced, and it becomes possible to investigate more generally in what parameter space interaction effects occur and their extent in function of set of parameters (e.g., the intrinsic clearance). This would not directly correspond to a specific drug or class of drugs. However, our study could be a useful guide to indicate in what situations the correlation may have a potential effect.

The results of this analysis show the necessity of considering the correlation between enzymatic expressions in physiological model when confidence in biological evidence for such correlations is high. Otherwise, there is a risk of underestimating the population variability or overestimate the effect of DDI (though this is shown for direct correlations of enzymes and the reverse could be true if the enzyme abundances were inversely related). To remain true to the knowledge of the system, PBPK platforms should not ignore known correlations of any of the model parameters. However, one has to consider that in a whole body PBPK model (unlike the minimal model used in our investigation), it is likely that some of our findings might be mitigated due lack of dominance of parameters that we intentionally selected in this study. Our study considered some conditions (e.g., equal intrinsic clearance between two correlated enzymes) which were in favour of propagating the inter-correlation effect to make the point and these may not be the case at the presence of multiple parameters variabilities and correlations.
This analysis could be also useful for informing experimental design, for
instance to assess the impact of hypothetical correlations prior to the generation of the data. For example, in order to asses if a correlation exists between CYP3A4 in gut wall and in liver, an appropriate number of paired samples in the same subjects should be collected. This could be challenging in terms of sample collection and expensive. Knowing that this correlation, even if present, has little or no impact except for high intrinsic clearance drugs, could be useful information when choosing what experiments to prioritise and their design.

Given the recent interest of the EMA in sensitivity analysis [50], we wanted to investigate the impact of the correlation between enzymatic abundances when performing GSA. A variance based GSA was performed on a reduced PBPK model for repaglinide, a substrate drug for CYP3A4 and CYP2C8, these two enzymes have been shown to be correlated in the liver [202]. One initial problem was to find an appropriate methodology to conduct a GSA in the case of correlated parameters. Naïvely, an easy way could be to extract correlated samples from the space of parameters (e.g., enzymatic expression), compute the model outputs (e.g., plasma AUC) for each one of these parameters sets and then perform a GSA using the linear correlation coefficient between the outputs and the input parameters. In case of correlated parameters, the results of this analysis could be misleading. For example, let us consider the theoretical case of a model describing the PK of a drug metabolised by CYP3A4 in liver. In a population simulation, plasma AUC would probably be correlated with CYP3A4 liver expression. Considering that the expressions of liver CYP3A4 and CYP2C8 are correlated, the drug plasma AUC would be correlated with CYP2C8 expression. This because the presence of a correlation between the two proteins and not because CYP2C8 plays a role in the metabolism of the drug. So, in these situations, performing a GSA using the correlation coefficient could give misleading results.

In the literature, different methodologies exist to perform GSA in case of correlated parameters, see for example [214, 215, 216, 217], but as reported in a recent review: 'this issue remains misunderstood' [78]. Therefore, we choose to express the correlation between two parameters using an explicit relationship (in our case linear regression) with a residual error term and
then perform a variance based GSA on uncorrelated parameters [21].
Implementing the correlation between parameters can influence the results of the GSA. In fact, in figures 6.8 and 6.9 it can be seen how the OATP1B1 main and total effect change, even if not dramatically, throughout different correlation levels between CYP3A4 and CYP2C8. Nevertheless, with the chosen method for performing the GSA, one should be careful when interpreting the sensitivity indices. In figure 6.8 it is possible to observe that the importance of CYP3A4 and CYP2C8 increases and decreases, respectively, as the correlation between the two enzymatic expression increases. This effect is probably mainly due to CYP2C8 being dependent on CYP3A4, because the latter was arbitrarily chosen to be the independent variable in the linear regression and not because the CYP3A4 catalysed reaction acquires more importance. In this analysis we considered the abundances of CYP3A4 and CYP2C8 independent from the one of OATP1B1. If these abundances were correlated, the results would probably be different. It is important to note that the approach used in this paper to treat correlation in GSA is difficult to use when more than two parameters are correlated with each other.

To our knowledge, this is the first systematic analysis that investigates the impact of correlation between enzymatic abundances on drug clearance and metabolic DDIs with GSA in mind. Implementing the correlation between the enzymatic expression in population physiological models has the potential to impact the results of both predictions and GSA. Ignoring these correlations could lead to the generation of implausible parameter combinations and to incorrect estimation of parameters related to the PK (e.g., clearance). Thus, it is appropriate to assess experimentally if these correlations exist, their extent and how they differ with genetics, disease or physiological conditions. The approach presented in this study can be applied to highlight what correlations are of potential interest and therefore could be useful for informing experimental design. Our work informs the debate that is needed to take place in considering recent data generated by the proteomic analysis and regulatory interest in the use of sensitivity analysis in PBPK. We fully encourage continuation of investigation on inter-correlation not only for protein expressions relevant to drug disposi-
tion, but also for the various attributes of the gastro-intestinal tract where many potential/likely correlations related to physiology and biology are not fully considered in PBPK models yet. Inter-correlations may not be relevant when considering the model for an average individual, however, they are pertinent to all aspects of population-based projections from mechanistic models within pharmacometrics and systems pharmacology modelling.

## Chapter

## Overall conclusions

The parameters of mechanistic models are inherently uncertain. Many drug-related parameters are measured, thus they are affected by measurement errors. Other parameters can be calibrated, so they are subject to estimation errors. Others can be predicted with other models and thus, they are affected by prediction errors. Moreover, if we consider a population, the parameters are variable as well as uncertain. The immediate consequence of the parameters being uncertain or variable is that the model outputs would be uncertain or variable too. The quantification of the model output variation is referred as uncertainty analysis. Instead, the act of apportioning the output variation to the sources of uncertainty or variability in the model inputs is referred as sensitivity analysis. Dependently on the choice of the input parameters variation, uncertainty and sensitivity analysis answer at different questions and thus, have different aims.

In this thesis, I showed some of the possible uses of uncertainty analysis and GSA for mechanistic models used in the field of pharmacology and, in particular, for PBPK models.

GSA can be used to understand what parameters mainly drive the variability of certain metrics of interest in a given population. This was the case of the mechanistic model describing gemcitabine PK, in chapter 3.

In that case, GSA showed that individual genetic factors affecting gemcitabine metabolism are mainly responsible for different accumulation of the active metabolites in the target tissue and so, for the different treatment responses. By doing this analysis, it was possible to highlight that a better characterization of the population distribution of the target enzymes is needed to improve the predicted variability.

GSA can be performed considering the 'between-drugs' parameters variability. In this case, we called this analysis 'inter-compounds GSA'. This type of GSA helps in understanding the behaviour of the model as a function of parameters variation and in identifying limiting steps and bottlenecks. Inter-compound GSA was found to be particularly useful during the process of model development, as shown for the PBPK absorption model for inhaled compounds in chapter 5 . In fact, this analysis helped in understanding if the model behaved as expected and, in case of discrepancies between the actual and the expected model behaviours, it gave useful information for identifying the reasons. Moreover, inter-compounds GSA gives an a priori information on what drug-specific parameters should be know with a lower degree of uncertainty in order to allow more confident model predictions. This analysis was found to be useful also for well constructed, understood and characterized models, such the ones describing intestinal absorption. As shown in chapter 4, we identified the radius of the particle size of the formulation as one of the most sensitive parameters, especially for compounds administered at low dose levels. However, this parameter has also a high level of missingness in the OrBiTo database of compounds. Thus, we concluded that a performance evaluation fixing the value of one of the most sensitive parameters to an assumed or mean value, in certain situations, could result in an incomplete interpretation.

GSA can be performed also considering the parameters uncertainty related to a specific compound. This analysis was called 'intra-compound GSA'. As shown in chapter 5, with this analysis is possible to understand how much the model output variation is apportioned to the model input uncertainty. If the model output uncertainty is considered too wide, and thus the model predictions unreliable, GSA helps in selecting what parameters should be know with lower degree of uncertainty in order to give more
precise predictions.
Uncertainty and sensitivity analysis helped also in informing experimental design. In fact, as explained in chapter 6 , these analyses allowed to asses the impact of plausible correlations on some metrics of interest prior the data generation. For example, we identified that the correlation between CYP3A4 in the gut-wall and in the liver has little or no impact except for high intrinsic clearance drugs. Given that the process of experimentally assess the extent of this correlation can be expensive and challenging, knowing the results of this analysis could be useful when choosing what experiments to prioritize.

In our experience, uncertainty analysis and GSA showed their utility both in model development and use. In particular, they helped in understanding the model behaviour, identifying sensitive assumptions, uncovering technical errors and establishing priorities for research.

However, GSA showed some criticism. We observed that in certain situations identifying all the uncertain factors and determining their distribution was not an easy task. This is a well known concern, in fact it was already highlighted in $[218,219]$. The choice of a given factor distribution introduces a subjective decision in the analysis [219]. This has the potential to impact the shape of the output distribution and the sensitivity indices. One alternative could be just to fix an uncertain factor to a given value, as often is done in PBPK models. However, even the choice of that particular value is subjective. For example, it could be the result of a given experiment rather than another one, or the mean (or median) of the results of multiple experiments. Despite the fact of being subjective too, fixing an uncertain factor before knowing if it has an impact on the model outputs, as extensively discussed in this thesis, is not a good practice. In fact, obtaining precise output through the arbitrary restriction of the input space of uncertainty and variability is a way of 'GIGOing' (from garbage in, garbage out, GIGO) [60, 218].

As highlighted by regulatory agencies and practitioners from multiple disciplines, sensitivity analysis is crucial for the quality assessment of model based inference [50, 51, 218]. However, guidances regarding PBPK models should further stress the use of appropriate sensitivity methods. To avoid a
perfunctory sensitivity analysis [66], they should dissuade the use of those methods that badly explore the parameter space and that do not allow the detection of interaction effects.

In conclusion, the aim of this thesis has been to show the utility of uncertainty analysis and GSA in PBPK modelling and simulation, with the view of seeing these techniques routinely applied in model development and use.


## Model equations, parameters and simulation results for the mechanistic model presented in chapter 3

## A. 1 PBPK model equations

Given the hydrophilic nature of dFdC it was decided to model each organ with a permeability limited model. $R_{h C N T 1, t}, R_{h E N T 1, t}$ and $R_{C D A, t}$ are hCNT1, hENT1 transport reaction and CDA metabolism in the tissue $t$, respectively [125].

$$
R_{h C N T 1, t}=V_{e x t, t} e_{h C N T 1, t} k_{h C N T 1} \frac{V_{i n t, t}}{V_{e x t, t}} C u_{e x t, t}
$$

$$
\begin{aligned}
& R_{h E N T 1, t}=e_{h E N T 1, t}\left(V_{e x t, t} k_{h E N T 1, i n} \frac{V_{i n t, t}}{V_{e x t, t}}\right. C u_{\text {ext }, t} \\
&\left.-V_{i n t, t} k_{h E N T 1, o u t} C u_{i n t, t}\right) \\
& R_{C D A, t}=V_{i n t, t} e_{C D A, t} C L_{C D A} C u_{i n t, t}
\end{aligned}
$$

$e_{x, t}$ is the enzyme or transporter relative expression in the tissue $t, k_{x}$ is the linear rate constant, assumed to be equal in all the organs and $C u_{e x t, t}$ and $C u_{i n t, t}$ are the unbound extracellular and intracellular dFdC concentrations, respectively. Here are reported the differential equations relative to adipose tissue, bone, brain, stomach, small intestine, large intestine, heart, kidneys, muscle, skin and spleen.

$$
\begin{aligned}
V_{e x t, t} \frac{d C u_{e x t, t}}{d t} & =Q_{t}\left(C_{a r t}-\frac{C u_{e x t, t}}{P_{t: p} / B: P}\right)-R_{h C N T 1, t}-R_{h E N T 1, t} \\
V_{i n t, t} \frac{d C u_{i n t, t}}{d t} & =R_{h C N T 1, t}+R_{h E N T 1, t}-R_{C D A, t}
\end{aligned}
$$

Liver differential equations (subscripts $s$ int and $l$ int represent small and large intestine, respectively).

$$
\begin{aligned}
V_{\text {ext,liver }} \frac{d C u_{\text {ext,liver }}}{d t} & =Q_{\text {liver }}\left(C_{\text {art }}-\frac{C u_{\text {ext,liver }}}{P_{\text {liver }: p} / B: P}\right) \\
& +Q_{\text {stomach }} \frac{C u_{\text {ext }, \text { stomach }}}{P_{\text {stomach }: p} / B: P}+Q_{\text {s int }} \frac{C u_{\text {ext }, \text { s int }}}{P_{\text {s int }: p} / B: P} \\
& +Q_{l \text { int }} \frac{C u_{\text {ext }, \text { lint }}}{P_{l \text { int }: p} / B: P}+Q_{\text {panc }} \frac{C u_{\text {ext }, \text { panc }}}{P_{\text {panc: } p} / B: P} \\
& +Q_{\text {spleen }} \frac{C u_{\text {ext,spleen }}}{P_{\text {spleen }: p} / B: P}-R_{h C N T 1, l i v e r ~}-R_{h E N T 1, \text { liver }} \\
V_{\text {int }, l i v e r ~} \frac{d C u_{\text {int }, \text { liver }}}{d t} & =R_{h C N T 1, \text { liver }}+R_{h E N T 1, \text { liver }}-R_{C D A, \text { liver }}
\end{aligned}
$$

## A.1. PBPK model equations

Lung differential equations.

$$
\begin{aligned}
V_{\text {ext,lungs }} \frac{d C u_{\text {ext,lungs }}}{d t} & =Q_{T O T}\left(C_{\text {ven }}-\frac{C u_{\text {ext,lungs }}}{P_{\text {lungs }: p} / B: P}\right) \\
& -R_{h C N T 1, \text { lungs }}-R_{h E N T 1, \text { lungs }} \\
V_{\text {int,lungs }} \frac{d C u_{\text {int }, \text { lungs }}}{d t} & =R_{h C N T 1, \text { lungs }}+R_{h E N T 1, \text { lungs }}-R_{C D A, l u n g s}
\end{aligned}
$$

Venous blood differential equation ( $\mathcal{T}$ contains all the organs and tissues except stomach, small intestine, large intestine, pancreas, spleen and arterial and venous blood).

$$
V_{v e n} \frac{d C_{v e n}}{d t}=\sum_{t \in \mathcal{T}} Q_{t}\left(\frac{C u_{e x t, t}}{P_{t: p} / B: P}\right)-Q_{T O T} C_{v e n}
$$

Arterial blood differential equations.

$$
V_{a r t} \frac{d C_{a r t}}{d t}=Q_{T O T}\left(\frac{C u_{\text {ext }, \text { lungs }}}{P_{\text {lungs }: p} / B: P}-C_{a r t}\right)
$$

Pancreas differential equations:

$$
\begin{aligned}
V_{e x t, p a n c} \frac{d C u_{e x t, p a n c}}{d t} & =Q_{p a n c}\left(C_{a r t}-\frac{C u_{\text {ext }, \text { panc }}}{P_{\text {panc:p}} / B: P}\right)-R_{h C N T 1, p a n c} \\
& -R_{h E N T 1, p a n c}-\frac{\widetilde{V}_{\text {max,hENT1 }} C u_{\text {ext }, \text { panc }} V_{\text {ext }, \text { panc }}}{\widetilde{K}_{M, h E N T 1}+C u_{\text {ext,panc }} V_{\text {ext,panc }}} \\
& -\frac{\widetilde{V}_{\text {max,CDA,ext }} C u_{\text {ext,panc }} V_{\text {ext,panc }}}{\widetilde{K}_{M, C D A, e x t}+C u_{\text {ext,panc }} V_{\text {ext,panc }}} \\
V_{\text {int,panc }} \frac{d C u_{\text {int,panc }}}{d t} & =R_{h C N T 1, p a n c}+R_{h E N T 1, p a n c}-R_{C D A, p a n c}
\end{aligned}
$$

## A. Gemcitabine model equations, parameters and simulation results

Intracellular tumour equations.

$$
\begin{aligned}
\frac{d d F d C_{i n t}}{d t} & =\frac{\widetilde{V}_{\text {max,hENT1 }} C u_{\text {ext,panc }} V_{\text {ext,panc }}}{\widetilde{K}_{M, h E N T 1}+C u_{\text {ext,panc }} V_{\text {ext,panc }}}-\frac{\widetilde{V}_{\text {max, } C D A, i n t} d F d C_{\text {int }}}{\widetilde{K}_{M, C D A, i n t}+d F d C_{i n t}} \\
& -\frac{\widetilde{V}_{\text {max,dCK }} d F d C_{i n t}}{\widetilde{K}_{M, d C K}+d F d C_{i n t}}+\widetilde{K}_{\text {mpc }} d F d C M P_{i n t} \\
\frac{d d F d C M P_{i n t}}{d t} & =\frac{\widetilde{V}_{\text {max, } d C K} d F d C_{i n t}}{\widetilde{K}_{M, d C K}+d F d C_{i n t}}-\left(\widetilde{K}_{M P C}+\widetilde{K}_{N M P K}\right) d F d C M P_{i n t} \\
& -\frac{\widetilde{K}_{C M P D} d F d C M P_{i n t}}{1+\widehat{I N H} d F d C T P_{i n t}}+\widetilde{K}_{D P M P} d F d C D P_{i n t} \\
\frac{d d F d C D P_{i n t}}{d t} & =\widetilde{K}_{N M P K} d F d C M P_{i n t}-\left(\widetilde{K}_{N D P K}+\widetilde{K}_{D P M P}\right) d F d C D P_{i n t} \\
& +\widetilde{K}_{T P D P} d F d C T P_{i n t} \\
\frac{d d F d C T P_{i n t}}{d t} & =\widetilde{K}_{N D P K} d F d C D P_{i n t}-\left(\widetilde{K}_{T P D P}+\widetilde{K}_{D N A}\right) d F d C T P_{i n t}
\end{aligned}
$$

All the parameters of the in vivo metabolic network are derived from the in vitro ones as explained in section 3.2.3.

## A. 2 dFdC pharmacokinetic model

The Zhang model[136] used to simulate dFdC pharmacokinetics for a typical male is here reported. This model was used for generating data used to identify the PBPK model parameters.

$$
\begin{aligned}
\frac{d d F d C_{c}}{d t} & =-\left(k_{12}+k_{10}\right) d F d C_{c}+k_{21} d F d C_{p} \\
\frac{d d F d C_{p}}{d t} & =k_{12} d F d C_{c}-k_{21} d F d C_{p} \\
\frac{d d F d C T P_{W B C}}{d t} & =\frac{V_{\max }\left[d F d C_{c}\right]}{K_{M}+\left[d F d C_{c}\right]}-k_{30} d F d C T P_{W B C}
\end{aligned}
$$

$d F d C_{c}, d F d C_{p}$ and $d F d C T P_{W B C}$ are the dFdC amount in central compartment, peripheral compartment and dFdCTP white blood cells (WBC) amount in $\mathrm{mmol} / \mathrm{m}^{2} .\left[d F d C_{c}\right]$ represents the drug concentration in central compartment. All the parameters values used for the simulations are reported in table A.1.

Table A.1: Zhang model parameters

| Parameters | value | units |
| :--- | :---: | ---: |
| $C L$ | 92.2 | $L / h / \mathrm{m}^{2}$ |
| $Q$ | 125 | $\mathrm{~L} / \mathrm{h} / \mathrm{m}^{2}$ |
| $V_{1}$ | 17.5 | $\mathrm{~L} / \mathrm{m}^{2}$ |
| $V_{2}$ | 47.4 | $\mathrm{~L} / \mathrm{m}^{2}$ |
| $V_{\text {max }}$ | 2 | $\mathrm{mmol} / \mathrm{h} / \mathrm{m}^{2}$ |
| $K_{M}$ | $7.5 \cdot 10^{-3}$ | $\mathrm{mmol} / \mathrm{L}$ |
| $K_{30}$ | 0.058 | $1 / \mathrm{h}$ |

A. Gemcitabine model equations, parameters and simulation results

## A. 3 Multiple dosages

Here, $3.34 \mathrm{mmol} / \mathrm{m}^{2}$ of dFdC were infused weekly for 20 weeks; results are shown in figure A.1.


Figure A.1: dFdC and its metabolites PK after multiple administrations.

## A. 4 System-specific parameters for PBPK building

In table A. 2 the relative expressions of hCNT1, hENT1 and CDA for all the organs considered in the PBPK model are reported. These values were taken from the Open Systems Pharmacology Suite, version 7.1. In table A. 3 the parameters relative to the organ compositions are reported, while in table A. 4 the organs weight, blood flow and blood content are reported.

Table A.2: Relative expression of hCNT1, hENT1 and CDA, in \%

| Organs | $\mathrm{hCNT1}^{a}$ | $\mathrm{hENT1}^{a}$ | $\mathrm{CDA}^{b}$ |
| :--- | :--- | :--- | :--- |
| Adipose | 0 | $2.53^{c}$ | 0 |
| Bone | 0.02 | 11.59 | 100 |
| Brain | 0.11 | 3.44 | 1.45 |
| Heart | 0.75 | 49.56 | 2.50 |
| Muscle | 0.62 | 100 | 1.02 |
| Skin | 0 | $2.53^{c}$ | 6.4 |
| Spleen | 0.02 | 2.53 | 16.47 |
| Kidney | 100 | 4.69 | 4.52 |
| Gonads | 0.45 | 9.54 | 1.29 |
| Lung | 0.03 | 5.9 | 1.1 |
| Stomach | 0.52 | 12.36 | 0.9 |
| Small intestine | 14.01 | 6.65 | 3.66 |
| Large intestine | 0.03 | 8.44 | 16.27 |
| Liver | 44.73 | 13.52 | 6.4 |
| Pancreas | 0.02 | 5.88 | 1.3 |

${ }^{a}$ RT-PCR values.
${ }^{b}$ Array values.
${ }^{c}$ In the Open Systems Pharmacology suite this value was not provided, so it was fixed to its lowest value.
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## A.4. System-specific parameters for PBPK building

Table A.4: Organs weight, blood flows and blood content

| Organs | weight fraction ${ }^{b}$ |  | blood flow fraction $^{a}$ |  | blood fraction $^{c}$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | male | female | male | female | male | female |
| Adipose | 0.2040 | 0.3220 | 0.0530 | 0.0900 | 0.05 | 0.0850 |
| Bone | 0.1620 | 0.1520 | 0.0530 | 0.0500 | 0.07 | 0.07 |
| Brain | 0.0210 | 0.0230 | 0.1280 | 0.130 | 0.012 | 0.012 |
| Heart | 0.0057 | 0.0055 | 0.0430 | 0.05 | 0.01 | 0.01 |
| Muscle | 0.4430 | 0.3380 | 0.1810 | 0.12 | 0.14 | 0.105 |
| Skin | 0.0520 | 0.0450 | 0.0530 | 0.05 | 0.03 | 0.03 |
| Spleen | 0.0033 | 0.0037 | 0.0320 | 0.03 | 0.014 | 0.0104 |
| Kidney | 0.0060 | 0.0067 | 0.2170 | 0.2 | 0.02 | 0.02 |
| Gonads | 0.0006 | 0.0002 | 0.0005 | 0.0002 | 0.0004 | 0.0002 |
| Lung | 0.0180 | 0.0170 | 1 | 1 | 0.1050 | 0.1050 |
| Stomach | 0.0023 | 0.0027 | 0.0110 | 0.01 | 0.01 | 0.01 |
| Small intestine | 0.0100 | 0.0120 | 0.1060 | 0.12 | 0.038 | 0.038 |
| Large intestine | 0.0056 | 0.0069 | 0.0430 | 0.05 | 0.022 | 0.022 |
| Liver | 0.0320 | 0.0320 | 0.0690 | 0.07 | 0.1 | 0.1 |
| Pancreas | 0.0026 | 0.0028 | 0.0110 | 0.01 | 0.006 | 0.006 |
| Blood | $0.0767^{d}$ | $0.0683^{d}$ | - | - | $(0,06,0.18)^{e}$ | $(0.06,0.18)^{e}$ |

${ }^{a}$ Organ weight fraction (including blood content) on total body weight [137].
${ }^{b}$ Fraction of cardiac output directed to each organ [137].
${ }^{c}$ Fraction of blood weight (relative to total blood weight) [170].
${ }^{d}$ Blood fraction on total body weight [170].
${ }^{e}$ (arterial fraction, venous fraction) [170].
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## GSA results for the

 physiological intestinal absorption models presented in chapter 4
## B. 1 GSA sensitivity indices

Below are presented the results of the analysis on the CAT based model for neutral, acidic and basic compounds, for basic compounds in presence of precipitation and on the mixing tank (MT) based model for neutral compounds, in that order. The reported sensitivity indices are the mean of those calculated on bootstrap samples. Each figure is composed of four panels containing one heatmap each: $\mathrm{A}, \mathrm{B}, \mathrm{C}$ and D . These heatmaps represent the results for the Biopharmaceutical Classification System (BCS) class I, II, III and IV, respectively. Each panel contains a heatmap that has the input parameters on the vertical axis and the different dose levels on the horizontal axis. Each heatmap cell contains the value of the main
and total effects relative to a parameter and dose level.
The parameters are:

- GET: gastric emptying time.
- SITT: small intestine transit time.
- CYP3A4_liv: concentration of CYP3A4 enzyme per mg of liver microsomal protein.
- CYP3A4_ent: amount of CYP3A4 in gut wall.
- CYP3A\&_CL: drug intrinsic clearance.
- $M P P G L$ : microsomal protein per g of liver.
- rho: density of the formulation.
- $r$ : formulation radius of the particle.
- mw: drug molecular weight.
- Peff: drug effective permeability through the gut wall.
- D0: dose number.
- $p K a$ : acid dissociation constant.
- Rss: supersaturation ratio.
- $k p$ : precipitation time constant.


## B.1.1 CAT based model - neutral compounds



Figure B.1: $f_{a}$ CV for CAT based model - neutral compounds


Figure B.2: $F_{\text {oral }}$ CV for CAT based model - neutral compounds


Figure B.3: $f_{a}$ main effect for CAT based model - neutral compounds


Figure B.4: $f_{a}$ total effect for CAT based model - neutral compounds


Figure B.5: $F_{\text {oral }}$ main effect for CAT based model - neutral compounds


Figure B.6: $F_{\text {oral }}$ total effect for CAT based model - neutral compounds

## B.1.2 CAT based model - acidic compounds



Figure B.7: $f_{a} \mathrm{CV}$ for CAT based model - acidic compounds


Figure B.8: $F_{\text {oral }}$ CV for CAT based model - acidic compounds
A) fraction absorbed, acid, main eff, class I

|  | A) fraction absorbed, acid, main eff, class I |  |  |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GET | 0.008724 | 0.02629 | 0.02639 | 0.001395 | -0.0055109 |  |  |  |
| SITT | 0.01928 | 0.04371 | 0.05579 | 0.09812 | 0.6553 |  |  |  |
| CYP3A4_liv | 0.00881 | 0.02609 | 0.0256 | 0.0005676 | -0.005277 |  |  |  |
| CYP3A4_-ent | 0.00881 | 0.02609 | 0.0256 | 0.0005676 | -0.005277 | 0.6 |  |  |
| CYP3A4_CL | 0.008809 | 0.02609 | 0.0256 | 0.0005676 | -0.005277 |  |  |  |
| MPPGL | 0.00881 | 0.02609 | 0.0256 | 0.0005676 | -0.005277 |  |  |  |
| ro | 0.009099 | 0.02626 | 0.0291 | 0.006008 | -0.005051 |  |  |  |
| r | 0.8148 | 0.6648 | 0.4133 | 0.1278 | -0.003268 |  |  |  |
| mw | 0.01158 | 0.03017 | 0.0319 | 0.002307 | -0.004986 |  |  |  |
| Peff | 0.0142 | 0.03279 | 0.04887 | 0.1877 | 0.5594 | 0.2 |  |  |
| D0 | 0.07751 | 0.1501 | 0.1923 | 0.07434 | -0.003611 |  |  |  |
| pKa | 0.02925 | 0.0542 | 0.05361 | 0.005002 | -0.005524 |  |  |  |
|  | 0.1 mg | 1 mg | 10 mg | 100 mg | 1000 mg |  |  |  |





Figure B.9: $f_{a}$ main effect for CAT based model - acidic compounds


Figure B.10: $f_{a}$ total effect for CAT based model - acidic compounds


Figure B.11: $F_{\text {oral }}$ main effect for CAT based model - acidic compounds


Figure B.12: $F_{\text {oral }}$ total effect for CAT based model - acidic compounds

## B.1.3 CAT based model - basic compounds



Figure B.13: $f_{a} \mathrm{CV}$ for CAT based model - basic compounds


Figure B.14: $F_{\text {oral }}$ CV for CAT based model - basic compounds


Figure B.15: $f_{a}$ main effect for CAT based model - basic compounds


Figure B.16: $f_{a}$ total effect for CAT based model - basic compounds


Figure B.17: $F_{\text {oral }}$ main effect for CAT based model - basic compounds


Figure B.18: $F_{\text {oral }}$ total effect for CAT based model - basic compounds

## B.1.4 CAT based model - basic compounds with precipitation



Figure B.19: $f_{a}$ CV for CAT based model - basic compounds with precipitation


Figure B.20: $F_{\text {oral }}$ CV for CAT based model - basic compounds with precipitation


Figure B.21: $f_{a}$ main effect for CAT based model - basic compounds with precipitation


Figure B.22: $f_{a}$ total effect for CAT based model - basic compounds with precipitation



Figure B.23: $F_{\text {oral }}$ main effect for CAT based model - basic compounds with precipitation


Figure B.24: $F_{\text {oral }}$ total effect for CAT based model - basic compounds with precipitation

## B.1. GSA sensitivity indices

## B.1.5 MT based model - neutral compounds



Figure B.25: $f_{a} \mathrm{CV}$ for MT based model - neutral compounds


Figure B.26: $F_{\text {oral }}$ CV for MT based model - neutral compounds


Figure B.27: $f_{a}$ main effect for MT based model - neutral compounds


Figure B.28: $f_{a}$ total effect for MT based model - neutral compounds


Figure B.29: $F_{\text {oral }}$ main effect for MT based model - neutral compounds


Figure B.30: $F_{\text {oral }}$ total effect for MT based model - neutral compounds

## B. 2 GSA indices uncertainty

CV, expressed in percentage, of the most sensitive parameter (the one with higher total effect) for a given dose and a given BCS class, obtained using 1000 bootstrap samples.
B.2. GSA indices uncertainty

Table B.1: CAT based model, neutral compounds, $f_{a}$, main effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 0.88 | 1.33 | 4.29 | 6.82 | 4.07 |
| BCS II | 3.72 | 2.12 | 1.75 | 2.97 | 1.52 |
| BCS III | 1.81 | 2.65 | 2.1 | 1.69 | 1.5 |
| BCS IV | 5.97 | 4.28 | 4.5 | 2.98 | 2.28 |

Table B.2: CAT based model, neutral compounds, $f_{a}$, total effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 1.55 | 1.75 | 2.36 | 3.31 | 2.08 |
| BCS II | 2.30 | 1.96 | 1.96 | 2.33 | 1.75 |
| BCS III | 1.93 | 2.25 | 2.59 | 1.78 | 1.61 |
| BCS IV | 2.96 | 3.10 | 3.24 | 2.55 | 2.18 |

Table B.3: CAT based model, neutral compounds, $F_{\text {oral }}$, main effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 2.56 | 3.38 | 1.62 | 1.04 | 0.99 |
| BCS II | 5.45 | 3.55 | 3.45 | 4.34 | 2.49 |
| BCS III | 3.7 | 5.72 | 3.01 | 2.29 | 2.19 |
| BCS IV | 9.40 | 6.55 | 7.17 | 5.3 | 4.39 |

Table B.4: CAT based model, neutral compounds, $F_{\text {oral }}$, total effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 2.17 | 2.53 | 1.76 | 1.53 | 1.43 |
| BCS II | 2.85 | 2.55 | 2.7 | 3.08 | 2.28 |
| BCS III | 2.69 | 3.37 | 2.60 | 2.30 | 2.26 |
| BCS IV | 3.68 | 4.02 | 4.70 | 3.68 | 3.1 |

B. GSA results for BCS I-IV drugs

Table B.5: CAT based model, acidic compounds, $f_{a}$, main effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 0.99 | 1.68 | 4.8 | 18.91 | 4.48 |
| BCS II | 3.01 | 1.75 | 1.67 | 3 | 2.7 |
| BCS III | 2.03 | 2.87 | 2.43 | 1.55 | 1.45 |
| BCS IV | 5.00 | 3.83 | 4.15 | 3.77 | 3.06 |

Table B.6: CAT based model, acidic compounds, $f_{a}$, total effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 1.62 | 1.93 | 2.8 | 7.68 | 3.04 |
| BCS II | 2.09 | 1.71 | 1.83 | 2.46 | 2.29 |
| BCS III | 2.09 | 2.55 | 2.32 | 1.64 | 1.64 |
| BCS IV | 3.01 | 2.65 | 3.17 | 3.01 | 2.69 |

Table B.7: CAT based model, acidic compounds, $F_{\text {oral }}$, main effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 2.94 | 3.01 | 1.51 | 1.02 | 1 |
| BCS II | 4.9 | 3.34 | 3.45 | 3.69 | 2.05 |
| BCS III | 3.51 | 4.96 | 2.88 | 2.23 | 2.21 |
| BCS IV | 7.07 | 6.09 | 6.50 | 7.54 | 5.75 |

Table B.8: CAT based model, acidic compounds, $F_{\text {oral }}$, total effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 2.21 | 2.36 | 1.84 | 1.48 | 1.47 |
| BCS II | 2.55 | 2.37 | 2.67 | 2.62 | 2.05 |
| BCS III | 2.82 | 3.31 | 2.58 | 2.22 | 2.25 |
| BCS IV | 3.67 | 3.52 | 4.49 | 4.53 | 3.82 |

Table B.9: CAT based model, basic compounds, $f_{a}$, main effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 4.43 | 8.10 | 24.81 | 6.94 | 4.08 |
| BCS II | 3.42 | 3.42 | 5.03 | 4.78 | 2.36 |
| BCS III | 3.55 | 2.42 | 1.69 | 1.47 | 1.45 |
| BCS IV | 4.68 | 5.00 | 8.16 | 9.57 | 3.19 |

Table B.10: CAT based model, basic compounds, $f_{a}$, total effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 2.08 | 2.71 | 4.67 | 12.34 | 2.02 |
| BCS II | 2.29 | 1.99 | 2.27 | 2.79 | 2.07 |
| BCS III | 2.99 | 2.40 | 1.87 | 1.56 | 1.57 |
| BCS IV | 2.97 | 2.66 | 3.09 | 3.39 | 2.68 |

Table B.11: CAT based model, basic compounds, $F_{\text {oral }}$, main effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 2.31 | 1.49 | 1.13 | 0.96 | 0.99 |
| BCS II | 5.6 | 3.70 | 2.72 | 2.43 | 2.31 |
| BCS III | 3.46 | 2.75 | 2.26 | 2.23 | 2.15 |
| BCS IV | 8.5 | 8.93 | 5.47 | 5.56 | 6.09 |

Table B.12: CAT based model, basic compounds, $F_{\text {oral }}$, total effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 2.07 | 1.73 | 1.47 | 1.42 | 1.46 |
| BCS II | 3.19 | 2.44 | 2.33 | 2.17 | 2.25 |
| BCS III | 2.72 | 2.54 | 2.29 | 2.17 | 2.22 |
| BCS IV | 4.46 | 4.09 | 3.44 | 3.7 | 4.02 |

Table B.13: CAT based model, basic compounds with precipitation, $f_{a}$, main effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 4.88 | 7.78 | 25.02 | 7.47 | 4.39 |
| BCS II | 5.37 | 6.47 | 3.89 | 2.56 | 1.68 |
| BCS III | 3.67 | 2.42 | 1.76 | 1.48 | 1.44 |
| BCS IV | 7.68 | 5.94 | 6 | 3.96 | 2.75 |

Table B.14: CAT based model, basic compounds with precipitation, $f_{a}$, total effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 2.32 | 3.26 | 5.24 | 11.90 | 2.27 |
| BCS II | 3.01 | 2.94 | 2.84 | 2.18 | 1.92 |
| BCS III | 2.75 | 2.42 | 1.85 | 1.68 | 1.58 |
| BCS IV | 4.2 | 3.6 | 3.44 | 3.01 | 2.43 |

Table B.15: CAT based model, basic compounds with precipitation, $F_{\text {oral }}$, main effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 2.28 | 1.57 | 1.15 | 1.03 | 1.02 |
| BCS II | 7.24 | 4.8 | 3.32 | 2.85 | 2.68 |
| BCS III | 3.71 | 3.04 | 2.21 | 2.08 | 2.21 |
| BCS IV | 11.25 | 8.68 | 7.09 | 7.19 | 5.08 |

Table B.16: CAT based model, basic compounds with precipitation, $F_{\text {oral }}$, total effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 2.18 | 1.78 | 1.57 | 1.47 | 1.48 |
| BCS II | 3.68 | 2.96 | 2.54 | 2.30 | 2.49 |
| BCS III | 2.73 | 2.47 | 2.19 | 2.28 | 2.21 |
| BCS IV | 5.48 | 4.72 | 4.03 | 4.66 | 3.56 |

B.2. GSA indices uncertainty

Table B.17: MT based model, neutral compounds, $f_{a}$, main effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 0.95 | 1.24 | 3.17 | 10.34 | 2.41 |
| BCS II | 3.17 | 1.71 | 1.41 | 2.17 | 1.84 |
| BCS III | 1.72 | 2.55 | 2.7 | 1.61 | 1.46 |
| BCS IV | 4.37 | 3.08 | 3.05 | 3.81 | 2.52 |

Table B.18: MT based model, neutral compounds, $f_{a}$, total effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 1.56 | 1.72 | 2.33 | 5.39 | 2.21 |
| BCS II | 2.29 | 1.95 | 1.94 | 2.23 | 1.94 |
| BCS III | 2.03 | 2.36 | 2.58 | 1.77 | 1.69 |
| BCS IV | 3.16 | 2.77 | 3.06 | 3.04 | 2.38 |

Table B.19: MT based model, neutral compounds, $F_{\text {oral }}$, main effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 2.61 | 3.59 | 1.68 | 1.07 | 0.99 |
| BCS II | 4.92 | 3.40 | 3.19 | 4.35 | 2.1 |
| BCS III | 3.48 | 5.46 | 2.86 | 2.24 | 1.99 |
| BCS IV | 6.41 | 5.01 | 5.39 | 6.69 | 4.48 |

Table B.20: MT based model, neutral compounds, $F_{\text {oral }}$, total effect, CV (\%)

|  | $\mathbf{0 . 1} \mathbf{~ m g}$ | $\mathbf{1} \mathbf{~ m g}$ | $\mathbf{1 0} \mathbf{~ m g}$ | $\mathbf{1 0 0} \mathbf{~ m g}$ | $\mathbf{1 0 0 0} \mathbf{~ m g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BCS I | 2.23 | 2.68 | 1.90 | 1.55 | 1.5 |
| BCS II | 2.93 | 2.58 | 2.69 | 2.97 | 2.19 |
| BCS III | 2.89 | 3.60 | 2.56 | 2.23 | 2.21 |
| BCS IV | 3.99 | 3.66 | 4.39 | 4.57 | 3.92 |



## Derivation of central and peripheral fraction and lung permeability for the PBPK model presented in chapter 5

## C. 1 Derivation of central and peripheral fraction

The central fraction $\left(F_{C}\right)$ of the total inhaled dose was calculated from the values of MMAD and GSD. The software MPPD2.11 [221, 222] was used for this purpose, with the hypotheses of drug true density $(\rho)$ equal to one. In particular, $F_{C}$ was derived as in equation C.1.

$$
\begin{equation*}
F_{C}=\frac{F_{T B}}{F_{T B}+F_{P U L}} \tag{C.1}
\end{equation*}
$$

$F_{T B}$ and $F_{P U L}$ are the tracheobronchial fraction and pulmonary fraction predicted by using MPPD. This was done because the precise inhale technology [223] was used for compound administration in rats, and so, com-
C. Derivation of central and peripheral fraction and lung permeability
plete inhalation was supposed. During sensitivity analysis the model is repetitively evaluated for different parameter sets. Calling MPPD at each model evaluation for computing $F_{C}$ would not be an optimal solution from a computational point of view. To reduce the computational cost, we precalculated the values of $F_{C}$ with MPPD for a $15 \times 15$ grid of $M M A D$ and $G S D$ values, thus, generating a surface, reported in figure C.1. $F_{C}$ was then calculated for given values of $M M A D$ and $G S D$ through linear interpolation of this surface.


Figure C.1: $F_{C}$ values calculated from $M M A D$ and $G S D$ by using MPPD.

## C.2. In vitro permeability model

## C. 2 In vitro permeability model

Due to the capability of reaching high trans epithelial electric resistance values and for their transporter expression similar to those of the respiratory tissues, the Calu3 cell lines are commonly used to assess the permeability of inhaled drugs [224]. This type of cell is robust and easy to culture, so, it can be used for routine screening purposes. Furthermore, good correlation between the permeability values and the in vivo drug absorption in drug lung was shown $[225,226]$. During the experiment, the cells are exposed to a liquid medium in both the apical and the basolateral surface. A 10 $\mu M$ compound solution is added in the liquid on a certain side (e.g., apical) and the concentration is monitored in the opposite side (e.g., basolateral) two hours later. The monitored concentration allows to obtain the apparent permeability $P_{a p p}$ (for the apical-basolateral and basolateral-apical directions) that is typically calculated with the following equation:

$$
\begin{equation*}
P_{a p p}=\frac{\Delta Q / \Delta t}{C_{0} A} \tag{C.2}
\end{equation*}
$$

where $\Delta Q / \Delta t$ is the change in the amount of drug during the considered interval in the receiving fluid, $C_{0}$ is the initial concentration in the medium in which the compound is administered, $A$ is the cell layer surface area. The obtained value is the net result of passive and active transports.

To allow a discrimination of the passive and active transport, in [178] a mechanistic model of the in vitro Calu3 permeability system was built. The model is composed by three compartments: the apical media, the cells and the basolateral media. It is assumed that the main fluxes in the system are due to the passive transcellular bidirectional transport between the cells and the fluids and to the monodirectional efflux from the tissue to the epithelial lining fluid. The model is reported in equation system C.3.

## C. Derivation of central and peripheral fraction and lung permeability

$$
\begin{align*}
\frac{d c_{A F}}{d t} & =\frac{1}{V_{A F}}\left(-P_{p} A c_{A F}+P_{p} A c_{c} f_{u, l u n g}+P_{a} A c_{c} f_{u, l u n g}\right) \\
\frac{d c_{c}}{d t} & =\frac{1}{V_{C}}\left(-2 P_{p} A c_{c} f_{u, l u n g}-P_{a} A c_{c} f_{u, l u n g}+P_{p} A c_{A F}+P_{p} A c_{B F}\right) \\
\frac{d c_{B F}}{d t} & =\frac{1}{V_{B F}}\left(-P_{p} A c_{B F}+P_{p} A c_{c} f_{u, \text { lung }}\right) \tag{C.3}
\end{align*}
$$

$c_{A F}, c_{B F}$ and $c_{c}$ are the drug concentrations in the apical and basolateral fluid and in the cell layer, respectively; $V_{A F}, V_{B F}$ and $V_{C}$ are the apical and basolateral fluid and cells volumes, respectively; $A$ is the area of the cell culture, $P_{p}$ and $P_{a}$ are the passive and active permeabilities. $V_{A F}$ and $V_{B F}$ are equal to 100 and $600 \mu L$, respectively and $V_{C}$ was calculated by multiplying $A$, equal to $0.33 \mathrm{~cm}^{2}$, for the cell layer width, equal to $17.5 \mu \mathrm{~m}$ (internal data). The values of $P_{p}$ and $P_{a}$ are estimated by simultaneously fitting the basolateral media concentration data obtained with the apicalbasolateral experiment and the apical medium concentration data after obtained with the basolateral-apical permeability experiment.

## Appendix <br> 

## Derivation of $F_{\text {oral }}$ for the semi-mechanistic oral absorption model presented in chapter 6

The differential equations of the semi-mechanistic model describing the absorption of orally administered compounds metabolized by CYP3A4 in gut wall and liver, are reported in equation system 6.5. The model is represented in figure 6.1 (b). The model describes the bioavailability of a generic drug following oral administration. Our purpose was to derive analytically the expression of the $F_{\text {oral }}$ following a bolus in the compartment representing the small intestine.

The solution of $x_{\text {lum }}$ is the one of a single compartment with two elimination rates, so:

$$
x_{l u m}=M_{0} e^{-\left(k_{t}+k_{a}\right) t}
$$

with $M_{0}$ the dose. It is possible to substitute the expression of $x_{l u m}$ in the equation representing the dynamics of $x_{e n t}$ in the equation system 6.5. By
multiplying $\exp \left(\left(Q_{\text {ent }}+C L_{\text {ent }}\right) / V_{\text {ent }} \cdot t\right)$ in both the sides of that equation, is possible to derive the expressions below and thus the analytical solution of $x_{\text {ent }}$.

$$
\begin{aligned}
& \frac{d}{d t}\left(x_{e n t} e^{\left(\frac{Q_{\text {ent }}}{V_{\text {ent }}}+\frac{C L_{e n t}}{V_{e n t}}\right) t}\right)=M_{0} k_{a} e^{\left(-\left(k_{t}+k_{a}\right) t+\left(\frac{Q_{\text {ent }}}{V_{e n t}}+\frac{C L_{e n t}}{V_{\text {ent }}}\right) t\right)} \\
& x_{\text {ent }} e^{\left(\frac{Q_{\text {ent }}}{V_{\text {ent }}}+\frac{C L_{\text {ent }}}{V_{\text {ent }}}\right) t}=M_{0} k_{a} \int_{0}^{t} e^{\left(-\left(k_{t}+k_{a}\right) t+\left(\frac{Q_{\text {ent }}}{V_{\text {ent }}}+\frac{C L_{\text {ent }}}{V_{\text {ent }}}\right) t\right)} d t \\
& x_{\text {ent }}=\frac{M_{0} k_{a}}{\left(\frac{Q_{\text {ent }}}{V_{\text {ent }}}+\frac{C L_{\text {ent }}}{V_{\text {ent }}}\right)-\left(k_{t}+k_{a}\right)}\left[e^{-\left(k_{t}+k_{a}\right) t}-e^{-\left(\frac{Q_{\text {ent }}}{V_{\text {ent }}}+\frac{C L_{\text {ent }}}{V_{\text {ent }}}\right) t}\right]
\end{aligned}
$$

For readability purpose, let us define the following variables.

$$
\begin{aligned}
k_{l u m} & =\left(k_{t}+k_{a}\right) \\
k_{e n t} & =\left(\frac{Q_{\text {ent }}}{V_{e n t}}+\frac{C L_{e n t}}{V_{e n t}}\right) \\
k_{l i v} & =\left(\frac{Q_{l i v, v e n}}{V_{l i v}}+\frac{C L_{l i v}}{V_{l i v}}\right) \\
\psi_{1} & =\frac{M_{0} k_{a}}{k_{\text {ent }}-k_{l u m}}
\end{aligned}
$$

Now, by substituting the $x_{\text {ent }}$ expression in $x_{l i v}$ differential equation and multiplying both equation sides for $\exp \left(k_{l i v} \cdot t\right)$, is possible to derive the analytical solution of $x_{l i v}$.

$$
\begin{aligned}
& \frac{d}{d t}\left(x_{l i v} e^{\left(k_{l i v} t\right)}\right)=\frac{Q_{e n t}}{V_{e n t}} \psi_{1}\left(e^{\left(-k_{l u m} t+k_{l i v} t\right)}-e^{\left(-k_{\text {ent }} t+k_{l i v} t\right)}\right) \\
& x_{l i v} e^{k_{l i v} t}=\frac{Q_{e n t}}{V_{e n t}} \psi_{1} \int_{0}^{t}\left(e^{\left(-k_{l u m} t+k_{l i v} t\right)}-e^{\left(-k_{e n t} t+k_{l i v} t\right)}\right) d t
\end{aligned}
$$

$$
\begin{aligned}
x_{l i v}=\frac{Q_{e n t}}{V_{e n t}} \psi_{1}\left[\frac { 1 } { k _ { l i v } - k _ { l u m } } \left(e^{-k_{l u m} t}\right.\right. & \left.-e^{-k_{l i v} t}\right) \\
& \left.-\frac{1}{k_{l i v}-k_{\text {ent }}}\left(e^{-k_{e n t} t}-e^{-k_{l i v} t}\right)\right]
\end{aligned}
$$

Now, by substituting $x_{l i v}$ in the last differential equation of system 6.5, is possible to derive directly the analytical solution of $x_{\text {sys }}$.

$$
\begin{aligned}
& x_{\text {sys }}=\frac{Q_{l i v, v e n}}{V_{\text {liv }}} \frac{Q_{\text {ent }}}{V_{\text {ent }}} \psi_{1} \int_{0}^{t}\left[\frac{1}{k_{l i v}-k_{l u m}}\left(e^{-k_{l u m} t}-e^{-k_{l i v} t}\right)\right. \\
& \left.-\frac{1}{k_{l i v}-k_{\text {ent }}}\left(e^{-k_{\text {ent }} t}-e^{-k_{l i v} t}\right)\right] d t \\
& x_{\text {sys }}=\frac{Q_{\text {liv,ven }}}{V_{\text {liv }}} \frac{Q_{\text {ent }}}{V_{\text {ent }}} \psi_{1} \\
& \cdot\left[\frac{1}{k_{\text {liv }}-k_{\text {lum }}}\left(\frac{1}{k_{\text {lum }}}\left(1-e^{-k_{\text {lum }} t}\right)-\frac{1}{k_{\text {liv }}}\left(1-e^{-k_{\text {liv }} t}\right)\right)\right. \\
& \left.-\frac{1}{k_{\text {liv }}-k_{\text {ent }}}\left(\frac{1}{k_{\text {ent }}}\left(1-e^{-k_{\text {ent }} t}\right)-\frac{1}{k_{\text {liv }}}\left(1-e^{-k_{l i v} t}\right)\right)\right]
\end{aligned}
$$

Finally, it is possible to derive $F_{\text {oral }}$.

$$
\begin{gathered}
F_{\text {oral }}=\lim _{t \rightarrow+\infty} \frac{x_{\text {sys }}}{M_{0}}=\frac{k_{a}\left(Q_{\text {ent }} / V_{\text {ent }}\right)\left(Q_{\text {liv }, v e n} / V_{\text {liv }}\right)}{k_{\text {ent }}-k_{\text {lum }}} \\
\cdot\left[\frac{1}{k_{\text {liv }}-k_{\text {lum }}}\left(\frac{1}{k_{\text {lum }}}-\frac{1}{k_{\text {liv }}}\right)-\frac{1}{k_{\text {liv }}-k_{\text {ent }}}\left(\frac{1}{k_{\text {ent }}}-\frac{1}{k_{\text {liv }}}\right)\right] \\
F_{\text {oral }}=\frac{k_{a}\left(Q_{\text {ent }} / V_{\text {ent }}\right)\left(Q_{\text {liv,ven }} / V_{\text {liv }}\right)}{k_{\text {ent }}-k_{l u m}} \cdot \frac{k_{\text {ent }}-k_{\text {lum }}}{k_{l u m} k_{\text {ent }} k_{l i v}} \\
F_{\text {oral }}=\frac{k_{a} \cdot\left(Q_{\text {ent }} / V_{\text {ent }}\right) \cdot\left(Q_{\text {liv,ven }} / V_{\text {liv }}\right)}{\left(k_{a}+k_{t}\right)\left(\frac{Q_{e n t}}{V_{\text {ent }}}+\frac{C L_{e n t}}{V_{\text {ent }}}\right)\left(\frac{Q_{\text {liv,ven }}}{V_{\text {liv }}}+\frac{C L_{\text {liv }}}{V_{\text {liv }}}\right)}
\end{gathered}
$$
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[^0]:    ${ }^{1}$ Pharmacokinetics can be defined as the kinetics of the processes of drug absorption,

[^1]:    distribution and elimination or, more generally, as 'what the body does to the drug'; pharmacodynamics instead includes all the pharmacological actions, beneficial or adverse, of the drug on the body and can be defined as 'what the drug does to the body' $[5,6]$.
    ${ }^{2}$ Exposure generally refers to the dose or metrics related with drug concentration, such as AUC or $C_{\max }$. Response refers to the drug effects, beneficial or adverse [6].

[^2]:    ${ }^{3}$ One might argue that the validity of this sentence is not only restricted to data driven models. In fact, all the models do not have the level of detail needed to anticipate all the potential consequences of altering the system. This because is not theoretically possible for a model to accurately represent all the processes happening in a real (open) system [24].

[^3]:    ${ }^{1}$ Only in the case of a linear model, such as $Y=\sum_{i=1}^{k} X_{i}$, we know in advance that the interaction terms are all equal to 0 . Let us consider instead the model $Y=X_{1} \cdot X_{2}$, with $X_{1}$ distributed normally with mean equal to 1 and variance equal to 1 and $X_{2}$ distributed normally with mean equal to 0 and variance equal to 1 . The main effect of $X_{1}$ is equal to 0 , because $X_{2}$ has mean 0 . Thus, by limiting the analysis on the main effect, one may conclude that $X_{1}$ has no impact on $V(Y)$. Intuitively, this conclusion is wrong. In fact, $X_{1}$ impact can be observed if $X_{2}$ is allowed to vary from its mean value. Thus, $X_{1}$ impact on $V(Y)$ is due to the interaction effect with $X_{2}$.

[^4]:    ${ }^{1}$ This work was published in "M. García-Cremades, N. Melillo, I.F. Tróconiz, P. Magni. Mechanistic multi-scale pharmacokinetic model for the anticancer drug gemcitabine in pancreatic cancer. Clinical and Translational Science, 2020".

[^5]:    ${ }^{2}$ Standard area for a 6 -well plate was found in https://www.thermofisher.com/it/ en/home.html.

[^6]:    ${ }^{3}$ https://github.com/open-systems-pharmacology

[^7]:    ${ }^{1}$ This work was published in "N. Melillo, L. Aarons, P. Magni, A.S. Darwich. Variance based global sensitivity analysis of physiologically based pharmacokinetic absorption models for BCS I-IV drugs. Journal of Pharmacokinetics and Pharmacodynamics, 46(1):27-42, February 2019" [146].

[^8]:    ${ }^{2}$ The codes used to perform the analysis are available at the following link: http: //aimed11.unipv.it/JPKPDMelillo18/.

[^9]:    ${ }^{3}$ Atenolol is a BCS class III drug with a mean in vivo $P_{\text {eff }}$ of $0.15 \cdot 10^{-4} \mathrm{~cm} / \mathrm{s}$ and a standard deviation of $0.2 \cdot 10^{-4} \mathrm{~cm} / \mathrm{s}[157,172]$. Supposing that $P_{\text {eff }}$ is distributed lognormally, the $95^{\text {th }}$ percentile is equal to 0.47 and the $5^{\text {th }}$ percentile is below the inferior limit in table 4.1. So, for Atenolol the range of variability of $P_{\text {eff }}$, from the lower limit in table 4.1 to its $95^{\text {th }}$ percentile, represents around $30 \%$ of the whole range of variation considered for class III drugs.

[^10]:    ${ }^{1}$ "N. Melillo, S. Grandoni, N. Cesari, G. Brogin, P. Puccini, P. Magni. Global sensitivity analysis of a physiological model for pulmonary absorption of inhaled compounds. Manuscript in preparation".

[^11]:    ${ }^{1}$ This work was published in "N. Melillo, A.S. Darwich, P. Magni, A. RostamiHodjegan. Accounting for inter-correlation between enzyme abundance: a simulation study to assess implications on global sensitivity analysis within physiologically-based pharmacokinetics. Journal of Pharmacokinetics and Pharmacodynamics, 46(2):137-154, April 2019" [56].

[^12]:    ${ }^{2}$ Data on CYP3A4 and CYP2C8 paired microsomal concentration on 23 Caucasian subjects were internally available [202]. The Pearson linear coefficient was calculated by using the MATLAB function corr, on the logarithms of the CYPs concentrations, resulting in $\rho=0.7436$.

[^13]:    ${ }^{3}$ In [211] the percentages of active clearance with respect to the total transport clearance are reported. The fixed percentage of passive clearance was calculated as 1 minus the median of the active clearance percentages reported in the article. Total clearance was obtained dividing the active clearance for the fraction of active clearance.

