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Those who are governed by reason,

desire nothing for themselves

which they do not also desire for the rest of humankind.

Baruch Spinoza

To the attentive eye, each moment of the year has its own beauty,

and in the same fields, it beholds, every hour,

a picture which was never seen before,

and which shall never be seen again.

Ralph Waldo Emerson

Perché la vita è un brivido che vola via,

è tutto un equilibrio sopra la follia.

Because the life is a thrill that flies away,

it’s all a balance above the madness.

Vasco Rossi
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Abstract

The present thesis summarises the research activity carried our by the PhD candidate Gianmario

Rinaldi from October 2016 to September 2019 at the Department of Electrical, Computer and Bio-

medical Engineering at the University of Pavia, Italy.

In recent years, radical changes are taking place to power systems. A worldwide consensus has

been reached for the reduction of greenhouse effects, by promoting the growth of renewable energy

sources in power grids. Therefore, a special shared interest has been raised amongst researchers and

practitioners to turn the existing power grids into smarter and more reliable ones, which are able to

safely, efficiently, an reliably integrate the growing renewable energy sources.

Supervisory Control And Data Acquisition (SCADA) has been the conventional control and state

estimation methodology practically used in the last few decades. Recent progress in computer science

and electronic technologies has opened the door to the implementation of the so-called Wide Area

Measurement Systems (WAMS). In particular, with a widespread deployment of Phasor Measure-

ment Units (PMUs), a more accurate depiction of the state in power systems has become achievable

in practice.

Latest advances in computer science and electronic technologies have laid the groundwork for

the conception of the so-called cyber-attacks, which can be defined as computer-based algorithms

capable of destabilising the power network by compromising the collected measurements to be sent

to a control centre, attack the communication networks, or alter and delay the control variables.

In order to turn the existing power system into a smarter one capable of both harmoniously

integrating renewable power sources and efficiently and safely dealing with faults and cyber-attacks,

the attention is now focused on the following relevant research areas:

• The design and assessment of more accurate, robust and dynamic state estimators in power sys-

tems, which are able to obtain a near-real time depiction of all the state variables, instrumental

in enhancing the monitoring of the networks.

• The implementation of timely fault detection, reconstruction and mitigation methodologies,

devoted to preserve the stability of the entire power network, thus preventing wide-spread

outages, blackouts, and degradations of the power quality.

• The design of identification schemes to determine key-properties of the components in power

system context.

• The design and assessment of novel control approaches devoted to both regulate the frequency

deviations and minimise the cost of the power generation. These control schemes are also
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required to be robust to possible faults, disturbances, and uncertainties affecting the power

systems.

The present thesis aims to fit into the aforementioned promising research areas in power systems. In

particular, four challenges are addressed as follows:

• The first addressed challenge considers the design of robust state estimators which are able to

depict in near real time the state of the overall power systems to globally enhance the monitor-

ing of the power systems, thus reducing the number of the deployed sensors. The undertaken

analysis started at the local level and then consider the power system as a large-scale system.

• The second addressed challenge focuses on the design of fault detection, reconstruction, and

mitigation approaches devoted to enhance the resilience of the power network.

• The third addressed challenge considers the design and the assessment of robust sliding mode

observer-based controllers which are capable of regulating the frequencies in power systems

whilst minimising the cost associated with the generators.

• Finally, the fourth addressed challenges examines the identification of the relative degree prop-

erties with application to electrical and power systems frameworks.

Furthermore, the outline of the present thesis is coherent with the development of the contributions

illustrated above. Specifically, four parts are introduced, which correspond to the four presented

challenges.



Notation and Acronyms

Notation

The following standard notation is used in this thesis:

XT the transpose of the matrix (or the vector) X

X−1 the inverse of the non-singular square matrix X

Xij the (i, j)-th entry of the matrix X

det(X) the determinant of the square matrix A

rank(X) the rank of the matrix X

λmax(X) the largest eigenvalue of the square matrix X

λmin(X) the smallest eigenvalue of the square matrix X

X � 0 the square matrix X is positive definite

In the Identity Matrix of dimension n× n
Col(x, y) the column vector composed of the two sub-vectors x and y

Diag(x, y) the diagonal matrix with elements x, y on its diagonal

sign(·) the sign function

|x| the absolute value of the real number x

|| · || the euclidean norm

x̂ the estimate of a continuous-time signal x

x(r) the r-th time derivative of a continuous-time signal x

x[tk] the value at the time instant tk of a discrete-time signal x

∆[tc]x(tk) , x(tk)− x(tk − tc) the forward difference with spacing tc of a discrete-time signal x

R the set of real numbers

R+ the set of positive real numbers

N the set of natural numbers

n! the factorial of the natural number n

, equal to by definition

∇f the gradient of the function f

Lfσ(x) , ∇σ(x)f(x) the Lie derivative of σ at the point x with respect to f

dxcp , |x|psign(x) where x is a scalar signal and p is a positive real exponent
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Acronyms

The acronyms used throughout the present thesis are here listed in alphabetic order:

DAE Differential Algebraic Equation

DC Direct Current

DRNN Dynamic Recurrent Neural Network

DSE Dynamic State Estimation

ED Economic Dispatch

EKF Extended Kalman Filter

HOSM Higher Order Sliding Mode

KF Kalman Filter

LTI Linear Time Invariant

MIMO Multi Input-Single Output

MPC Model Predictive Control

ODE Ordinary Differential Equation

PI Proportional Integral

PMUs Phasor Measurement Units

RED Reduced Economic Dispatch

RMSE Root Means Square Error

SISO Single Input-Single Output

SM Sliding Mode

SMC Sliding Mode Controller

SMO Sliding Mode Observer

SOR Successive Over Relaxation Method

ST Super-Twisting

UI Unknown Input

UIL Unknown Input Luenberger Observer

WAMS Wide Area Measurement Systems
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Chapter 1

Thesis Contributions and Outlines

1.1 Introduction and Thesis Motivation

In recent years, radical changes are taking place to power systems. A worldwide consensus has

been reached for the reduction of greenhouse effects, by promoting the growth of renewable energy

sources in power grids [1]. As a consequence, the installed generation capacity of these kinds of

sources is increasing worldwide, considerably led by wind power sources [2]. The renewable sources

are characterised by an intrinsically intermittent and variable power generation profile, which can

jeopardise the stability of the entire power grids [3], [4]. Therefore, a special shared interest has been

raised amongst researchers and practitioners to turn the existing power grids into smarter and more

reliable ones, which are able to safely, efficiently, an reliably integrate the growing renewable energy

sources.

Supervisory Control And Data Acquisition (SCADA) has been the traditional power system con-

trol and state estimation technique practically used during the last few decades [5]. This method is

based on a steady-state model of the power system and it is characterised by both a slow updating

speed (in the order of seconds), and non-synchronous information about the network [6]. Recent pro-

gress in computer science and electronic technologies has opened the door to the implementation of

the so-called Wide Area Measurement Systems (WAMS). In particular, the use of Phasor Measure-

ment Units (PMUs) provide synchronised and faster measurements of real-time voltages, currents,

phase angles, and frequencies in each area of a power network [4]. With a widespread deployment

of PMUs, a more accurate depiction of the state in power systems has become achievable in practice.

The measurement synchronisation is reached by means of timing signals from global positioning sys-

tem satellites [4]. The interested reader is referred to [7] and [8], in which recent practical insights in

PMUs context are illustrated.

Latest advances in computer science and electronic technologies have laid the groundwork for the

conception of the so-called cyber-attacks [9]. In power systems context, this class of attacks can be

defined as computer-based algorithms capable of destabilising the power network by compromising

the collected measurements to be sent to a control centre, attack the communication networks, or

alter and delay the control variables [10], [11].

In order to turn the existing power system into a smarter one capable of both harmoniously

integrating renewable power sources and efficiently and safely dealing with faults and cyber-attacks,

3



4 CHAPTER 1. THESIS CONTRIBUTIONS AND OUTLINES

the attention has been focused on the following relevant research areas:

• The design and assessment of more accurate, robust and dynamic state estimators in power sys-

tems, which are able to obtain a near-real time depiction of all the state variables, instrumental

in enhancing the monitoring of the networks [12].

• The implementation of timely fault detection, reconstruction and mitigation architectures, de-

voted to preserve the stability of the entire power network, thus preventing wide-spread out-

ages, blackouts, and degradations of the power quality [10], [13].

• The design of identification schemes to determine key-properties of the components in power

system context [10], [14].

• The design and assessment of novel control approaches devoted to both regulate the frequency

deviations and minimise the cost of the power generation [15]. These controllers are also

required to be robust to possible faults, disturbances, and uncertainties affecting the power

systems.

The present thesis aims to fit into the aforementioned promising research areas in power systems.

In the rest of the present section, the contributions of the thesis, which are divided into four main

challenges, will be presented.

• The first addressed challenge considers the design of robust state estimators which are able to

depict in near real time the state of the overall power systems to globally enhance the monitor-

ing of the power systems, thus reducing the number of the deployed sensors. The undertaken

analysis starts at the local level and then it considers the power system as a large-scale system.

• The second addressed challenge focuses on the design of fault detection, reconstruction, and

mitigation approaches devoted to enhance the resilience of the power network.

• The third addressed challenge considers the design and the assessment of robust sliding mode

observer-based controllers which are capable of regulating the frequencies in power systems

whilst minimising the cost associated with the generators.

• Finally, the fourth addressed challenge examines the identification of the relative degree prop-

erties with application to electrical and power systems frameworks.

For each of the four challenges, in the present chapter conventional and standard solutions previously

adopted in the literature will be discussed. These are followed by the proposed solutions.

1.2 Challenge 1: Dynamic and Robust State Estimation in Power Sys-
tems

The Dynamic State Estimation (DSE) can be defined as the ability to reconstruct in real-time the

unmeasurable states in power systems by means of limited and partial measurements (acquired by

PMUs networks).
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1.2.1 Conventional Solutions

Conventional estimators performing DSE in power systems can be divided into two three main cat-

egories: i) Linear Observers like Luenberger observers, Unknown Input (UI) observers, and Pro-

portional Integral (PI) observers; ii) Kalman Filters (KF) and Extended Kalman Filters (EKF); iii)

Sliding Mode Observers (SMO).

Linear observers conventionally rely on simplified and linearised dynamical models of power

systems, and they are characterised by an asymptotic converge of the estimates to the actual values

of the states [16], [17]. Furthermore, linear observers are capable of asymptotically reconstructing

unknown time-constant disturbances[18].

Relevant works have proposed EKF-based dynamic state estimators in power systems, such as

[19] and [12]. It is well-known that EKF techniques are able to perform good dynamic state es-

timation under nominal and unperturbed conditions, whereas most of them cannot tackle certain

unmodelled dynamics, faults, unknown inputs, and cyber-attacks [20]. More recently, to perform

correct state estimation under uncertain conditions, a network of derivative-free KF has been adopted

interconnected in a decentralised fashion [21]. Furthermore, in [22], a H∞ EKF has been proposed

to tackle bounded model uncertainties such as changes to the generator reactances, noises and in-

put disturbances. A common drawback of the aforementioned EKF-based methodologies is the fact

that they usually require to increase the number of output measurements to deal with uncertainties

and unknown inputs [12]. In practice, this results in higher cost associated with the deployment of

sensors.

SMO has been revealed to be an efficient and alternative technique for robust dynamic state

estimation with application to complex large-scale dynamical systems (such as power systems) af-

fected by uncertainties [23]. The SM observers are totally insensitive to bounded uncertainties and

perturbations appearing in the input channel of a dynamical system to be observed. In addition, the

estimates generated by SMO can converge in a finite to the actual values of the unmeasured states.

SMO have been employed to estimate both frequencies [24] and unknown input perturbations [25].

SM observers have also been adopted to estimate the uncertainties associated with the deployment of

renewable sources, and to mitigate their impacts on the controllers performances [26].

1.2.2 Proposed Solutions

In the present thesis, theoretical, technological, and conceptual advances in SM state observers con-

text are achieved. In particular:

Contribution 1 (ST-like Observer Design and Assessment). An original Super Twisting(ST)-like

sliding mode observer is designed to perform local robust estimation of the frequency deviation in

synchronous generators. The effectiveness of the proposed observer is demonstrated both via simula-

tion environment and via real data coming from the Nordic Power System. The undertaken real-data

assessment is novel, since it is much more common in the existing literature to validate estimation

schemes and control schemes by means of power networks model based on IEEE benchmarks.

Contribution 2 (SM Observer Compared with EKF). A first order sliding mode observer is pro-

posed to estimate at the local level both the generator voltage angle and the transient voltage of a
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single synchronous generator. A comparison with the well-established EKF technique is undertaken.

The proposed SM observer requires only one measurement output to perform robust state estimation,

whilst the EKF requires three output measurements.

Contribution 3 (Distributed Observers in Power Systems). An interconnection of distributed het-

erogeneous observers is proposed for a structure-preserving dynamical model of power systems.

Assuming only the voltage phase angles are measured, the observers scheme is composed of the

aforementioned ST-like sliding mode observers to estimate the frequency deviation for each gener-

ator bus, and so-called algebraic observers, which are based on distributed iterative algorithms, to

estimate the load voltage phase angle for each load bus. The proposed scheme is validated by con-

sidering the IEEE 39 bus SimPowerSystems benchmark. The proposal reveals higher accuracy when

compared to the standard linear observers commonly adopted in the literature.

Contribution 4 (Observers for Hydrothermal Power Systems). A novel sliding mode observer-

based scheme is developed to estimate and reconstruct the unmeasured state variables in power sys-

tems including hydroelectric and thermal power sources. In contrast to [27], [28], in which simplified

mathematical models of the power networks have been used as a starting base to design the estimation

schemes (neglecting both the hydrothermal turbine-governor dynamics and the nonlinearities in the

synchronous generators dynamics), the power network dynamical model is significantly detailed in

this thesis. Furthermore, the proposal reveals to be flexible to topological changes to power systems

and it can be easily updated only where changes occur.

Contribution 5 (SM Observers for Hybrid Power Systems). The application of Higher Order Slid-

ing Mode (HOSM) observers is exploited to robustly and dynamically estimate in finite time the un-

measured state variables in heterogeneous power systems, in which both traditional and renewable

energy sources coexist. In particular, a power system composed of traditional, wind and inverter-

based sources connected with dynamical loads is considered. In contrast to the SM observer schemes

developed in the existing literature, in either traditional power grid models [24], [26], or renew-

able power sources [29], which are independently considered, a model where heterogeneous power

sources and loads are simultaneously present is considered. As a consequence, the level of unknown,

but bounded fluctuations and uncertainties is significantly higher in this case than in the conventional

independent cases. Assuming that only the voltage phase angles are locally measured, a dedicated

HOSM observer is designed for each component, which is able to estimate in finite time the un-

measured state variables. Numerical simulations, which are based on a prototype example [30],

demonstrate the higher accuracy of the proposed scheme when compared to linear observers.

1.3 Challenge 2: Fault Detection, Reconstruction and Mitigation

The presence of faults and attacks can destabilise a power system, causing widespread outages and

power-cut. The timely and accurate isolation and reconstruction of faults and disturbances can be

exploited to mitigate their impact on the network. Specifically, the knowledge of the exact position

of the fault along with its time evolution constitute useful information which are exploited to take

remedial actions devoted to enhance the resilience of the power system.
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1.3.1 Conventional Solutions

In the existing literature, different solutions have been proposed to isolate and reconstruct faults in

power grids. Typically, Unknown Input (UI) linear observers have been adopted to asymptotically

estimate the constant power in power systems modelled as interconnected areas [31], [32]. More

recently, in [33] a linear unknown input observer has been used to detect and isolate faults in power

systems comprising renewable energy sources and electrical vehicles dynamics. Sliding mode-based

observers are becoming increasingly popular as a way of detecting and reconstructing faults in dy-

namical systems [34]. For example, in [24], a multi-variable SM observer has been created to detect

and reconstruct a single load alteration in a power network. Several researchers have proposed dif-

ferent sliding mode based schemes to tackle faults and disturbances in power networks. For example,

in [35] a distributed sliding mode control strategy has been proposed for optimal load frequency con-

trol. This approach was shown to be robust to bounded disturbances and faults, but no detection or

reconstruction scheme has been implemented.

1.3.2 Proposed Solutions

Contribution 6 (Adaptive ST Observers for Fault Detection). A newly proposed adaptive super-

twisting sliding mode observer is designed, exploiting ideas from [36]. In the standard super-twisting

observers employing fixed gains, the tuning of the design constants is always conservative and there-

fore the upper-bounds of disturbances is overestimated. Differently, in this thesis, the formulated

adaptation law acts by automatically adjusting the values of the observer gains as a function of the

actual disturbances perturbing the system in a given time instant. This gives the proposed estima-

tion architecture extreme flexibility from a practical perspective. In contrast to the the earlier work

[24], in which a single fault at the load bus level was considered, the proposed scheme is capable of

dealing with simultaneous faults affecting power systems. Furthermore, a fault mitigation strategy

is proposed, and it is also shown that a standard pre-existing Proportional Integral (PI) controller

can still be employed to stabilise the power systems, suitably coupled with a proposed disturbance

compensation.

1.4 Challenge 3: Observers-Based Economic Dispatch in Power Sys-
tems

A hierarchical control architecture has been traditionally employed for the purpose of frequency

control. This scheme is composed of three levels - from fast to slow in time-scale: a primary droop

controller, a PI secondary controller, and a tertiary controller devoted to Economic Dispatch [37],

[5]. While guaranteeing a balance between power generation and consumption, it is desirable to

minimise the aggregated generation cost, thus satisfying the economic constraints. This problem is

known as Economic Dispatch (ED) [37]. Recently, it has been argued that there is a need for breaking

the conventional control hierarchy described above and for directly introducing ED in the secondary

frequency control architecture.
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1.4.1 Conventional Solutions

Different approaches have been formulated for ED in power grids. For example, in [38] both an

incremental passivity technique and an internal model-based controller architecture have been em-

ployed to design distributed controllers for frequency regulation and ED in power networks. In [39]

a linearised model of a power system has been employed as a starting point to design a distributed

primary frequency controller, which also accounts for the cost associated with frequency-dependent

loads. The approach was extended in [40], with the use of a distributed PI optimal controller stabil-

ising power systems, and in [41], in which a plug and-play architecture was introduced. Recently, in

[42] an optimisation architecture has been conceived for ED in smart power grids, where the optim-

isation problem was solved by only using local information available at the generator level. In [43],

two second-order continuous algorithms for dynamically solving ED problem were developed, thus

ensuring a fast speed of convergence.

1.4.2 Proposed Solutions

Contribution 7 (SMO-Based Controllers for Economic Dispatch-Strategy 1). Two original third

order sliding mode observers capable of estimating, respectively, the frequency deviation and the

governor output variation of each control area are designed. Then, the observers are suitably coupled

with the control strategy proposed in [35], which relies on the Suboptimal Second Order Sliding

Mode (SSOSM) control algorithm, and it guarantees to steer to zero frequency deviation, whilst

minimising the generation costs (Economic Dispatch).

Contribution 8 (SMO-Based Controllers for Economic Dispatch-Strategy 2). A novel observer-

based SM control scheme is proposed to achieve both frequency regulation and Economic Dispatch

(ED) for structure-preserving power systems. The problem is addressed in an original two steps

approach way. The first step involves the design of a distributed observer scheme, which is able to

both estimate in finite time the frequency deviation, and the unknown power demand, both of which

are essential for controllers design. The second step develops the design of the control scheme. A

SM control scheme is employed to track in finite time the reference value of the optimal marginal

cost, thus achieving in finite time the economic dispatch, and asymptotically steering to zero the

frequency deviations. The underlying approach displays key-novelties when compared to existing

methods in the literature. In particular, in contrast to [38], [15], and [35], in which the power demand

is treated as an unknown input, in the present approach a strategy to estimate power demand in finite

time is presented, thus reducing the complexity of the control scheme. Furthermore, the proposed

approach is able to perform unknown input state estimation in finite time, and not asymptotically,

as typically happens if UI Luenberger observers are employed [44]. Moreover, the use of observer

considerably reduce the number of deployed sensors required for the practical implementation of

the control schemes. In contrast to [15], [45], and [46], in which the optimal value of the marginal

generation cost is asymptotically satisfied, the proposed scheme is able to reach the optimal marginal

cost in finite time.



1.5. CHALLENGE 4: RELATIVE DEGREE IDENTIFICATION 9

1.5 Challenge 4: Relative Degree Identification

The relative degree of the controlled output of a dynamical system with respect to the control input is

a property of paramount importance in the controller synthesis. In general, the relative degree has to

be known in advance, and it has to be time-invariant [47]. The relative degree has also a central role

in the design of dynamic state observers for unknown input reconstruction and fault detection [48].

In this situation, it is required to know in advance the relative degree of the output observation error

with respect to unknown inputs or faults [49], [50]. Some authors have tried to find innovative control

approaches in which the relative degree is not known. For example, in [51] an active disturbance

rejection controller has been formulated, which did not require the precise knowledge of the relative

degree, but only its upper-bound. More recently, in [52], a method based on switching logic has been

employed for global output-feedback stabilization for a class of nonlinear systems with unknown

relative degree. In [53] the situation when discrepancies between the dynamical model adopted for

the controllers designed and the actual systems can lead to changes to the relative degree during the

system operation has been analysed. In such a scenario, it has been proven that the performance

of the so-called homogeneous SM control do not degrade too much in presence of fluctuations of

the relative degree [54]. More precisely, it has been proven that the norm of the sliding variable is

kept bounded if a homogeneous higher order SM control strategy is applied, even in presence of a

bounded disturbance making the relative degree of the system fluctuate. But apart from these few

works, in the majority of approaches relevant to control or observers design the relative degree has

to be assumed known.

1.5.1 Conventional Solutions

In spite of the importance of the knowledge of the relative degree for control design, a little attention

has been paid in the literature to the identification of the relative degree, especially if this has to be

performed online. i.e. during the system operations. In order to identify the relative degree, in [55],

a set of rules relying on the physical properties of electronic devices and bond graph concepts have

been provided. In [56], a Dynamic Recurrent Neural Network (DRNN) has been designed to identify

the relative degree for nonlinear uncertain systems, and their effectiveness has been demonstrated

considering a single-link manipulator. A similar proposal has been conceived in [57], with the ap-

plication to chemical reactors. To the best of the author’s knowledge, the only relevant work devoted

to identify the relative degree via SM techniques is [58], which has been detailed in the book chapter

in [59]. In these works the concept of “practical relative degree” has been formulated. In particular,

it has been shown that if the system to be controlled is excited by a step input signal, then, via higher

order SM differentiation, it was possible to estimate successive derivatives of the output, until the

discontinuity caused by the step input signal visually appears. More recently, in [60] the practical

relative degree architecture was employed to control a cam-plate driven ball and plate system via

higher order sliding mode methodologies.
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1.5.2 Proposed Solution

Contribution 9 (Automatic Identification of the Relative Degree of Nonlinear Systems). In the

method proposed in this thesis the identification of the relative degree is performed via a recursive

algorithm which is based on analytical criteria. The test input signal is a triangular wave with pre-

scribed maximum value and slope. This particular input signal is able to excite the system in such a

way that the relative degree can be automatically identified. Through the recursive strategy proposed

in the present thesis, any relative degree can be automatically identified since the method, by itself,

is capable of selecting the order of the Levant’s differentiator which is suitable to perform the identi-

fication. Furthermore, the experimental-based assessment of the method is illustrated relying on an

set-up composed of a lab-scale overhead crane mechanically coupled with a DC motor.

1.6 Thesis Outline

The outline of the present thesis is coherent with the development of the contribution illustrated

above. Specifically, four parts are introduced, which correspond to the four addressed challenges

presented in this chapter.

Part I: Dynamic and Robust State Estimation in Power Systems

• Chapter 2 presents to the reader basic theoretical concepts of SM observation and fault detec-

tions which are exploited later in the thesis.

• Chapter 3 introduces the dynamical models of the components of power systems adopted in

simulations and analysis.

• Chapter 4 considers the application of sliding mode observation techniques to locally and

robustly estimate the states of synchronous generators in power systems.

• Chapter 5 presents a wide-area state estimation based on sliding mode observers. This in-

cludes both traditional and renewable sources interconnected with loads.

Part II: Fault Detection, Reconstruction and Mitigation

• Chapter 6 proposes a distributed scheme based on an adaptive dual-layer super-twisting slid-

ing mode architecture to perform robust fault and attack isolation, reconstruction, and mitiga-

tion in power systems.

Part III: Observers-Based Economic Dispatch in Power Systems

• Chapter 7 considers a third order sliding mode observer scheme to be suitably coupled with a

optimal load frequency control scheme in power systems.

• Chapter 8 exploits a novel sliding mode observer-based control approach to both regulate the

frequency and minimise the cost associated with the generations.
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Figure 1.6.1: A schematic illustrating the dependences amongst the chapters of the thesis. The
challenges to which the chapters belong are highlighted also.

Part IV: Relative Degree Identification

• Chapter 9 proposes a novel approach to identify the relative degree of nonlinear uncertain

single-input single-output systems.

Figure 1.6.1 shows the logical dependences amongst the chapters of the thesis.

1.7 List of Publications

The results obtained during the PhD are summarised in a peer-reviewed book chapter (Springer),
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Chapter 2

Sliding Mode Observers: A Brief
Presentation

Abstract This chapter aims to summarise well-established theoretical findings of sliding mode ob-

servers. The undertaken analysis considers two classes of dynamical system: a Linear Time Invariant

(LT) system affected by unknown input, and a double integrator system with unknown nonlinearities.

For the two systems, dedicated SM observers are introduced and sketch of their stability analysis is

presented, which is based on a Lyapunov function approach. For a detailed and more comprehensive

treatment of sliding mode observation theory, the interested reader can make reference to [61], [23],

[62], and [63].

2.1 The Concept of Sliding Mode

Sliding mode control techniques have been successfully proposed in the last few decades for robust

control and observation of nonlinear systems affected by uncertainties [64], [65]. The most relevant

features of these techniques are their capability to enforce a finite time stability and to completely

reject bounded matched uncertainties and disturbances (see, e.g., [65], [63], [61]). Sliding mode

techniques have been also proposed for state estimation and observer-based control approaches in

different application fields, such as robotics, electromechanical systems, and power systems, as illus-

trated in [65], [63], [66], and [67].

2.2 The Concept of State Observer

The knowledge of the actual values of the dynamical system states is of paramount importance in

control theory and applications [47], [68]. This is required, for example, to solve control problems, to

enhance the monitoring of the systems, and to perform near real-time fault detection, reconstruction

and mitigation [65]. In practice, it is not always possible to measure all the state variables. For

example, this limit can be imposed by physical reasons or economic constraints. A state observer

can be defined as a dynamical architecture able to estimate the unmeasured state variables of a given

system. The knowledge of the inputs and the outputs of the dynamical system along with expressions

15
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Figure 2.2.1: A schematic of a dynamical system together with the associated state observer. The
meaning of the introduced variables is written along with their symbols.

of the dynamical model describing the system behaviours with acceptable accuracy are often required

for the effective design of an observer [69]. The block diagram shown in Figure 2.2.1 summarises

the underlying ideas of a state observer.

In the rest of the present chapter, relevant key-findings of sliding mode observers theory will be

presented. Two relevant class of dynamical systems will be considered as a starting point for the

observers design: the perturbed LTI SISO system, and the perturbed double integrator. For these two

dynamical systems dedicated state observers will be presented.

2.3 SM Observers for LTI Perturbed Systems

2.3.1 Preliminaries and System Descriptions

Consider a Linear Time Invariant (LTI) Single Input Single Output (SISO) system governed by

ẋ = Ax+B (u+ d)

y = Cx
(2.3.1)

where x ∈ Rn is the state vector, y ∈ R is the output, u ∈ R is a known input, d ∈ R is an unknown

input, whilst A,B,C are matrices and vectors of appropriate dimensions. It is assumed that the

unknown input d is bounded, which means that

|d| ≤ ∆d (2.3.2)

where ∆d is a known positive constant.

Definition 2.1 (Relative Degree). Given the dynamical system in (2.3.1), if the input signal u expli-

citly appears for the first time on the r-th time derivative of the output y, then the positive integer

number r ∈ N is called the relative degree of the output y, with respect to the input u [47].

Definition 2.2 (Strong Observability). The LTI SISO perturbed linear system (2.3.1) is strongly

observable if for any initial condition x(0) and d(0) = 0, y ≡ 0 ∀ t ≥ 0 implies x ≡ 0.

The following criteria can be shown to ensure the strong observability property [70]:

• The Observability Matrix associated with the pair (A,C) is full rank.
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• The system (2.3.1) is strongly observable if and only if output y of the system (2.3.1) has

relative degree n with respect to the unknown input d.

Definition 2.3 (Strong Detectability). The LTI SISO perturbed linear system (2.3.1) is said strongly

detectable if for any d and initial condition x(0), it follows from y ≡ 0 ∀ t ≥ 0 that x → 0 for

t→∞.

The following criteria can be shown to ensure the strong detectability property [70]:

• The Observability Matrix associated with the pair (A,C) is full rank.

• The system (2.3.1) is said strongly observable if and only if the relative degree of output y

of the system (2.3.1) with respect to the unknown input d exists and the system is minimum

phase.

2.3.2 Conventional First Order Sliding Mode Observer

Under the assumption that the dynamical system (2.3.1) is strongly observable or strongly detectable,

the following observer

x̂ = Ax̂+B
(
u− ρ FCe

|FCe|

)
−GCe, (2.3.3)

is introduced, where the error variable e , x̂ − x, F ∈ R, ρ is a positive design constant, G ∈ Rn

is a design vector. By subtracting (2.3.1) from (2.3.3), the so-called error system dynamics can be

obtained as follows

ė =
(
A−GC

)
e−B

(
d+ ρ

FCe

|FCe|

)
. (2.3.4)

Proposition 2.1. Given error dynamics (2.3.4) and under the condition (2.3.2), suppose that for a

positive definite symmetric matrix P � 0, one has

PA0 +AT0 P < 0, (2.3.5)

where A0 , A−GC and the structural constraint [62]

PB = CTF T (2.3.6)

is satisfied. Then, the origin is an asymptotically stable equilibrium point for the error dynamics

(2.3.4), provided that the constant ρ satisfies:

ρ > ∆d. (2.3.7)

Proof. The reader is referred to [62] for the proof of Proposition 2.1.

Note that the state variables vector x̂ is estimated asymptotically, whereas the output observation

error FCe is steered to zero in finite time [62].



18 CHAPTER 2. SM OBSERVERS THEORY

2.3.3 Higher Order SM Observers

A variant of the observer (2.3.3) can be adopted to estimate in finite time the state variables of (2.3.1).

Suppose that the vector C in (2.3.1) has the structure: C = [1, 0, . . . , 0]. Following [70] the observer:

ż = Az +Bu+ L(y − Cz)
x̂ = z +Kv

v̇ = W (y − Cz, v)

(2.3.8)

is created, where, with respect to (2.3.3), z is an additional estimate of x, K is a design matrix

of appropriate dimensions, v is an additional observer variable, and W (·) is a nonlinear function

depending on both the output observation error y − Cz and v. The error dynamics, which is obtain

by subtracting (2.3.1) from (2.3.8) yield:

ė = (A− LC) e

x̂ = z +Kv

v̇ = W (y − Cz, v)

(2.3.9)

Following [70], it is possible to show that the time evolution of e remains bounded and asymptotically

converges to the origin, hence the matrix (A− LC) is ensured Hurwitz via standard pole-placement

technique. Furthermore, if the matrix Õ is the Observability Matrix associated with the pair (A −
LC,C), the change of coordinates for the error dynamics (2.3.9) ẽ = Õe is considered. In the new

reference frame, one as
˙̃e = Ãẽ

where the matrix Ã ∈ Rn×n has the structure

Ã = Õ(A− LC)Õ−1 =


0 1 . . . 0 0

0 0 1 . . . 0
...

...
...

. . . 0

ã1 ã2 ã3 . . . an

 (2.3.10)

where ã1, . . . , ãn are known constants. It is easy to verify that only the first component ẽ1 of the

vector ẽ = [ẽ1, . . . , ẽn]T is known, thus coinciding with the output observation error. Since the

matrix Ã is Hurwitz, the time evolution of ẽ remains bounded [68]. By means of SM Levant’s

differentiator, the successive time derivatives of e1, which are bounded [70], are accurately estimated

in a finite time. This technique is governed by

v̇1 = −k1 dy − Czc
n
n+1 + v2

v̇2 = −k2 dy − Czc
n−1
n+1 + v3

...
...

...

v̇n−1 = −kn−1 dy − Czc
1

n+1 + vn

v̇n = −kn dy − Czc0

(2.3.11)
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which is implemented in the so-called non-recursive form [71]. The underlying idea is to make use

of the output observation error e1 and create the n-th order dynamical estimator in (2.3.11). In [72]

it has been shown that each estimate generated by the differentiator converges to the actual value in

finite time. The tuning rules for the positive design constants k1, . . . , kn can be found, e.g., in [71]

and [73]. It follows in finite time: v1 = ẽ1 = e1, v2 = ẽ2, . . . , vn = ẽn. After the linear change

of coordinates v̂ = Õ−1P̃ v, it is possible to retrieve actual values of the error v̂ in the original

coordinates reference in finite time. These are used to compensate in real time the estimate z by

introducing the following algebraic expression

x̂ = z − v̂. (2.3.12)

According to the algebraic relation in (2.3.12), the condition x̂ = x holds in finite time.

2.4 SM Observers for Perturbed Double Integrator Systems

2.4.1 System Description and Preliminaries

Next consider the SISO 1perturbed double integrator dynamical systems:

ẋ1 = x2

ẋ2 = f(x1, x2, t) + u

y = x1

(2.4.1)

where x1 ∈ R and x2 ∈ R are the two scalar state variables, u ∈ R is a known input, whilst

f(x1, x2, t) ∈ R is an unknown but bounded nonlinear function which depends on both the states x1

and x2, and on the time t. Since f(·) is assumed bounded, it follows that

|f(x1, x2, t)| ≤ ∆f (2.4.2)

where ∆f is a known positive constant.

2.4.2 Super-Twisting Sliding Mode Observers

To motivate the use of super-twisting sliding mode observer, a standard linear observer [68] can be

employed as a tentative solution to estimate the state x2 for the double integrator perturbed dynamical

system (2.4.1):
˙̂x1 = x̂2 − L1 (x̂1 − x1)
˙̂x2 = u− L2 (x̂1 − x1)

ŷ = x̂1

(2.4.3)

1Note that the developments in the present section can be easily extended to the multi-variable double integrator case,
as suggested in [71] and [74].
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where x̂1 is an estimate of x1, x̂2 is an estimate of x2, L1 and L2 are positive design constants. By

subtracting (2.4.1) from (2.4.3), the so-called error dynamics yield

ė1 = e2 − L1e1

ė2 = −f(x1, x2, t)− L2e1

(2.4.4)

where e1 , x̂1 − x1, and e2 , x̂2 − x2. The system in (2.4.4) can be compactly rewritten as:

ė = Ae+B (f(x1, x2, t)) (2.4.5)

where e , Col(e1, e2) and the introduced matrices and vectors are

A =

[
−L1 1

−L2 0

]
, B =

[
0 −1

]T
(2.4.6)

The design constants L1 and L2 can be chosen by using standard pole-placement techniques applied

to the matrix A appearing in (2.4.6), in order to ensure that it is Hurwitz [69]. It is also easy to show

that the time evolution of the error vector in e of (2.4.4) remains bounded, since the matrix A is

Hurwitz and f(·) can be interpreted as a bounded unknown input. However, the condition e = 0 is

not asymptotically satisfied, due to the presence of uncertainty function B (f(x1, x2, t)).

An effective alternative solution is the design a robust state observer totally insensitive to un-

known bounded disturbance. The so-called Super-Twisting (ST) sliding mode observer can be se-

lected for this purpose. This observer was originally proposed in [75], and its stability analysis was

undertaken via Lyapunov function technique in [76]. Given the double integrator dynamical system

(2.4.1), the associated ST observer is governed by the following dynamics

˙̂x1 = −k1|e1|1/2sign (e1) + x̂2

˙̂x2 = −k2sign (e1) + u

ŷ = x̂1

(2.4.7)

where x̂1 is an estimate of x1, x̂2 is an estimate of x2, k1 and k2 are positive design constants. By

subtracting (2.4.1) from (2.4.7), the error dynamics yield

ė1 = −k1|e1|1/2sign (e1) + e2

ė2 = −k2sign (e1)− f(x1, x2, t)
(2.4.8)

where, e1 , x̂1 − x1, and e2 , x̂2 − x2. It is necessary to prove that the point[
e1 e2

]T
=
[
0 0

]T
(2.4.9)

is a finite-time stable equilibrium point for the system (2.4.8). This means that the trajectories of

(2.4.8) converge to
[
0 0

]T
in finite time. According to [76], a Lyapunov function candidate in the
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Figure 2.4.1: A 3-D plot of the Lyapunov function candidate (2.4.10), together with the associated
contour plot.

form of

V (e1, e2) ,2k2 |e1|+
1

2
e2

2 +
1

2

(
k1 |e1|1/2 sign (e1)− e2

)2
, (2.4.10)

can be selected. Equation (2.4.10) is rewritten in a more compact way:

V (e1, e2) = ζTPζ, (2.4.11)

where the vector ζT ∈ R2 is given by

ζT ,
[
|e1|1/2 sign (e1) e2

]
, (2.4.12)

and the matrix P ∈ R2×2 can be shown to be:

P =
1

2

[
4k2 + k2

1 −k1

−k1 2

]
. (2.4.13)

It is straightforward to verify that the matrix P is positive definite. It follows that V (0, 0) = 0, and

V (e1, e2) > 0 ∀ [e1, e2] 6= [0, 0]. In Figure 2.4.1, a 3-D plot of the Lyapunov function candidate

(2.4.10) is shown, in which the values k1 = k2 = 1 are chosen, and the domain e1, e2 ∈ [−5 5]. The

contour plot of (2.4.10) is also illustrated in Figure 2.4.1.

Differentiating (2.4.10) with respect to time yields:

V̇ (e1, e2) = − 1

|e1|1/2
ζTQζ + f(x1, x2)qT2 ζ, (2.4.14)

where the matrix Q ∈ R2×2 is defined as

Q ,
k1

2

[
2k2 + k2

1 −k1

−k1 1

]
, (2.4.15)
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and the auxiliary vector q2 ∈ R2is given by

qT2 =
[
−k1 2

]
. (2.4.16)

It can be shown that V̇ (e1, e2) is bounded as:

V̇ (e1, e2) ≤ − 1

|e1|1/2
ζT Q̃ζ, (2.4.17)

where the auxiliary matrix Q̃ ∈ R2×2 is in the form of

Q̃ ,
k1

2

[
Q̃11 Q̃12

Q̃21 Q̃2

]
=
k1

2

2k2 + k2
1 − 2∆f −

(
k1 +

2∆f

k1

)
−
(
k1 +

2∆f

k1

)
1

 . (2.4.18)

One can note that V̇ (e1, e2) < 0 outside the equilibrium point [0, 0] if the matrix Q̃ ∈ R2×2 in

(2.4.18) is positive definite. The inequalities:Q̃11 > 0,

det
(
Q̃
)

> 0,
(2.4.19)

ensure that Q̃ is positive definite [77]. Exploiting (2.4.19), it yields:Q̃11 = 2k2 + k2
1 − 2∆f > 0,

det
(
Q̃
)

= 2k2 + k2
1 − 2∆f −

(
k1 +

2∆f

k1

)2
> 0,

(2.4.20)

Solving the system (2.4.20), the condition

2k2 + k2
1 − 2∆f −

(
k1 +

2∆f

k1

)2

> 0 (2.4.21)

verifies both the two inequalities in (2.4.20). Solving (2.4.21) for k2 yields

k2 > ∆f

(
3 +

2∆f

k2
1

)
. (2.4.22)

Therefore, the tuning rules for the gains k1 and k2 are:k1 > 0,

k2 > ∆f

(
3 +

2∆f

k21

)
.

(2.4.23)

which ensure that V̇ (e1, e2) < 0. Furthermore, it is possible to show that:

V̇ (e1, e2) ≤ −
λ

1/2
min{P}λmin

{
Q̃
}

λmax {P}
V 1/2 (e1, e2) . (2.4.24)
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Defining the auxiliary (positive) parameter γ as:

γ ,
λ

1/2
min{P}λmin

{
Q̃
}

λmax {P}
, (2.4.25)

one gets:

V̇ (e1, e2) ≤ −γV 1/2 (e1, e2) . (2.4.26)

Given (2.4.26), the differential equation

v̇ = −γ
√
v, v(0) = v0 ≥ 0. (2.4.27)

can be introduced. The analytical solution of (2.4.27) is [76]:

v =
(√

v0 −
γ

2
t
)2
. (2.4.28)

It is straightforward to verify that V (e1, e2) ≤ v if V (e1(0), e2(0)) < v0, where e1(0) and e2(0) are

the initial conditions for e1, e2, respectively. It follows that both V (e1, e2), and the error components

e1, e2 converge to zero in finite time. The value for the finite time can be computed as:

t? = 2

√
V (e1(0), e2(0))

γ
. (2.4.29)

From the development in this section, one can conclude that if the design constants of the ST observer

satisfy (2.4.23), the conditions e1 = e2 = 0 are reached in a finite time t?. Once the sliding mo-

tion is enforced, the ST observer displays totally insensitivity to the bounded matched perturbation

f(x1, x2, t) appearing in the so-called matched channel of the perturbed double integrator dynamical

system (2.4.1) [75].

2.4.2.1 Unknown Function Reconstruction via ST Observer

Super-Twisting SM observer can be profitably employed to asymptotically estimate the unknown

function f(x1, x2, t), which appears in the matched channel of the considered dynamical system

(2.4.1). During the sliding motion of the error dynamics (2.4.8), the conditions e1 = e2 = 0 hold,

which implies

− (k2sign (e1))eq = f(x1, x2, t) (2.4.30)

where (k2sign (e1))eq represents the average value of k2sign (e1). An approximation f̂ of the un-

known bounded function f(x1, x2, t) can be obtained in real time by means of a low-pass filter with

the associate time constant τ [64] [78]:

f̂ =
1

τ

(
−k2sign (e1)− f̂

)
(2.4.31)
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2.4.3 Sub-Optimal Sliding Mode Observer

The use of the so-called sub-optimal sliding mode methodology [79] can be effectively exploited to

the design a robust SM observer. Given the double integrator dynamical system (2.4.1), the associated

sub-optimal SM observer is governed by the following dynamics

˙̂x1 = x̂2

˙̂x2 = usub

(2.4.32)

where x̂1 is the estimate of x1, x̂2 is the estimate of x2, and usub is equal to [79]

usub , −µV maxsign
(
e1 −

1

2
emax

1

)
. (2.4.33)

where e1 , x1 − x̂1. Moreover, the following relations are consideredµ∗ ∈ (0, 1]

V max > max
(

∆f

µ∗ ,
4∆f

3−µ∗
)
.

(2.4.34)

The signal emax
1 is computed by using the peak detection algorithm. This algorithm was originally

designed in [79] for control purpose, and it is extended in the present chapter to the observer purpose.

Consider the following auxiliary signal.2

∆(t) , [e1(t− ε)− e1(t)] e1(t), (2.4.35)

where ε > 0 is a small constant (in practical cases, ε can represent a time delay either due to the

switching or to the measuring devices). At the initial time instant t0, the initial condition emax
1 =

e1(t0) and e1(t0 − ε) = 0, if t < ε, are adopted. ∀t > t0, the following steps are executed:

1. if (∆(t) < 0) emem
1 = e1(t);

2. if (∆(t) ≤ 0)

(a) if (|emem
1 | ≤ |emax

1 | and emem
1 emax

1 > 0) emax
1 = emem

1 ;

(b) else emax
1 = emax

1 ;

3. if (∆(t) > 0) emax
1 = emem

1

In addition, the variable µ is governed by

µ =

µ∗ if
(
e1 − 1

2e
max
1

)
(emax

1 − e1) > 0

1 if
(
e1 − 1

2e
max
1

)
(emax

1 − e1) ≤ 0.
(2.4.36)

2The explicit dependence on the time t is here introduced for the sake of clarity.
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The error dynamics is obtained by subtracting the double integrator dynamical system (2.4.1) from

the sub-optimal observer dynamics (2.4.32) and they are

ė1 = e2,

ė2 = −φi − µV maxsign
(
e1 − 1

2e
max
1

)
,

(2.4.37)

where e2 = x̂2− x2. The system in (2.4.37) is in the standard form for the sub-optimal sliding mode

controlled system [79], [80]. More precisely, if the signal usub satisfies the inequalities in (2.4.34), it

follows that (2.4.37) converges to the origin in finite time, guaranteeing a correct state estimation of

the state variable x2.

2.4.4 Third Order Sliding Mode Observer

It is now assumed that also the first time derivative of the nonlinearity appearing in (2.4.1) is bounded,

which means that

|ḟ(x1, x2, t)| ≤ ∆ḟ (2.4.38)

where ∆ḟ is a known positive constant. A third order SM observer in the form of

˙̂x1 = −k1|e1|2/3sign (e1) + x̂2

˙̂x2 = −k2|e1|1/3sign (e1) + ẑ3

˙̂z3 = −k3sign (e1)

y = x̂1

(2.4.39)

can be introduced, where x̂1 is an estimate of x1, x̂2 is an estimate of x2, ẑ3 is an auxiliary variable of

the observer, e1 , x̂1 − x1, and k1, k2, and k3 are positive constants to be designed. By subtracting

(2.4.1) from (2.4.39), the error dynamics take the form

ė1 = −k1|e1|2/3sign (e1) + e2

ė2 = −k2|e1|1/3sign (e1) + ẑ3 − f(x1, x2, t)
˙̂z3 = −k3sign (e1)

(2.4.40)

where e2 , x̂2−x2. The auxiliary error variable e3 , ẑ3−f(x1, x2) can be introduce, thus rewriting

(2.4.40) as
ė1 = −k1|e1|2/3sign (e1) + e2

ė2 = −k2|e1|1/3sign (e1) + e3

ė3 = −k3sign (e1)− ḟ(x1, x2, t)

(2.4.41)

The system in (2.4.41) is in the canonical form of the third order SM observer error dynamics in [81].

Following [82], a Lyapunov function candidate in the form of

V (e1, e2, e3) = β1|e1|5/3 − β2e1e2 + β3|e2|5/2 − β4e2|e3|3sign(e3) + β5|e3|5 (2.4.42)
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can be employed to show that the origin is finite time stable for error dynamics (2.4.41), where

β1, . . . , β5 are arbitrary positive constants. In order to tune the design constants, let

L̃ = ∆ḟ/∆̃0 (2.4.43)

where ∆̃0 is known constants. Then, if [k1, k2, k3]T are the triplet of the design constants tuned

in [82] for the unperturbed case (i.e., for the case when ḟ(x1, x2) = 0), it is possible to prove that

[k1, k2, k3]T can be chosen according to [82] :

[k1, k2, k3]T = Diag
(
L̃

1/3
i , L̃

2/3
i , L̃i

)
[k1, k2, k3]T (2.4.44)

The numerical representation of the tuning rules (2.4.44) is also developed in [73]:

k3 > ∆ḟ (2.4.45)

k2 = 5.3k
2/3
3 (2.4.46)

k1 = 3.34k
1/3
3 . (2.4.47)

Note that the gain k3 is the first to be chosen in order to compensate the effect of ḟ(x1, x2, t).

Furthermore, if the vector of the initial conditions of (2.4.44) is e0 , Col(e1(0), e2(0), e3(0)), then

the error dynamics converge to the origin in a finite time Te0 , which can upper-bounded as

Te0 ≤
V 1/5(e0)

ci
(2.4.48)

where ci is a positive constant. Therefore, a sliding motion is characterised by the following condi-

tions

e1 = e2 = e3 = 0, (2.4.49)

which are enforced in finite time and they guarantee a finite time state estimation.

2.4.4.1 Unknown Function Reconstruction

A scheme which is alternative to the one proposed in Section 2.4.2.1 can be adopted to estimate the

unknown function f(x1, x2, t). In contrast to the one proposed in 2.4.2.1, in the present framework

the estimation is achieved in finite time and the low-pass filter is no longer required. These because

during the sliding motion (2.4.49)

ẑ3 − f(x1, x2, t) = 0 (2.4.50)

From (2.4.50) it follows that an estimate f̂ of f(x1, x2) can be shown to be

ẑ3 = f̂ (2.4.51)

It is apparent that the continuous-time auxiliary variable ẑ3, which is available in real time, constitutes

an estimate of f(x1, x2) in finite time.



Chapter 3

Power System Description

Abstract This chapter aims to present dynamical models of the components of power systems,

including synchronous generators, hydroelectric and thermal turbine-governors, wind power sources,

inverter power sources, static and dynamical loads. The introduced models represent the starting

point to design schemes to monitor and control the systems developed in the rest of the present

thesis. The second part of the chapter develops the so-called structure-preserving power system

models, typically employed for simulations and stability analysis of large-scale power networks. For

an extensive descriptions of the introduced dynamical models, the interested reader is also referred to

dedicated books available in the literature. Amongst the others, it is worth remembering the relevant

contributions [5], [4], [83], and [37].

3.1 Conventional Generators

Synchronous generators represent the most important power source component in power systems [5].

They are moved by different kinds of turbine (such as steam, hydraulic, gas or wind turbines), and

they convert input mechanical power into electrical power to supply the demand. In power system

analysis, several models have been employed for the synchronous generators, from the lower to the

higher complexity and accuracy. In this section, the well-established swing equations will be expli-

citly derived, which model the unbalance between electromagnetic and mechanical torque [4], [5].

The transient voltage dynamics will be presented at the end of this section, which constitute, together

with the aforementioned swing equations, the widely used flux-decay model [37]. Furthermore,

the dynamics of the hydraulic and steam turbines-governors dynamics associated with conventional

generators will be illustrated. Throughout the reading of this chapter and particularly whenever a

dynamical model is introduced, the reader is encouraged to constantly refer to Section 3.6, where the

list of all the symbols and variables introduced in the chapter is provided, together with the associated

measurement units and physical meanings.

3.1.1 Synchronous Generators Dynamical Models

Angle Definitions Figure 3.1.1 shows a schematic of the cross-section of the i-th synchronous

generator. Three reference frames are introduced: a fixed axis x, the reference frame dqO, which is

27
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stator

o

roto
r

N

S

Figure 3.1.1: A simplified schematic of a synchronous generator along with the angles of interest in
the swing equations.

in-built with the rotor, and the axis u, which rotates at the constant speed ω0/ppi, where ω0 = 2πf0,

f0 is the rated value of the power grid electrical frequency, and ppi is the number of the pole-pairs

of the generator. Note that the rotor of a synchronous generator with ppi pole-pairs has a rated

mechanical angular speed equal to ωmR = ω0/ppi. The angular displacement between the axis x

and the rotor is given by the variable αi. It is also useful to introduce the angle ω0t/ppi between the

axis x and u. The auxiliary variable θi/ppi denotes the angular displacement between the axis d and

u. From the developments in the present section, it is apparent that the variable θi can be considered

as the angular position of the rotor in electrical radians with respect to the synchronously rotating

reference axis u. Justified by Figure 3.1.1, the basic algebraic relation follows:

θi = ppiαi − ω0t. (3.1.1)

Differentiating (3.1.1) with respect to time it yields

θ̇i = ppiα̇i − ω0 = ∆ωi, (3.1.2)

where ∆ωi is the electrical angular speed deviation from the rated value ω0. Differentiating (3.1.2)

yields:

θ̈i = ppiα̈i = ∆ω̇i. (3.1.3)

Equations (3.1.1)-(3.1.3) become fundamental in deriving the Swing Equations.

Swing Equations The swing equations, which will be derived in the present section, are a set of two

differential equations modelling the accelerations and the decelerations of synchronous generators

due to possible mismatches between the power generation and consumption.

The kinetic energy Ei (expressed in (GJ)) stored in the rotating masses of a synchronous gener-
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ator is defined by

Ei = SiHi, (3.1.4)

where Si is the apparent power base value (expressed in (GVA)), and Hi is the inertia constant of the

generator (expressed in (s)). The basic equation of motion (Newton’s equation) is [37]

Jiω̇mi = Jiα̈i = Tmi − Tei , (3.1.5)

where Ji is the moment of inertia of the generator, ωmi is the mechanical angular speed, ω̇mi = α̈i

is the mechanical angular acceleration, Tmi is the mechanical torque and Tei is the electromagnetic

torque. Using (3.1.3), equation (3.1.5) can be rewritten as follows

Ji
θ̈i
ppi

= Tmi − Tei . (3.1.6)

By making use of (3.1.4), one gets

Hi =
Ei
Si

=
1
2Jiω

2
mR

Si
, (3.1.7)

where ωmR is the rated value of the mechanical angular speed of the generator. Given (3.1.7), the

moment of inertia Ji can be rewritten as function of the inertia constant as follow:

Ji =
2HiSi
ω2
mR

. (3.1.8)

Substituting for Ji from (3.1.8), equation (3.1.6) can be shown to become

2HiSi
ω2
mR

θ̈i
ppi

= Tmi − Tei . (3.1.9)

Since ωmR = ω0/ppi, equation (3.1.9) becomes

2HiSi
ω02

(ppi)
2

θ̈i
ppi

= Tmi − Tei . (3.1.10)

Multiplying both the left and right side of (3.1.10) by α̇i and making use of (3.1.2), the balance of

torque is transformed into the balance of power:

2Hi
ω02

(ppi)
2

θ̈i
ppi

(
θ̇i + ω0

ppi

)
=

Tmi − Tei
Si

α̇i (3.1.11)

2Hi

ω2
0

θ̈i

(
θ̇i + ω0

)
= Pmi − Pei , (3.1.12)

where Pmi is the mechanical input power, and Pei is the total electrical active power injected into

the power grid by the i-th synchronous generator. Note that both the two powers are normalised

with respect to the base power Si, and therefore expressed in (p.u.). By defining the parameter

Mi , 2Hi/ω0, the system in equations (3.1.11)-(3.1.12) can be further compactly rewritten. In
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Figure 3.1.2: A visual representation of the unbalance between the mechanical torque Tmi and the
electrical torque Tei , which gives rise to changes to ∆ωi of opposite sign.

additions, two situations are introduced as follows:

Miθ̈i = Pmi − Pei if θ̇i + ω0 ≈ ω0, (3.1.13)
Mi

ω0
θ̈i =

Pmi − Pei(
θ̇i + ω0

) otherwise. (3.1.14)

Provided the mechanical angular speed remains sufficiently close to its rated value (which implies

that θ̇i+ω0 ≈ ω0), equation (3.1.13) can represent the dynamics of the synchronous generator. If the

previous condition is no longer satisfied, the equation to be considered is (3.1.14). A damping action

described by the signal −Di∆ωi can be included in (3.1.14), which yields:

Miθ̈i = Pmi − Pei −Di∆ωi. (3.1.15)

Remark 3.1. Note that the signal Di∆ωi can represent the actions of both the damping and the droop

control in (3.1.15) only when the turbine-governor dynamics are neglected in the simulation studies,

as in [46]. The modification in the modelling due to the presence of the turbine-governor will be

discussed in the rest of the present chapter.

A standard state-space representation can be introduced for the synchronous generator dynamics

as follows:
θ̇i = ∆ωi,

Mi∆ω̇i = Pmi − Pei −Di∆ωi
(3.1.16)

It is important to highlight that in (3.1.16) the signal Pmi denotes the input of the synchronous gener-

ator, whilst an expanded expression for Pei , depending on power grid topology, will be introduced in

the remainder of the chapter. Figure 3.1.2 shows a visual representation of the qualitative behaviours

of the synchronous generator in presence of unbalance of opposite sign between the mechanical and

the electrical torques.
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Figure 3.1.3: A picture of a thermal power plant. [Credits: free public domain images Pixabay.com]

3.1.2 Turbine-Governor Description

The turbine-governor systems aim to convert the kinetic energy of water and the thermal energy

developed during the combustion of fossil fuels or nuclear reactions into mechanical energy moving

the synchronous generators. Dedicated dynamical models have been developed for turbine-governor

systems, and they are of paramount importance for simulations, dynamical stability, analysis and

studies in power systems applications.

3.1.2.1 Steam Turbine-Governor

A simplified single steam-turbine dynamics are given by the following linear state-space representa-

tion [84]:
Ṗmi = − 1

Tti
Pmi + 1

Tti
Pgi

Ṗgi = − 1
RiTgi

∆ωi − 1
Tgi
Pgi + 1

Tgi
ui

(3.1.17)

θ̇i = ∆ωi,

Mi∆ω̇i = Pmi − Pei −Di∆ωi
(3.1.18)

In the system of equations (3.1.18), the synchronous generator dynamical model has been rewritten

for the sake of clarity.

The so-called single tandem reheat arrangement constitutes the most common configuration prac-

tically used in large thermal power plants [84]. In such configuration, three steam turbines are at-

tached to the same shaft. The steam coming from the boiler is expanded through three stages, thus

producing three contributions for the mechanical power. The corresponding dynamical model can be

shown to be:
Ṗmai = − 1

Ttai
Pmai + 1

Ttai
Pgi

Ṗmbi = − 1
Ttbi

Pmbi + 1
Ttbi

Pmai

Ṗmci = − 1
Ttci

Pmci + 1
Ttci

Pmbi

Ṗgi = − 1
RiTgi

∆ωi − 1
Tgi
Pgi + 1

Tgi
ui

Pmi = αtaiPmai + βtbiPmbi + γtciPmci

(3.1.19)
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Turbine aiGovernor i Turbine bi Turbine ci

Figure 3.1.4: A schematic of a single tandem steam reheat steam turbines-governor dynamical model.

θ̇i = ∆ωi,

Mi∆ω̇i = Pmi −Di∆ωi
(3.1.20)

Figure 3.1.4 shows a block scheme of the system in equations (3.1.19)-(3.1.20). The standard transfer

function representation [68] for linear time invariant system has been adopted in the schematic.

3.1.2.2 Hydraulic Turbine-Governor

The linearised hydraulic turbine and governor model comprises a governor (similar to the one just

described for thermal power plants), a transient droop compensator, and the hydraulic turbine. Note

that the transient droop compensator has to be included between the governor and the hydraulic

turbine to ensure and to enhance the stability of the system [5]. Specifically, as discussed in [5], the

transient compensator was conceived to deal with the peculiar dynamical response of water inertia.

The resulting dynamical model for the hydroelectric power sources can be shown to be:

Ṗgi = −Dgi
Tgi

∆ωi − 1
Tgi
Pgi + 1

Tgi
ui

Ṗci = − 1
Tc1i

Pci + Pgi

Ẇi =
Tc1i
Tc2i

Pgi +
Tc2i
−Tc1i
T 2
c2i

Pci − 2
Thi
Wi

Pmi = −2
Tc1i
Tc2i

Pgi + 2
Tc1i−

Tc2i
T 4
c2i

Pci + 6
Thi
Wi = Pmi .

(3.1.21)

θ̇i = ∆ωi,

Mi∆ω̇i = Pmi − Pei −Di∆ωi
(3.1.22)

Figure 3.1.4 shows a block scheme of the system in equations (3.1.21)-(3.1.22). The standard transfer

function notation for linear time invariant system has been adopted also for the hydraulic turbine-

governor dynamical model.
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Transient Compensator iGovernor i Hydraulic Turbine i

Figure 3.1.5: A schematic of hydraulic turbine-governor dynamical model.

(a) (b)

(c) (d)

Figure 3.1.6: (a): The building of an hydroelectric power plant in the Alps, Italy. (b): A modern
computer-based control and monitor scheme of hydroelectric power plant. (c): A Pelton wheel. (d):
Numerical data of a Pelton wheel. [Credits: Gianmario Rinaldi].
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Figure 3.2.1: A picture of a wind farm. [Credits: free public domain images Pixabay.com]

3.2 Renewable Sources Dynamical Models

In recent years, the installed capacity of renewable energy sources in power systems is increasing

worldwide, especially led by wind power sources. In the present thesis, the dynamical models of

both wind power sources and inverters with so-called capacitive inertia will be presented.

3.2.1 Wind Power Sources

The so-called two masses dynamical model for the wind power sources comprises two equivalent

masses Mw1i and Mw2i , which are schematically represented in Figure 3.2.2. The mass Mw1i ac-

counts for the high speed shaft, the gearbox and the generator rotor, whilst the mass Mw2i accounts

for the low-speed turbine components. The corresponding dynamical model yields

θ̇w1i = ∆ωw1i

Mw1i∆ω̇w1i = −Dwi (∆ωw1i −∆ωw2i)− kwi (θw1i − θw2i)− Pewi
θ̇w2i = ∆ωw2i

Mw2i∆ω̇w2i = Dwi (∆ωw1i −∆ωw2i) + kwi (θw1i − θw2i) + Twi

(3.2.1)

3.2.2 Inverter-Based Power Sources

Synchronous generators, which represent the conventional electrical power sources, are character-

ised by massive rotational parts, which therefore result in massive kinetic energy. The resulting

mechanical energy reservoir exhibits a stabilising property when power unbalances or faults oc-

cur. The increasing interconnection of renewable energy-based sources, dominated by inverter-based

configuration, partially compromises the intrinsic stabilising property of conventional synchronous

generator-based power sources. To cope with this issue, it is possible to implement dedicated control

architectures for the inverter-based renewable sources devoted to mimic and emulate the dynamical

behaviours of synchronous generators has been pointed out. To this end, several promising control

approaches of inverters have been conceived [85]. In the present section, the recently introduced
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Wind Turbine i

Synchronous Generator i

Figure 3.2.2: A schematic of the two masses wind power source.

Figure 3.2.3: A picture of a solar power plant. [Credits: free public domain images Pixabay.com]
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Figure 3.2.4: A schematic of the inverter with capacitive inertia architecture.

inverter with capacitive inertia methodology will be considered [86]. Exploiting Figure 3.2.4, the

following differential equation can be obtained by applying standard circuit theory techniques:

Cdci v̇dci = −Gdcivdci − iini + idci (3.2.2)

The underling idea of the inverter with capacitive inertia is to regulate the voltage vdci of the dc-link

capacitor Cdci according to the algebraic condition

vdci = kinvi∆ωinvi (3.2.3)

where the positive known constant kinvi = ω0/v
∗
dci
, and v∗dci denotes the nominal value of the voltage

of the dc capacitor. Given (3.2.3), the differential equation (3.2.2) is rewritten as:

θ̇invi = ∆ωinvi ,

Minvi∆ω̇invi = −Dinvi∆ωinvi +
Pini−Pei
∆ωi+ω0

(3.2.4)

where the inverter inertiaMinvi , Cdci/k
2
invi

, and the inverter droop coefficientDinvi , Gdci/kinvi .

Remark 3.2. Note that the system in equation (3.2.4) is similar to the one in (3.1.14). Specifically,

the system in (3.2.4) is the so-called improved swing equations [87].

3.3 Loads Dynamics

The term loads in power system context includes the components connected to the grid which con-

sume electrical power for a large class of applications [37], [5]. In the present section, two types of

models will be presented: the static load model, governed by algebraic equations, and the dynamical

model, governed by ordinary differential equations.
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3.3.1 Static Load Model

The static load model is described by

0 = Pli − Pei (3.3.1)

where Pli denotes the specified electrical active power which is consumed by the i-th load, whilst Pei
denotes the total electrical active power flowing from the i-th load to the neighbouring (generators or

loads) components.

3.3.2 Dynamical Load Models

Frequency-dependent dynamical systems are often preferred for load modelling. This because they

can also describe the so-called active loads, which are characterised by the presence of small locally

distributed renewable energy sources. The following algebraic equation yields:

0 = −Di∆ωi + Pli − Pei (3.3.2)

Equation (3.3.2) can be easily transformed into a differential equation by introducing the voltage

phase angle θi associated with the i-th load. Since θ̇i = ∆ωi, it follows that

Diθ̇i = Pli − Pei (3.3.3)

For loads characterised by relevant value of inertia (such as utilities with high presence of induction

and synchronous motors), th second order dynamical model

θ̇i = ∆ωi,

Mi∆ω̇i = Pli − Pei −Di∆ωi
(3.3.4)

can be used.

3.4 Power Flow Description

Figure 3.4.1 shows a schematic of two components of a power system (which can be of any type, such

as synchronous generators, loads, and inverters), connected via a lossless power transmission line

with the associate line inductance xij . For practical perspective, Figure 3.4.2 shows a power transmis-

sion line under construction in Northern Italy. A voltage waveform in the form of Vi cos (ω0t+ θi) is

associate with each component. The positive variable Vi represents the voltage magnitude of the i-th

component. The electrical active power flowing from the i-th to the j-th component can be described

by a nonlinear or a linearised expressions.
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Figure 3.4.1: A schematic of two components i, j of a power system interconnected by a power
transmission line xij allowing a power flow exchange Pij .

Figure 3.4.2: A 380 kV voltage power transmission line under construction in Valtellina, Alps, North-
ern Italy [Credits: Gianmario Rinaldi].

3.4.1 Nonlinear Power Flow

The nonlinear expression for the electrical active power flowing from the i-th to the j-th component

can be shown to be [37]

Pij =
ViVj
xij

sin (θi − θj) (3.4.1)

In case the voltage magnitude is assumed constant, it is convenient to introduce the auxiliary (posit-

ive) constants

γij ,
ViVj
xij

(3.4.2)

and to rewrite (3.4.1) as:

Pij = γijsin (θi − θj) (3.4.3)

Remark 3.3. According to the nonlinear power flow formulation in (3.4.1), one can conclude that

also the signal Pei , which models the total electrical active power flowing from the i-th component

to its neighbourhood Ni, takes the same form. Therefore the expression

Pei =
∑
j∈Ni

ViVj
xij

sin (θi − θj) (3.4.4)

can be substituted wherever used in the previous sections of this chapter.
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Synchronous Generator Model with Transient Voltage Dynamics Given the nonlinear power

flow approach, a more accurate dynamical model for the synchronous generator can be introduced.

This accounts also for for the transient voltage dynamics and it is given by:

θ̇i = ∆ωi,

ėqi = 1
Td0i

(
Efi − eqi −

(
xdi − x′di

) eqi−Vicos(θi)

x′di

)
Mi∆ω̇i = Pmi−

Vi
x′di

eqi sin (θi)−
V 2
i

2

( 1

xqi
− 1

x′di

)
sin
(
2θi
)

︸ ︷︷ ︸
Pei

−Di∆ωi
(3.4.5)

Nonlinear Improved Swing Equations Under the nonlinear power flow formulation, a variant of

the generator model (3.1.16) can be introduced in order to reflect better the dynamical behaviours of

synchronous generators [88]:

θ̇i = ∆ωi,

Mi∆ω̇i =
Pmi−Pdi
(∆ωi+ω0) −

∑
j∈Ni

ViVj
xij

sin(θi−θj)
(∆ωi+ω0) −Di∆ωi

(3.4.6)

The system in (3.4.6) represents the so-called improved swing equations.

3.4.2 Linearised DC Power Flow

If the difference between the i-th and the j-th voltage phase angle is acceptably small, i.e. θi−θj � 1,

the standard small angle approximation can be employed, which yields:

Pij =
ViVj
xij

(θi − θj) (3.4.7)

In case the voltage magnitudes remain constant and both equal to 1 (p.u.) in the two components,

the expression in (3.4.7) can be further simplified as

Pij = bij (θi − θj) (3.4.8)

where bij = 1/xij . Analogously, the signal Pei expanded in (3.4.4) can be rewritten by using in the

DC Power flow method:

Pei =
N∑
j=1

bij (θi − θj) (3.4.9)

3.5 Structure-Preserving Power System Models

The structure-preserving approach, originally presented in [89] and in [90] for power systems, aims

to explicitly model each component of the network. In contrast to model-reduction techniques [91],
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the structure-preserving approach reveals to be more accurate, thus considering the expression of

electrical power flow in each edge (i.e., in each power transmission line). After some basic recalls

of graph theory, four structure-preserving models will be introduced. These display both Differential

Algebraic Equations (DAEs) and Ordinary Differential Equations (ODEs) structures.

3.5.1 Graph Theory Recalls

A structure-preserving power system can be considered as connected and undirected graph G(B, E),

with the set of buses (commonly called also nodes) B = {1, . . . , |B|}, and the set of edges E ⊆ B×B.

The set of buses will be partitioned into the so-called generation buses G = {1, . . . , |G|} and load

buses L = {|G| + 1, . . . , |B|}, such that B = G ∪ L. The set of generators G comprises all the

components which are considered sources of electrical active power. Analogously, the set of loads L
comprises all the components which demand a specific amount of electrical active power. Each edge

corresponds to an unordered pair of distinct nodes (i, j) and it is also characterised by its weight,

which is the reciprocal of the corresponding power transmission line reactance, denoted as bij . It

follows that each edge can be represent according to the following expression: {(i, j), bij} ∈ E .

Definition 3.1 (Adjacent Buses and Neighbourhood Set). The i-th and the j-th buses of a power

systems are said to be directly adjacent if they are linked by a power transmission line, which means

that:

∃ {(i, j), bij} ∈ E . (3.5.1)

The neighbourhood of the i-th bus corresponds to the set (denoted as Ni) of the buses directly adja-

cent to the i-th bus, which means

Ni , {k | {(i, k), bik} ∈ E} . (3.5.2)

The set Ni is the union of two subsets Ni = Mi ∪ Oi, which are the neighbouring generator buses

setMi and the neighbouring load buses set Oi.

Incident Matrix The matrix B ∈ R|B|×|E| is the so-called incident matrix matrix. Then, by arbit-

rarily labelling with a ‘+’ and a ‘-’ the ends of an edge k, the elements of B are defined as:

Bik =


+1 if i is the positive end of k

−1 if i is the negative end of k

0 otherwise.

(3.5.3)

Laplacian Matrix The Laplacian matrix L ∈ R|B|×|B| captures the topology of the interconnec-

tions amongst the buses for a given power system, and its elements are defined as follows:

L =

Lii =
∑

k∈Ni bik

Lij = −bij .
(3.5.4)



3.5. STRUCTURE-PRESERVING MODELS 41

The Laplacian matrix is partitioned into four sub-matrices, which can be show to be:

L =

[
Lgg Lgl

Llg Lll

]
, (3.5.5)

where the sub-matrices Lgg ∈ R|G|×|G|, Lgl∈ R|G|×|L|, Llg∈ R|L|×|G|, Lll∈ R|L|×|L|. Furthermore,

in (3.5.5), the matrix Lll is invertible [91].

3.5.2 Structure-Preserving DAEs Models

This section considers a structure-preserving model for power systems which exhibits a Differential

Algebraic Equations (DAEs).

Remark 3.4. Note that in all the structure-preserving models that will be introduced in the remaining

of this section, the turbine-governor dynamics are not explicitly written, but they can be easily added

to each generator bus dynamical model.

Nonlinear DAEs Model Given a power network comprising |G| generators an |L| loads, the gen-

erator dynamics (3.1.16), the load dynamics (3.3.1), and under the nonlinear power flow formulation

(3.4.2)-(3.4.4), it follows:

θ̇i = ∆ωi i ∈ B
Mi∆ω̇i = −Di∆ωi + Pmi −

∑
j∈Ni γij sin (θi − θj) i ∈ G

0 = Pli −
∑

j∈Ni γij sin (θi − θj) i ∈ L
(3.5.6)

The system in (3.5.6) takes the form of a nonlinear DAEs model, in which the algebraic part com-

prises all the load buses. Furthermore, (3.5.6) can be rewritten in a vectorial form as follows:

θ̇ = ∆ω

MG∆ω̇G = −DG∆ωG −∇GU(θ)

0 = −∇LU(θ)

(3.5.7)

where:

θ , Col(θ1, . . . , θ|B|) ∈ R|B|, ∆ωG , Col(∆ω1, . . . ,∆ω|G|) ∈ R|G|

∆ωL , Col(∆ω|G|+1, . . . ,∆ω|B|) ∈ R|L|, ∆ω , Col(∆ωG ,∆ωL) ∈ R|B|

MG , Diag((Mi)i∈G),MG � 0, DG , Diag((Di)i∈G), DG � 0, DG ∈ R|G|×|G|

Finally, U(θ) denotes the so-called open-loop potential energy of the aggregated generator and load

buses, which is given by [40], [92]:

U(θ) , 1TΓ cos
(
BT θ

)
− pT θ (3.5.8)
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where Γ = Diag (γij)γij∈E ,Γ ∈ R|E|×|E|, p = Col
(
Pm1 , . . . , Pm|G| , Pl1 , . . . , Pl|L|

)
, p ∈ R|B|.

∇U(θ) =

[
∇GU(θ)

∇LU(θ)

]
, ∇U(θ) ∈ R|B| (3.5.9)

represents the gradient of the potential energy U(θ) in (3.5.8), and the sub-vectors ∇GU(θ) ∈ R|G|

and ∇LU(θ) ∈ R|L| represent contributions composed only of the components from the the sets G
and L, respectively.

Linearised DAEs Model If the DC power flow method is adopted, the following linearised system

yields:
θ̇i = ∆ωi i ∈ B

Mi∆ω̇i = −Di∆ωi + Pmi − L
gg
ii θi −

∑
j∈Ni L

gl
ijθj i ∈ G

0 = Pli − Llliiθi −
∑

j∈Mi
Llgijθj −

∑
k∈Oi L

ll
ijθj i ∈ L

(3.5.10)

The system in equation takes the form of a linear DAEs model. In analogy with (3.5.7), the vectorial

form of (3.5.10) yields:

θ̇ = ∆ω

MG∆ω̇G = −DG∆ωG + Pm − LggθG − LglθL
0 = Pl − LlgθG − LllθL

(3.5.11)

where, with respect to (3.5.7), the following additional vectors are introduced: θG , Col(θ1, . . . , θ|G|) ∈
R|G|, and θL , Col(θ|G|+1, . . . , θ|B|) ∈ R|L|.

3.5.3 Structure-Preserving ODE Models

If the frequency-dependent load dynamics (3.3.2) are considered, it is possible to show that the

structure-preserving power system model exhibits a Ordinary Differential Equations (ODEs) archi-

tecture.

Nonlinear ODEs Model Given the generator dynamics (3.3.4) and the load dynamics (3.3.2), it

follows:
θ̇i = ∆ωi i ∈ B

Mi∆ω̇i = −Di∆ωi + Pmi −
∑

j∈Ni γij sin (θi − θj) i ∈ G
0 = −Di∆ωi + Pli −

∑
j∈Ni γij sin (θi − θj) i ∈ L

(3.5.12)

Note that the load algebraic relation appearing in (3.5.12) can be transformed into a differential

equation as:

Diθ̇i = Pli −
∑

j∈Ni γij sin (θi − θj) i ∈ L (3.5.13)
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The vectorial form of (3.5.12) can be shown to be:

θ̇ = ∆ω

MG∆ω̇G = −DG∆ωG −∇GU(θ)

0 = −DL∆ωL −∇LU(θ)

(3.5.14)

where: DL , Diag((Di)i∈L), DL � 0, DL ∈ R|L|×|L|

Linearised ODEs Model Using again the linearised DC power flow approach along with the

Laplacian matrix structure, the following linear ODE model yields:

θ̇i = ∆ωi i ∈ B
Mi∆ω̇i = −Di∆ωi + Pmi − L

gg
ii θi −

∑
j∈Ni L

gl
ijθj i ∈ G

0 = −Di∆ωi + Pli − Llliiθi −
∑

j∈Mi
Llgijθj −

∑
k∈Oi L

ll
ijθj i ∈ L

(3.5.15)

Also in this situation, the algebraic equation for the loads can be transformed into a linear differential

equation:

Diθ̇i = Pli − Llliiθi −
∑

j∈Mi
Llgijθj −

∑
k∈Oi L

ll
ijθj i ∈ L (3.5.16)

Furthermore, the vectorial structure of (3.5.12) follows:

θ̇ = ∆ω

MG∆ω̇G = −DG∆ωG + Pm − LggθG − LglθL
0 = −DL∆ωL − Pl − LlgθG − LllθL

(3.5.17)

Remark 3.5. Note that the only mutual interaction among the components constituting the power sys-

tem takes place at the level of electrical active power exchange, which can be modelled according to

the power flow methods. This is valid for all the introduced structure-preserving dynamical models.
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3.6 List of Symbols and Variables

Synchronous Generator
Symbol Units Physical Meaning

αi (rad) angular position of the rotor

θi (rad) generator voltage phase angle

ωmi (rad/s) mechanical angular speed

Tmi ,Tei (N m) mechanical, electrical torques

Pmi ,Pei (N m) mechanical, electrical powers

eqi (p.u.) transient voltage

Efi (p.u.) excitation voltage

ppi (–) number of pole-pairs of the generator

ω0 (rad/s) or (Hz) rated value of the electrical angular speed

ωmR (rad/s) rated value of the mechanical angular speed

Ei (GJ) generator base energy

Si (GVA) generator base power

Hi (s) inertia constant

Ji (kg m2) rotational mass

Mi (p.u.) inertia

Td0i (s) d-circuit time constant

xdi , x
′
di

(p.u.) d-axis reactance, d-axis transient reactance

xqi (p.u.) q-axis reactance

Steam Turbine-Governor

Pmai , Pmbi , Pmci (p.u.) a, b, c steam turbine power variation

αtai ,βtbi , γtci (–) a, b, c steam turbine power conversion constants

Ttai ,Ttbi , Ttci (s) a, b, c steam turbine time constants

Hydraulic Turbine-Governor

Pci (p.u.) hydro transient compensator power variation

Wi (p.u.) hydro turbine water speed variation

Tc1i , Tc2i (s) compensator time constants

Thi (s) hydro turbine time constant

Wind Power Sources

θw1i (rad) wind source voltage phase angle

θw2i (rad) wind turbine rotor angle

∆ωw1i (p.u) or (Hz) wind generator frequency deviation

∆ωw2i (p.u) or (Hz) wind turbine frequency deviation

Twi (p.u) wind input torque

Mw1i (p.u.) wind generator inertia

Mw2i (p.u.) wind turbine inertia

Dwi (p.u.) wind turbine-generator damping
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kwi (p.u.) wind source stiffness coefficient

Inverter Power Sources

vdci (p.u.) or (V) dc-link voltage

idci (p.u.) or (A) dc generated current

θinvi (rad) inverter voltage phase angle

∆ωinvi (p.u) or (Hz) inverter frequency deviation

Gdci (p.u.) or (Ω−1) dc side conductance

Cdci (p.u) or (S) dc-link capacitor

Loads

Pli (p.u.) load power consumption

Variables and Symbols used for Different Components

∆ωi (p.u) or (Hz) frequency deviation

Pgi (p.u.) governor output power variation

Vi (p.u) or (V) voltage magnitude

Di (p.u) droop control coefficient/damping factor

Tgi (s) turbine time constant

Tti (s) governor time constant

1/Ri (p.u.) droop control coefficient
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Chapter 4

Design and Validation of Local Sliding
Mode Observers for Synchronous
Generators

Abstract This chapter considers the application of sliding mode observation techniques to locally

and robustly estimate the states of synchronous generators in power systems. Specifically, two ori-

ginal sliding mode observers will be proposed. The first one, which relies on a novel super-twisting-

like sliding mode architecture, is able to locally estimate in finite time the frequency deviation for

a synchronous generator governed by the dynamical model (3.1.16). A real-data based scenario

demonstrates the accuracy of the proposed scheme. The second one relies on the more accurate dy-

namical model (3.4.5). A stability analysis of the error dynamics is undertaken, which is based on

the Grownwall-Bellman Inequality approach. The present chapter is mainly based on the following

authored publications:

• G. Rinaldi, P. P. Menon, C. Edwards, and A. Ferrara, “Sliding mode based dynamic state

estimation for synchronous generators in power systems,” IEEE Control Systems Letters, vol.

2, no. 4, pp. 785–790, 2018.

• G. Rinaldi, P. P. Menon, A. Ferrara, and C. Edwards, “A super-twisting-like sliding mode

observer for frequency reconstruction in power systems: Discussion and real data based as-

sessment,” in Proc. of 15-th International Workshop on Variable Structure Systems (VSS),

Graz, Austria, pp. 444–449, July 2018.

4.1 The Concept of Local State Estimation

The term local state estimation refers to a dynamic state estimation implemented at the level of a

single component of the power network (synchronous generators, turbine-governor systems, loads,

wind power sources, etc.) [12]. It reveals to be a completely decentralised technique, thus requiring

only the local information and local knowledge of the model parameters. Furthermore, it is not

affected by the complexity of the power systems, i.e. by the number and the typology of the buses

and the topology of the interconnections amongst the buses.

49
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4.2 Design and Real Data-Based Assessment of a Super-Twisting-Like
Sliding Mode Observer for Frequency Reconstruction in Synchron-
ous Generators

In this section, a super-twisting-like sliding mode observer is presented, which has the ability to

estimate in finite time the frequency deviation ∆ωi for a single generator bus governed by the dy-

namical model (3.1.16).

4.2.1 Facts and Assumptions

The dynamics in (3.1.16) can be rewritten to include the output measurement as follows:

θ̇i = ∆ωi,

Mi∆ω̇i = Pmi − Pei −Di∆ωi

ygi = θi

(4.2.1)

Assumption 4.1. Only the generator voltage phase angle θi is locally measured.

This can be easily implemented in practical situations by equipping a generator with a PMUs [4].

The objective is:

Objective 4.1. Given the (local) dynamical model for the synchronous generator (4.2.1), estimate

in finite time the frequency deviation ∆ωi, ensuring robustness with respect to the unknown power

imbalance Pmi − Pei

The following assumption is now introduced:

Assumption 4.2. The signal

νi ,
Pmi − Pei

Mi
(4.2.2)

is bounded so that

|νi| ≤ ∆νi (4.2.3)

here ∆νi is a positive known constant, which is determined from an understanding of the system.

Note that Assumption 4.2 is always satisfied in practical cases, since the imbalance between

mechanical power delivered by the turbine Pmi and the electrical active power Pei injected into the

power network remains bounded [37].
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4.2.2 Super-Twisting-Like Sliding Mode Observer Design

The following super-twisting-like sliding mode observer is proposed to estimate in finite time the

frequency deviation of the synchronous generator [93]:

˙̂
θi = ∆ω̂i − aieθi − kg1i |eθi |

1/2 sign (eθi)

∆ ˙̂ωi = −kg2isign (eθi)− a2
i eθi + ai∆ω̂i − kg1iai |eθi |

1/2 sign (eθi)

ω̂i = (∆ω̂i + 1)ω0,

(4.2.4)

where kg1i and kg2i are positive constants to be designed, eθi , θ̂i − θi is the so-called output

observation error, and the auxiliary parameter ai is defined as ai , −Di/Mi. The estimate of the

frequency in (Hz) or in (rad/s) can be obtained from its deviation measured in (p.u.) according to the

algebraic equation appearing in (4.2.4).

Remark 4.1. Note that the proposed observer differs from the standard super-twisting sliding mode

architecture as formulated in [75] for the presence of original terms included in the dynamics. Spe-

cifically, these are −aieθi in the first line of (4.2.4), and −a2
i eθi , −kg1iai |eθi |

1/2 sign (eθi) in the

second differential equation of (4.2.4). These terms represent a theoretical novelty and they are in-

strumental both in deriving a simplified error dynamics in the form of the super-twisting architecture,

and in having only the signal νi (defined in (4.2.2)) as matched disturbance.

By subtracting the system of equations in (4.2.1) to (4.2.4), the so-called error system dynamics

are obtained as

ėθi = eωi − aieθi − kg1i |eθi |
1/2 sign (eθi)

ėωi = −kg2isign (eθi)− a2
i eθi − kg1iai |eθi |

1/2 sign (eθi)− νi + aieωi ,
(4.2.5)

where eωi , ∆ω̂i −∆ωi. By defining the auxiliary error variable as

ẽωi , eωi − aieθi , (4.2.6)

the following error dynamics are obtained

ėθi = ẽωi − kg1i |eθi |
1/2 sign (eθi)

˙̃eωi = −kg2isign (eθi)− a2
i eθi − kg1iai |eθi |

1/2 sign (eθi)− νi + aieωi

−ai
(
ẽωi − kg1i |eθi |

1/2 sign (eθi)
) (4.2.7)

After straightforward algebraic simplifications, one gets:

ėθi = −kg1i |eθi |
1/2 sign (eθi) + ẽωi

˙̃eωi = −kg2isign (eθi)− νi.
(4.2.8)

The system in (4.2.8) is in the form of the super-twisting sliding mode architecture [71]. Specifically,

note that the disturbance νi appears in the matched channel of the system in (4.2.8), for which the

origin represents a finite time stable equilibrium point, as shown in Section 2.4.2 on page 19. Fur-

thermore, under Assumption 4.2 and given equation (4.2.3), the design constants kg1i and kg2i can



52 CHAPTER 4. LOCAL SM OBSERVERS

be tuned according to the following rules:

kg1i = 1.5
√

∆νi

kg2i = 1.1∆νi

(4.2.9)

Remark 4.2. Note that the observer in the form of (4.2.4) depends on the auxiliary parameter ai =

−Di/Mi, which is a ratio between the droop coefficientDi and the inertiaMi of the generator model.

In case constant ai is uncertain or not known, it is possible to define an auxiliary signal

ν̃i = νi −
Di

Mi
∆ωi, (4.2.10)

and by assuming that

|ν̃i| ≤ ∆ν̃i (4.2.11)

where ∆ν̃i is an auxiliary known positive constant, the following (standard) super-twisting sliding

mode observer can be introduced:

˙̂
θi = ∆ω̂i − kg1i |eθi |

1/2 sign (eθi)

∆ ˙̂ωi = −kg2isign (eθi)

ω̂i = (∆ω̂i + 1)ω0.

(4.2.12)

The finite time convergence of the super-twisting observer in the form of (4.2.12) can be easily proven

as above, since its error dynamics are in the form of (4.2.8) (the reader is referred to [75] for further

details).

4.2.3 Real Data Based ST-Like Observer Validation

Preliminaries In this section, the super-twisting-like sliding mode observer proposed in (4.2.4) is

assessed by real data. This assessment approach is innovative, since it is much more common to

employ IEEE power network benchmarks to validate estimation and control architectures (see, e.g,

[24], [94], [95], [96]). Differently, the idea developed in this framework provides to compare the

measurement data of the frequency available for the Nordic Power System in [97] with the estimates

generated by the designed observer in (4.2.4). More precisely, the lumped Nordic Power System

model data presented in [98] is employed as a starting point to design the observer (4.2.4). This

model exhibits the same structure as in (4.2.1). Then, the measurement data displaying the time

evolution of the frequency is recovered during two major faults which took place in 2015. Technical

data about these two faults are reported in [99]. The frequency measurements in [97] have been

captured in a discrete-time fashion, with the use of a sampling time of 0.1 seconds, by means of

a network of PMUs deployed in different locations in Nordic Power System. Following [99], it is

assumed that this measurement data represents the frequency of the whole Nordic Power System.

The comparison between the real frequency measurements and the estimates reveals a high level of

accuracy of the observer (4.2.4) during the first seconds after the faults.

Remark 4.3. Note that the real Nordic Power System has complex (and unknown) dynamics, which

have not been modelled for the design of observer in (4.2.4). The unknown nonlinearities are treated
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Super-Twisting-Like 
Sliding Mode Observer

Observer Validation

Generator

Real Nordic Power Systems

Frequency 
Measurement

Linearized
Water Turbine

Lumped Dynamical Model for the Nordic Power System

Figure 4.2.1: A schematic of the lumped Nordic Power System dynamical model, coupled with the
designed super-twisting-like observer for the frequency estimation.

Table 4.2.1: Relevant Data of the Disturbance on the 5-th June 2015 (left) and on the 8-th August
2015 (right).

Starting Time 11:54:00 PM
Fault Time 11:54:50 PM

Ending Time 11:57:00 PM
Disturbance Magnitude 878 MW

Kinetic Energy 160 GJ
Cause Nuclear Power Plant

Starting Time 2:21:00 PM
Fault Time 2:22:08 PM

Ending Time 2:24:00 PM
Disturbance Magnitude 600 MW

Kinetic Energy 160 GJ
Cause Loss of an HVDC

as disturbances, and their impact on the performance of the observer in (4.2.4) will be evaluated.

Figure 4.2.1 shows a schematic of the underlying idea of the proposed assessment. The dynamical

model in [98] comprises an equivalent linearised water turbine (due to the presence of hydro-power

generators participating in frequency regulation), and an equivalent synchronous generator. The two

major faults, which took place in 2015 in the Nordic Power System, are:

1. On 5-th June 2015, at 11:54:50 PM, a nuclear power plant with a generation capacity of 878

MW was suddenly disconnected. Relevant data for this fault is reported in Table;

2. On 8-th August 2015, at 2:22:08 PM, an outage affected an High Voltage Direct Current

(HVDC) power transmission line, causing a sudden loss of consumption of 600 MW.

Relevant data for this fault is reported in Table 4.2.1.
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Numerical Representation of Variables and Parameters By using the data in [98], the kinetic

energy of the equivalent synchronous generator is equal to Ei = 160 (GJ). Since the total apparent

power Si = 29.28 (GVA) for the Nordic Power System, the nominal inertia constant, defined in

(3.1.7), can be shown to be equal to

Hi =
Ei
Si

= 5.46 (s). (4.2.13)

The nominal value of the droop coefficient is Di = 0.9 (p.u.) [98]. The linearised model in Figure

4.2.1 coupled with the proposed observer in (4.2.4) are used for the two considered faults. The

observer parameter ai = −Di/Mi is set equal to ai = −4.12 (p.u.). Defining ∆νi = 0.5, the design

constants of the super-twisting-like sliding mode observer are tuned according to the rules (4.2.9),

kg1i = 1.06

kg2i = 0.55.
(4.2.14)

By exploiting (4.2.2) and (4.2), one gets

|Miνi| = |Pmi − Pei | ≤Mi∆νi . (4.2.15)

If the actual values of the variables are substituted, the numerical representation

|Pmi − Pei | ≤ 0.11 (p.u) ≈ 3.20 (GW ), (4.2.16)

follows. This implies that a maximum value for the power unbalance Pmi − Pei is equal to 3.20

(GW), which is satisfied in practice for all the past faults described in [99]. The system as depicted in

Figure 4.2.1 with the proposed sliding mode observer was implemented in Matlab-Simulink R2017a.

The fixed-step method Ode1(Euler) was employed with an integration step size of 0.1 milliseconds.

Fault on the 5-th of June 2015 Later during the night, on the 5-th June 2015, a nuclear power

plant was suddenly disconnected from the rest of Nordic Power System. Figure 4.2.2-(a) shows both

the estimates of the frequency generated by the proposed super-twisting-like sliding mode observer

as a solid (red) line, and the real measured values as a dotted (blue) line coming from the data. A

transient can be identified during the first seconds, due to the reaching of the sliding motion of the

observer, which took place in finite time. During the pre-fault scenario, the estimated and the real

values of the frequency are slightly different. Specifically, small oscillations can be noted, which

are due to unmodelled dynamics. During the first seconds after the fault, the estimated and the real

values are practically the same. During the post-fault scenario, the estimated and the real values

of the frequency are again slightly different. These differences can be justified by the presence

of unmodelled components, such as voltage-dependent and frequency-dependent loads, the action

of electrical protection devices, and voltage oscillations which are present in practice in the power

system [5]. These have not been considered in the current model (4.2.1). However, the impact of

these simplified assumptions for the observer design can be considered to be minimal by exploiting

the difference between the real measured values and the estimated ones in Figure 4.2.2-(a).
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Figure 4.2.2: Time evolution of both the frequency measured in the Nordic Power Systems (dotted
line) and the estimate value (solid line) from the proposed observer. (a) Fault on the 5-th June 2015.
The starting point t = 0 (s) in the plot corresponds to the time instant 11 : 54 : 00 PM. (b) Fault
on the 8-th August 2015. The starting point t = 0 (s) in the plot corresponds to the time instant
02 : 21 : 00 PM.
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Fault on the 8-th of August 2015 Exploiting the same idea, the observer-assessment will now be

performed considering the fault which took place during the afternoon of 8-th August 2015, when a

High Voltage Direct Current (HVDC) power transmission line was disconnected from the rest of the

Nordic Power System. Figure 4.2.2-(b) shows the results following the notation adopted as above.

The same considerations discussed above still hold. Note that in this case the frequency increases

because there was a loss of power demand. This is in accordance with the swing equation approach

(see, e.g, the schematic in Figure 3.1.2 on page 30).

4.3 Design and Simulation-Based Assessment of a Sliding Mode Ob-
server for a Single Synchronous Generator with Transient Voltage
Dynamics

In this section, a first order sliding mode observer is proposed to estimate at the local level both

the generator voltage angle and the transient voltage of a single generator bus. It is assumed to

locally measure only the frequency deviation. With respect to Section 4.2, the detailed dynamics

description in (3.4.5) is employed for a single synchronous generator, which makes the approach

adopted in this section more general. Differently from Section 4.2, in which the estimation scheme

was demonstrated via real data, in the current framework a simulation-based assessment will be

provided, with a comparison with the well-established Extended Kalman Filter (EKF) technique.

4.3.1 Assumptions and Facts

In the rest of the present chapter, the following assumption is imposed:

Assumption 4.3. It is assumed to locally measure only the frequency deviation of the generator.

The synchronous generator is also assumed to have nonlinear dynamics around its nominal

(stable) working point, as expressed by the following assumption:

Assumption 4.4. There exists an asymptotically stable equilibrium point for the nonlinear system

(3.4.5), given the constant input signals Pmi , Efi , V i. In practice, this equilibrium corresponds

to the nominal working point of the synchronous generator. The resulting constant (nominal) state

variables are
(
θi, eqi ,∆ωi = 0

)
.

Following Assumption 4.4, it is possible to introduce time-varying perturbations ∆Vi, ∆Efi ,

∆Pmi of the external inputs around their nominal values as follows: Vi = V i + ∆Vi, Efi = Efi +

∆Efi , Pmi = Pmi + ∆Pmi . Only the perturbation ∆Vi is assumed to be known. For fixed inputs

Pmi , Efi , V i, the system in (3.4.5) can be represented as a combination of linear and nonlinear

terms:
Ẋ1i = A1iX1i +A2iX2i +G1i(X1i ,∆Vi) + g1i(Efi)

Ẋ2i = A3iX1i +A4iX2i +G2i(X1i ,∆Vi) + g2i(Ui)

yi = X2i = CiXi,

(4.3.1)

where Xi = Col (X1i , X2i), and the components X1i = Col (θi, eqi) , X2i = ∆ωi; the vector

Ci =
[
0 0 1

]
; G1i(·), G2i(·), g1i(·), and g2i(·) are properly defined functions, and the input
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Ui = col(∆Pmi , ∆Efi , ∆Vi). Only ∆ωi is measured by employing the PMUs [4]. The states

θi and eqi have to be estimated for the purpose of enhancing the monitoring of the synchronous

generator. Matrix Ai, is the Jacobian matrix of the nonlinear system (3.4.5) about an equilibrium

point
(
θi, eqi ,∆ωi = 0

)
, and it can be shown to be and it is given by

Ai =

[
A1i A2i

A3i A4i

]
=


0 0 1

−V i sin(θi)(xdi−x
′
di

)

Td0ix
′
di

−xd
Td0x

′
d

0

− V i
Mix′di

(
V i(x

′
di
−xqi )

xqi
cos(2θi) + eqi cos(θi)

)
−V i sin(θi)
Mix′di

−Di
Mi


(4.3.2)

where A1i ∈ R2×2, A2i ∈ R2×1, A3i ∈ R1×2, and A4i ∈ R1×1. Matrix Ai is Hurwitz, since the

equilibrium point
(
θi, eqi ,∆ωi = 0

)
is assumed asymptotically stable.

Proposition 4.1. Given the dynamical system (4.3.1), and Assumption 4.4, the pair (Ai, Ci) is de-

tectable.

Proof. It is possible to determine the Observability Matrix MOi associated with the pair (Ai, Ci)

in (4.3.1). For the conditions V i = 0, θi = 0, and eqi = V i

(
xqi − x′di

)
/xdi , det (MOi) = 0,

i.e. MO is not full rank and hence the system is not observable. However, V i = 0 and θi = 0 are

unacceptable (voltage magnitude and rotor angle cannot be equal to zero at steady state [4]), whereas

eqi = V i

(
xqi − x′di

)
/xdi can be acceptable. Since the equilibrium point

(
θi, eqi ,∆ωi = 0

)
is

locally asymptotically stable, although det (MOi) = 0, the pair (Ai, Ci) will be detectable. This

proves the proposition.

The following assumption holds:

Assumption 4.5. It is assumed that:

(A1) The nonlinear functionsG1i(·),G2i(·), and therefore the functionGi(·) = Col(G1i(·), G2i(·))
are Lipschitz with respect to the state variableX1i . LetLG1i

, LG2i
, LGi be the known Lipschitz

constants associated with G1(·), G2(·), and G(·), respectively.

(A2) The functions g1i(·), g2i(·), and gi(·) = Col(g1i(·), g2i(·)) are unknown bounded external

inputs, with the associated known positive upper bounds on their norms ∆g1i
, ∆g2i

, and ∆gi ,

respectively.

The state estimation problem can be summarised as follows:

Objective 4.2. Given the (local) dynamical model for the synchronous generator (4.3.1), estimate

the generator voltage phase angle θi and the transient voltage magnitude eqi .

4.3.2 Sliding Mode Observer Design

A robust sliding mode observer is proposed to dynamically estimate the generator voltage phase

angle and the transient voltage. Since (Ai, Ci) is proven to be detectable, there exists a matrix Ri
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such that (Ai −RiCi) is Hurwitz . (Note that Ai is assumed stable, so the trivial choice Ri = 0 can

be made.) For any Qi > 0 the Lyapunov Equation [47]

(Ai −RiCi)T Pi + Pi(Ai −RiCi) = −Qi, (4.3.3)

has a unique symmetric positive definite solution denoted as Pi � 0, Pi ∈ R4×4. Analogously to

(4.3.2), the matrix Pi is partitioned as

Pi =

[
P1i P2i

P T2i P3i

]
(4.3.4)

where P1i ∈ R2×2, P2i ∈ R2×1 and P3i ∈ R1×1. A linear change of coordinates

Zi = col (Z1i , Z2i) , TiXi (4.3.5)

is now introduced for the dynamical system (4.3.1) where the matrix Ti is defined as

Ti ,

[
I2 P−1

1i
P2i

012 I1

]
(4.3.6)

Note that the change of coordinate is required to obtain a canonical form of the generator dynamics

instrumental for designing the observer, in which (A1i + P−1
1i
P2iA3i) is Hurwitz [78]. The matrix

Ãi = TiAiT
−1
i can be shown to be

Ãi =

[
Ã1i Ã2i

Ã3i Ã4i

]
=

 A1i + P−1
1i
P2iA3i A2i −A1iP

−1
1i
P2i

+P−1
1i
P2i

(
A4i −A3iP

−1
1i
P2i

)
A3i A4i −A3iP

−1
1i
P2i

 (4.3.7)

Given (4.3.7), in the new coordinate reference, the system in equations in (4.3.1) can be written as

Ż1i = Ã1iZ1i + Ã2iZ2i +G1i(Zi,∆Vi) + g1i(Efi)

+P−1
1i
P2i (G2i(Zi,∆Vi) + g2i (Ui))

Ż2i = Ã3iZ1i + Ã4iZ2i +G2i(Zi,∆Vi) + g2i (Ui)

yi = Z2i .

 (4.3.8)

Let the sliding mode observer for (4.3.8) be:

˙̂
Z1i = Ã1iẐ1i + Ã2iZ2i +G1i(Ẑi,∆Vi) + P−1

1i
P2i

(
G2i(Ẑi,∆Vi)

)
˙̂
Z2i = Ã3iẐ1i + Ã4iẐ2i +G2i(Ẑi,∆Vi) + ψi

ŷi = Ẑ2i

ψi =
(∥∥∥Ã4i

∥∥∥ ‖eyi‖+ ρi

)
sign (eyi)


(4.3.9)

where Ẑ1i represents the estimate of Z1i , Ẑ2i represents the estimate of Z2i , ρi is a positive constant

to be designed, and ψi is a discontinuous term depending on the observation error eyi , Z2i − Ẑ2i .
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The error system dynamics is obtained by subtracting (4.3.8) from (4.3.9):

ė1i = Ã1ie1i + [I2 P
−1
1i
P2i ]

(
Gi(Zi,∆Vi)−Gi(Ẑi,∆Vi) + gi(Ui)

)
(4.3.10a)

ėyi = Ã3ie1i + Ã4ieyi +G2i(Zi,∆Vi)−G2i(Ẑi,∆Vi) + g2i (Ui)− ψi. (4.3.10b)

where e1i , Z1i − Ẑ1i . The sliding surface associated with (4.3.10a)- (4.3.10b) is chosen as:

Si = {(e1i , eyi) |eyi = 0} . (4.3.11)

The following proposition is introduced

Proposition 4.2. Under Assumptions 4.4-4.5, the error dynamics (4.3.10a)-(4.3.10b) satisfy the fol-

lowing:

i) The Euclidean norm ‖e1i‖ remains bounded ∀t ≥ 0, i.e. ‖e1i‖ ≤ γi, where γi is a positive

constant.

ii) If the external inputs gi(Ui) = 0 and

λmin (Q1i) > 2 ‖[P1i P2i ]‖LGi , (4.3.12)

then the point e1i = 0 is an asymptotically stable equilibrium point for the system (4.3.10a).

iii) System (4.3.10a)-(4.3.10b) is driven to the sliding surface (4.3.11) in a finite time tri if the

design constant ρi appearing in ψi is tuned according to the following inequality

ρi >
( ∥∥∥Ã3i

∥∥∥+ LG2i

)
γi + ∆g2i

+ ηi, (4.3.13)

where ηi is a positive constant.

Proof. i) The symbolic solution of the differential equation (4.3.10a) can be shown to be

e1i = exp
{
Ã1it

}
e1i(0) +

∫ t

0

(
exp

{
Ã1i(t− τ)

}
(4.3.14)

·
(

[I2 P
−1
1i
P2i ]

(
Gi (Zi(τ),∆Vi(τ))−G

(
Ẑi(τ),∆Vi(τ)

)
+ gi(Ui(τ))

)
dτ,

in which the matrix Ã1i is Hurwitz. Given the linear change of coordinates (4.3.5), it is obvious that

Gi(·) is a Lipschitz function with respect to the state variable Zi, and there exist positive constants

a0i and c0i such that [78].

‖e1i‖ ≤ c0iexp {−a0it} ‖e1i(0)‖ (4.3.15)

+

∫ t

0
c0iexp {−a0i(t− τ)} ‖[I2 P−1

1i
P2i ]‖

(
LGi‖e1i(τ)‖+ ∆gi

)
dτ.
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Multiplying both sides of (4.3.15) by exp {a0it},

exp {a0it} ‖e1i‖ ≤ c0i

(
‖e1i(0)‖+ LGi‖[I2 P−1

1i
P2i ]‖

·
∫ t

0
exp {a0iτ)} ‖e1i(τ)‖dτ

)
(4.3.16)

+
c0i

a0i

∆gi‖[I2 P−1
1i
P2i ]‖ (exp {a0it} − 1) .

By making use of the Grownwall-Bellman Inequality [78], if

yi(t) ≤ λi(t) +

∫ t

0
µi(τ)yi(τ)dτ (4.3.17)

then

yi(t) ≤ λi(t) +

∫ t

0
λi(τ)µi(τ)

{
exp

∫ t

τ
µ(s)ds

}
dτ. (4.3.18)

where yi, λi, and µi denote given time signals. Exploiting the structure of equation (4.3.16), if

yi(t) , exp
{
a0it

}
‖e1i(t)‖ (4.3.19)

µi , c0iLGi‖[I2 P−1
1i
P2i ]‖ (4.3.20)

λi(t) , c0i ‖e1i(0)‖+
c0i

a0i

∆gi‖[I2 P−1
1i
P2i ]‖

(
exp
{
a0it

}
− 1
)
, (4.3.21)

then (4.3.16) has the form of (4.3.17). The key idea here is to make us of (4.3.18) to obtain a simpler

expression for the inequality (4.3.16). The starting point provides to determine the expression of

Fe1i (t) ,
∫ t

0 λi(τ)µi(τ) exp
{∫ t

τ µi(s)ds
}
dτ , where Fe1i (t) is an auxiliary signal to simplify the

notation.

Fe1i (t) =

∫ t

0

((
c0i ‖e1i(0)‖+

c0i
a0i

∆gi‖[I2 P−1
1i
P2i ]‖(exp

{
a0it

}
− 1)

)
c0iLGi‖[I2 P−1

1i
P2i ]‖

exp
{ ∫ t

τ c0iLG‖[I2 P−1
1i
P2i ]‖ds

}
dτ
) (4.3.22)

The solution of inner integral
{ ∫ t

τ c0iLGi‖[I2 P−1
1i
P2i ]‖ds

}
is trivial, thus getting

Fe1i (t) =
∫ t

0

((
c0i ‖e1i(0)‖+

c0i
a0i

∆gi‖[I2 P−1
1i
P2i ]‖(exp

{
a0it

}
− 1)

)
c0iLGi‖[I2 P−1

1i
P2i ]‖

exp
{
c0iLG‖[I2 P−1

1i
P2i ]‖(t− τ)

}
dτ
) (4.3.23)

After straightforward algebraic manipulations, by solving the integrals in (4.3.23) using standard

techniques of calculus for the exponential functions, the expression

Fe1i (t) =
c2

0i

a0i
∆giµi

( 1

µi
+

exp {a0it}
(a0i − µi)

− a0i

µi · (a0i − µi)
exp {µit}

)
(4.3.24)
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is obtained. Given both (4.3.18) and (4.3.24), one gets:

exp {a0it} ‖e1i‖ ≤ c0i ‖e1i(0)‖+ c0
a0

∆gi‖[I2 P−1
1i
P2i ]‖ · (exp {a0it} − 1)

+
c20i
a0i

∆giµi

(
1
µi

+
exp{a0i t}
(a0−µi) −

a0i
µi·(a0i−µi)

exp {µit}
) (4.3.25)

Dividing (4.3.25) by exp {a0it}, the inequality

‖e1‖ ≤ c0i ‖e1i(0)‖ exp {−a0it}+
c20i
a0i

∆gi‖[I2 P−1
1i
P2i ]‖ · (1− exp {−a0it})

+
c20i
a0i

∆giexp {−a0it}+
c20i

a0i(a0i−µi)
∆gi −∆gi

c20i
µi·(a0i−µi)

exp {µi − a0it}
(4.3.26)

is obtained. It follows that (4.3.26) remains bounded if

µi = c0iLGi‖[I2 P−1
1i
P2i ]‖ < a0i (4.3.27)

If the condition (4.3.27) is satisfied, then

‖e1i‖ ≤ βi, (4.3.28)

where βi is a positive constants.

ii) To prove the asymptotic stability of the point e1i = 0, following [78], the Lyapunov function

Ve1i = e1iP1ie1i is chosen. The time derivative of Ve1i along the trajectory of (4.3.10a) can be shown

to be

V̇e1 = eT1i

(
P1iÃ1i + ÃT1iP1i

)
e1 + 2eT1 [P1i P2i ]

(
G(Zi,∆Vi)−G(Ẑi,∆Vi)

)
. (4.3.29)

In [78] it has been proven that the relation

P1iÃ1i + ÃT1iP1i = −Q1i (4.3.30)

holds. It follows that

V̇e1 = −eT1iQ1ie1i + 2eT1 [P1i P2i ]
(
Gi(Zi,∆Vi)−G(Ẑi,∆Vi)

)
. (4.3.31)

Then, according to Assumption 4.5, the inequality

V̇e1i ≤ − (λmin (Q1i) + 2 ‖[P1i P2i ]‖LGi) ‖e1i‖
2 . (4.3.32)

is verified. It follows V̇e1i is strictly negative if the inequality

λmin (Q1i) > 2 ‖[P1i P2i ]‖LGi , (4.3.33)

is satisfied. This proves ii).
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iii) Given (4.3.10b), it follows

eTyi ėyi = eTyi

(
Ã3ie1i + Ã4ieyi +G2i(Zi,∆Vi)−G2i(Ẑi,∆Vi) + g2i (Ui)− νi

)
.(4.3.34)

Under Assumption 4.5, the following inequalities can be obtained

ey(t)
T ėy(t) ≤

((
||Ã3i ||+ LG2

)
||e1i |+ ∆g2i − ρi

)
||eyi ||

≤
((
||Ã3i ||+ LG2

)
βi + ∆g2i − ρi

)
||eyi ||

(4.3.35)

The reachability condition [61] is satisfied if

ρi >
( ∥∥∥Ã3i

∥∥∥+ LG2i

)
β + ∆g2i

+ ηi, (4.3.36)

which guarantees reaching of the sliding surface and proves iii).

Note that condition eyi is reached in a finite time tri which is upper-bounded as follows [61] :

tri <
2 ‖eyi(0)‖

ηi
. (4.3.37)

Remark 4.4. Note that [78] considers the special case when ∆gi . A theoretical contribution of the

proposed observer, compared to [78], is that the term ||e1i || remains bounded even in the presence of

time varying bounded unknown inputs. Furthermore, one can not that equation (4.3.26) exhibits the

same structure obtained in [78] if ∆gi = 0, which is

‖e1‖ ≤ c0i ‖e1i(0)‖ exp {−a0it} (4.3.38)

The performance metric Pi can be introduced to evaluate the performances of the proposed observer

Pi ,
∫ t

tri

‖eyi(τ)‖ dτ, (4.3.39)

It is expected that Pi is almost zero. This will also be demonstrated in a simulation environment.

Noise Effect Remarks Suppose that a differentiable band-limited measurement noise ψi affects

the output of the system (4.3.8) as

yi = Z2i + ψi (4.3.40)

Then, the output estimation error becomes

eyi , Z2i + ψi − Ẑ2i (4.3.41)

Given (4.3.10a)-(4.3.10b), the effect of the noise can be included as part of the unknown bounded

input gi(Ui), by updating the value for ∆gi accordingly (see Assumption 4.5). It follows that part i)
of Proposition 4.2 still holds in this case, thus maintaining the bounded properties of ‖e1i‖ again. As

for part iii), the sliding motion eyi = 0 still takes place in a finite time. However, by defining the
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Figure 4.3.1: A schematic of a synchronous generator along with the SM observer architecture in
(4.3.9).

noise-free output error as follows

ěyi , Z2i − Ẑ2i (4.3.42)

the condition

Ẑ2 = Z2 + ψi (4.3.43)

holds in a finite time, as proven in[100].

Figure 4.3.1 shows a schematic of a synchronous generator. The dynamics of the observer in

(4.3.9) is also reported.

4.3.3 Simulation-Based Observer Assessment

Simulation results are now presented to assess the proposed sliding mode observer in (4.3.9). A

single synchronous generator connected to the grid is considered. The numerical representation of

the model parameters, together with the values for both the state variables and input signals evaluated

for the nominal equilibrium point are taken from [19] and from [101], and they are shown on Table

4.3.1. The reader is referred to Section 3.6 on page 44 for their description.

The simulation time horizon was set equal to 10 seconds, and the synchronous generator was

modelled in the Matlab-Simulink R2017b environment by using the Ode1-Euler solver with an in-

tegration step size τ = 1× 10−4 seconds. The (Hurwitz) Jacobian Matrix A in (4.3.2) evaluated for

the equilibrium data together with its eigenvalues λ are:

A =

 0 0 377.000

−20.100 −42.830 0

−0.180 −0.160 −0.005

 , λ =

 −42.173

−0.331 + 6.329j

−0.331− 6.329j

 (4.3.44)
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Figure 4.3.2: From the top: time evolution of the voltage phase angle and its estimate; time evolution
of the frequency deviation and its estimates; time evolution of the transient voltage together with its
estimates for the two considered scenarios. The mathematical expression for the two disturbances is
also shown.

Table 4.3.1: Initial conditions for the state variables and numerical representations of the model
parameters.

θi(0) (rad) 0.59

∆ωi(0) (p.u.) 0.00

eqi(0) (p.u.) 0.84

Efi(0) (p.u.) 2.29

Pmi(0) (p.u.) 0.80

Vi(0) (p.u.) 1.02

Td0i 0.13

xdi 2.06

x′di 1.21

xqi 0.37

Mi 10.00

Di 0.05
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In order to solve the Lyapunov Equation (4.3.3), matrix Q = I3, and the gain matrix R is chosen

equal to R =
[
376.0877 −173.7180 −0.0124

]T
. Then, the unique symmetric positive definite

solution P of (4.3.3) results in being

P =

10.8153 −7.2107 −0.5481

−7.2107 19.2845 3.9179

−0.5481 3.9179 0.9121

 (4.3.45)

The design constant of the observer is set as ρ = 0.5. Matrix Ã is required for the computer-based

implementation of the observer (4.3.9), and it is obtained as follows:

Ã = TAT−1 =

 −0.020 −0.017 377.000

−20.125 −42.866 −0.001

−0.180 −0.160 −0.005

 (4.3.46)

Two scenarios are introduced:

Description of Scenario 1 During Scenario 1 the armature voltage is affected by a step variation

of 0.1 (p.u.), which can be shown to be

Ef = 2.29 + 0.1step(t− 2). (4.3.47)

Note that the same scenario was also considered in [19].

Description of Scenario 2 During Scenario 2, the mechanical input power obeys to the following

time-varying law

Pm =


0.8 0 < t ≤ 2

0.8 + 0.05 · (t− 2) 2 < t ≤ 4

0.9 4 < t ≤ 10

(4.3.48)

Note that the input disturbances Ef and Pm are unknown by the observer in the two scenario.

Three different schemes are considered for the two scenarios, in order to make a comparison

with existing and well-established estimation methods. More precisely, if x represents a state vari-

ables, x̂SM denotes its estimated via the sliding mode observer (4.3.9) in a measurement noise-free

condition, x̂n−SM represents the estimate obtained again via (4.3.9) with measurement noise, whilst

x̂n−EFK is used for the estimate from an EFK with measurement noise. The interested reader is

encouraged to refer to [19] for the details about the implementation of EKF. The same variance of

the measurement noise as in [19] is chosen, which is set equal to σ2 = 0.1. As shown in Figure 4.3.2,

the proposed sliding mode estimation scheme can acceptably estimate the unmeasured state variables

in the noise-free condition, but also in presence of measurement disturbances. It is apparent that the

EKF displays a better attenuation of the measurement noise than sliding mode observer, as revealed

in Figure 4.3.2. However, the EKF performance can deteriorate in the presence of unknown inputs

affecting the system. The evolution of the performance metric P(tsim) in (4.3.39) as function of the
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Table 4.3.2: Performance metric P(tsim) defined in (58) as a functions of the noise variance σ2

simulation time tsim = 10 seconds. The expression (µp.u) represents (1e-6 p.u.), Scenario 1
σ2 0.00 0.02 0.04 0.06 0.08 0.10 (p.u)2

P(tsim) 225 509 883 1259 1637 2026 (µp.u)

variance of the measurement noise 2 is almost linear, as shown in in Table 4.3.2. Only Scenario 1 is

considered in Table 4.3.2, since Scenario 2 displays analogous features.

4.4 Conclusions

In this chapter, two different sliding mode state observers have been proposed to locally estimate the

unmeasured state variables for synchronous generators. Furthermore, two different strategies have

been employed to demonstrate the effectiveness of the designed state observers. The first observer,

which relies on the novel super-twisting-like sliding mode architecture (4.2.4), is able to locally es-

timate in finite time the frequency deviation for a synchronous generator described by the dynamical

model (3.1.16). The undertaken novel data-based assessment, which has made use of the Nordic

Power System real faults, has demonstrated that the observer can estimate the frequency deviation

with acceptably accuracy. The second observer, which relies on the more accurate dynamical model

(3.4.5) for a local synchronous generator, was compared with the well-established EKF technique.

In such a context, the proposed observer revealed to be robust and totally insensitive to unknown

bounded matched uncertainties and requires only one measurement output when compared with EKF.



Chapter 5

Wide-Area Sliding Mode Observer for
Dynamic State Estimation in Power
Systems

Abstract In this chapter, the sliding mode observer-based state estimation moves from the local to

the wide-area level with application to modern power systems. In such a context, power system is

interpreted as complex large-scale network composed of an interconnection of different components

which dynamically interact to each others. The diversified structure-preserving dynamical models

introduced in Chapter 3 will be exploited as starting point for the design of SM observer. The present

chapter is structured as follows:

1. In Section 5.1, an interconnection of distributed observers is proposed for the structure-preserving

dynamical model in (3.5.10). Assuming only the voltage phase angles are measured, the ob-

servers scheme is composed of super-twisting-like sliding mode observers to estimate the fre-

quency deviation for each generator bus, and so-called algebraic observers to estimate the

load voltage phase angle for each load bus based on distributed iterative algorithms. The

observer-based estimation scheme is validated by considering the IEEE 39 bus SimPowerSys-

tems model.

2. In Section 5.2, a novel sliding mode observer-based scheme is developed to estimate and recon-

struct the unmeasured state variables in power networks including hydroelectric power sources

(3.1.19), (3.4.6) and thermal power sources (3.1.21), (3.4.6). The proposed approach reveals

also to be flexible to topological changes to power networks and can be easily updated only

where changes occur. The discussed numerical simulations validate the effectiveness of the

proposed estimation scheme.

3. Section 5.3 considers the application of HOSM observers to robustly and dynamically estimate

the unmeasured state variables in hybrid power systems, in which both traditional and renew-

able energy sources coexist. In particular, a power system composed of traditional, wind and

inverter-based sources connected with dynamical loads is considered. Assuming that only the

voltage phase angles are locally measured, a dedicated higher order SM observer is designed

67
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for each component, which is able to estimate in finite time the unmeasured state variables.

Numerical simulations demonstrate the accuracy of the proposed scheme.

The present chapter is mainly based on the following authored publications:

• G. Rinaldi, P. P. Menon, C. Edwards, and A. Ferrara, “Distributed observers for state es-

timation in power grids,” in Proc. of American Control Conference, (Seattle,WA, USA), pp.

5824–5829, May 2017

• G. Rinaldi, P. P. Menon, C. Edwards, and A. Ferrara, “Design and validation of a distributed

observer-based estimation scheme for power grids,” IEEE Transactions on Control Systems

Technology, 2018.

• G. Rinaldi, M. Cucuzzella, and A. Ferrara, “Sliding mode observers for a network of thermal

and hydroelectric power plants,” Automatica, vol. 98, pp. 51–57, 2018.

• G. Rinaldi, P. P. Menon, C. Edwards and A. Ferrara, “Higher Order Sliding Mode Observers

in Power Grids with Traditional and Renewable Sources”, IEEE Control Systems Letters, vol.

4, no. 1, pp. 223-228, 2019.

5.1 Design and Validation of Distributed Observers for Linearised DAEs
Power System Model

In this section, a wide-area network is considered and a distributed observer scheme is formulated to

estimate both the frequency deviation in each generator bus and the voltage phase angle of each load

bus. The super-twisting-like sliding mode observer in (4.2.4) previously adopted in the present thesis

for local state estimation at the single generator bus, will now be employed to perform distributed

state estimation in all the generator buses of a given power system [102]. Moreover, distributed

iterative algorithms (Jacobi and SOR methods) are used to estimate the voltage phase angle in each

load node, relying on an exchange of local information and local knowledge of the system [66].

Finally, a simulation-based assessment is presented, which makes use of the well-established IEEE

39 bus benchmark [96] [95]. Figure 5.1.1 summarises the key-ideas of the conception of a distributed

observer for wide-area monitoring in power networks.

5.1.1 Preliminaries

The starting point of the proposed distributed observer is the dynamical model in (3.5.11). The

following assumption is imposed

Assumption 5.1. Only the voltage phase angle associated with each generator bus θi, i ∈ G is

measured. Furthermore, the electrical active power demand of each load node Pli , i ∈ L is specified.
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Figure 5.1.1: (Top): A schematic of a power system comprising generator buses and load buses
connected via power transmission lines. (Bottom): A schematic of a distributed observer comprising
ST-like observers for the generator buses, and algebraic observer for load buses.

Given Assumption 5.1, the system in (3.5.11) can be rewritten as:

θ̇ = ∆ω

MG∆ω̇G = −DG∆ωG + Pm − LggθG − LglθL
0 = Pl − LlgθG − LllθL
y = θG

(5.1.1)

The following estimation objective is formulated:

Objective 5.1. Estimate in a distributed fashion the generator frequency deviations ∆ωG and the

voltage phase angles of the loads θL.

Objective 5.1 will now be achieved in two steps:

1. Two iterative algorithm are proposed to estimate the voltage phase angles of the loads.

2. The super-twisting-like observer in (4.2.4) will be employed in each generator bus to estimate

in finite time the frequency deviation.

5.1.2 Algebraic Observer for the Loads Design

Under Assumption 5.1, the voltage phase angle of each generator θi, i ∈ G is measured, and the

electrical active power demand of each load node Pli , i ∈ L is specified, using a ample period of

τ seconds. Note that reasonable values for τ can be chosen according to [103]. By making use of

the load (algebraic) equations in (5.1.1), at the k-th sampling instant, the following algebraic relation

yields

0 = Pl[k]− LllθL[k]− LlgθG [k], (5.1.2)
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where θG [k], θL[k], and Pl[k] are the sampled versions of θG , θL, and Pl, respectively. By defining

b[k] , Pl[k]− LllθL[k], equation (5.1.2) takes the form

LllθL[k] = b[k]. (5.1.3)

The signal b[k] is fixed within the time interval [kτ, kτ + τ ] and it is possible to estimate θL[k] by

solving, in a distributed fashion, the linear system of |L| equations

Lllθ̂L[k] = b[k], (5.1.4)

in order to obtain an estimate θ̂L[k]. This will be achieved by using an iterative scheme operating

within each sampling period. Two methods are discussed for this purpose: the Jacobi Method and

the Successive Over Relaxation (SOR) Method [104].

θ̂LJac [k, h+ 1] =
(
Ina −D−1Lll

)
θ̂LJac [k, h] +D−1b[k], (5.1.5)

θ̂LSor [k, h+ 1] =

Mκ︷ ︸︸ ︷(
Ina − κ (D − κE)−1 Lll

)
θ̂LSor [k, h] + κ (D − κE)−1 b[k], (5.1.6)

Equation (5.1.5) governs the Jacobi method, whilst equation (5.1.6) governs the SOR method. The

vector θ̂LJac [k, h] ∈ R|L| represents the h-th estimate of θL[k] using the Jacobi method during the

iteration cycle occurring in the time interval [kτ, kτ + τ ], θ̂LSor [k, h] ∈ R|L| represents the h-th

estimate of θL[k] using the SOR method during the iteration cycle occurring in the time interval

[kτ, kτ + τ ], the matrix D is defined according to:

Dij =

Lllij if i = j,

0.
(5.1.7)

The matrix Mκ ,
(
Ina − κ (D − κE)−1 Lll

)
in (5.1.6) is a function of the design weight κ ∈ R+,

and E is defined according to:

Eij

−Lllij if i < j,

0 otherwise.
(5.1.8)

If the discrete-time linear systems in the form of (5.1.5)-(5.1.6) are asymptotically stable (a detailed

stability analysis will be provided in the rest of section), the steady-state relations

θ̂LJac [k, ·] =
(
Ina −D−1Lll

)
θ̂LJac [k, ·] +D−1b[k] (5.1.9)

θ̂LSor [k, ·] =
(
Ina − κ (D − κE)−1 Lll

)
θ̂LSor [k, ·] + κ (D − κE)−1 b[k], (5.1.10)
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are satisfied, where θ̂Jac[k, ·] and θ̂Sor[k, ·] are the Jacobi and SOR steady-state solutions, respectively.

The relations (5.1.9)-(5.1.10) imply

Lllθ̂LJac [k, ·] = b[k] (5.1.11)

Lllθ̂LSor [k, ·] = b[k]. (5.1.12)

5.1.2.1 Stability Analysis of Jacobi and SOR Methods

The matrix Lll is (weakly) diagonally dominant according to the Laplacian matrix definition. Then,

by making use of Gershgorin’s Theorem [104], each eigenvalue λi of
(
Ina −D−1Lll

)
satisfies |λi| ≤

1. Furthermore, if all the eigenvalues of
(
Ina −D−1Lll

)
lie (strictly) inside the unit disk in the

complex plane, it follows (5.1.5) converges and θ̂LJac [k, h + 1] → θ̂LJac [k, h] as h → ∞. On the

other hand, if there are eigenvalues of absolute value close to 1 or equal to 1, the Jacobi Method

may converge too slowly or not converge at all, respectively. Therefore, the use of SOR method

represents a valid alternative solution. In (5.1.6), the design constant κ has to be selected according

to the convergence criteria presented in [105]. These criteria ensure that the eigenvalues of Mκ lie

inside the unit disk. In particular, κ has to satisfy the condition [105]:

κ
(
D + kELllT

)
+ κLll

(
D + κLllT

)
− κ2LllLllT > 0, (5.1.13)

where LllT denotes the transpose of the matrix Lll. Moreover, the optimal value κ∗ of κ satisfying

equation (5.1.13), is given by:

κ∗ = arg min
κ

(ρ(Mκ)) , (5.1.14)

where ρ(Mκ) denotes the spectral radius of the matrix Mκ.

Remark 5.1. Note that the number of iterations in the algebraic schemes (5.1.5)-(5.1.6) affects the ac-

curacy of the estimations. More precisely, the greater the number of iterations, the greater the estima-

tion accuracy at the expense of a prolonged sampling time and an higher computational cost. Further-

more, the position of the eigenvalues of the matrix Mκ in the complex plane influences the accuracy

of the estimation. Specifically, if these eigenvalues are placed close to the origin (by selecting the op-

timal value of the weight κ according to (5.1.14)), a better accuracy can be achieved by using the same

number of iterations. In practice, the optimisation as in (5.1.14) can be performed off-line and only

once, given a set of values for the weight κ ∈ (0, 2) and the matrixMκ =
(
Ina − κ (D − κE)−1 Lll

)
is computed accordingly [105].

5.1.3 Initial Conditions

For both the Jacobi and the SOR method, the initial conditions

θ̂L(Jac,Sor) [k, h = 0] =

θ̂L(Jac,Sor) [0] if k = 1,

θ̂L(Jac,Sor) [k − 1, ·] if k > 1,
(5.1.15)

are selected, where θ̂L(Jac,Sor) [0] is an arbitrarily chosen initial condition for the two considered meth-

ods, while θ̂L(Jac,Sor) [k−1, ·] is the steady-state estimate associated with the (k−1)-th sample period.
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Note that according to (5.1.15), for k > 1 the steady state estimates θ̂L(Jac,Sor) [k, ·] are assumed close

to the previous ones θ̂L(Jac,Sor) [k − 1, ·].

5.1.3.1 Root-Mean-Square Error Metric

The Root-Mean-Square Error (RMSE) metric is adopted to determine the global performance of the

algebraic observer schemes (5.1.5)-(5.1.6). This metric is defined as

RMSE(Jac,Sor)[k, h] =

√√√√∑|L|i=1

(
θi[k]− θ̂i(Jac,Sor) [k, h]

)2

|L|
, ∀k, ∀i ∈ L. (5.1.16)

where θ̂i(Jac,Sor) denotes the estimate of the i-th voltage phase angle θi ∈ L. According to the

development in this section, the RMSE is expected to converge to zero within each time interval

[kτ, kτ + τ ].

5.1.4 Super-Twisting-Like Sliding Mode Observer for the Generators

In order to estimate the frequency deviation in each generator bus, it will be shown in this section

that the super-twisting-like sliding mode observer structure in (4.2.4) can still be employed. The

novelty here is an exchange of local information of the estimates coming from the neighbouring

(load) observers. These estimates will appear in the matched channel of the error dynamics of the

SM observer. The structure of the ST-like observer for each i-th generator bus is

˙̂
θi = ∆ω̂i − aieθi − kg1i |eθi |

1/2 sign (eθi)

∆ ˙̂ωi = −kg2isign (eθi)− a2
i eθi + ai∆ω̂i

−kg1iai |eθi |
1/2 sign (eθi) + ϕZOHi +

Pmi
Mi

 i ∈ G (5.1.17)

Note that in (5.1.17), the i-th generator super-twisting-like sliding mode observer receives estimates

from its neighbouring algebraic observers. In particular:

ϕZOHi , − 1

Mi

( ∑
j∈Ni,j∈L

Lglij θ̂
ZOH
j

)
, i ∈ G, j ∈ L (5.1.18)

where θ̂ZOHj , j ∈ L is the Zero Order Hold (ZOH) version (piecewise constant) [106] of the j-th

load bus voltage phase angle estimate communicated by the j-th neighbouring algebraic observer.

Note that in the rest of the present section the symbol θ̂ZOHj , j ∈ L denote the estimate of θj , j ∈ L,
without specifying if computed via Jacobi or SOR method. This exchange of local information gives

the proposed observers a distributed architecture.

Remark 5.2. Note that the algebraic observers are discrete-time systems, whilst the super-twisting-

like ones are continuous-time systems. It follows that the ZOH implementation is required to include

signals coming from discrete-time systems into the input channel of continuous-time systems [66].

The error dynamics of the super-twisting-like sliding mode observer have the same structure of
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e n la rge m e n t

generator G7

generator G6 load
power transformer

power transformer
power line

Figure 5.1.2: A scheme of the IEEE 39 bus implemented in the SimPowerSystems interface. The
enlargement on the left shows the standard symbols adopted to model generator buses, load buses,
power transformers, and power transmission lines.

(4.2.5), and they are given by

ėθi = eωi − aieθi − kg1i |eθi |
1/2 sign (eθi)

ėωi = −kg2isign (eθi)− a2
i eθi − kg1iai |eθi |

1/2 sign (eθi)− Φi + aieωi ,

}
i ∈ G (5.1.19)

where the matched perturbation Φi can be shown to be

Φi , ϕZOHi +
1

Mi

( ∑
j∈Ni

Lglijθj
)
, i ∈ G, j ∈ L (5.1.20)

Note that ϕZOHi converges to 1
Mi

(∑
j∈Ni L

gl
ijϑj

)
according to the convergences of the schemes. It

follows that Φi is a bounded disturbance appearing in the matched channel of (5.1.19). Therefore,

following the same arguments presented in Section 4.2.2, the system in equation (5.1.19) converges

to the origin in finite time.

5.1.5 Simulation Results

5.1.5.1 Preliminaries

The IEEE 39 node (also called the 10-machine New-England) power system is chosen as a bench-

mark for the assessment and it has been implemented in a Matlab-SimPowerSystems environment.

The basic data for this power system is available in the literature in [96]. Figure 5.1.2 shows the im-

plementation of the IEEE 39 bus benchmark in the SimPowerSystems environment. In the enlarged

view it is possible to distinguish the generators, the power transformers, the loads and the power

transmission lines.

If t is the simulation time, for 0 ≤ t < 5 (s) the overall system is at steady state. This condition is

characterised by a perfect balance between power generation and consumption [84]. A step variation
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Figure 5.1.3: (Left): The eigenvalues in the complex plane for the matrices of the Jacobi and SOR
method (5.1.5)-(5.1.6). (Right): The spectral radius of the matrix Mκ and the optimal choice of the
weight κ, selected according to (5.1.14) and to Remark 5.1.

in the electrical active power demand at the 16-th load bus takes place, which can be described by

Pl16 = 329 + 300 step(t− 5)− 300 step(t− 10) (MW) (5.1.21)

The time-varying power demand (5.1.21) makes the electrical frequency of each generator deviate

from its rated value as shown in Figure 5.1.5. Furthermore, when the load alteration ends (for t =

10 (s)), the frequency of each generator asymptotically tends again to the rated value of 60 Hz.

5.1.5.2 Algebraic Observer Performances

Two values of the sampling time τ are considered: 0.1 and 0.5 seconds, and within each sampling in-

terval a maximum of 1000 iterations can be executed. Figure 5.1.3 shows that the matrix
(
Ina −D−1Lll

)
in (5.1.5) has a spectral radius too close to one and the convergence speed is expected to be slow.

Figure 5.1.3 shows also the optimal choice of the weight κ, which is governed by (5.1.14). The

eigenvalues of the matrix Mκ∗ are drawn in the complex plane together with the eigenvalues of(
Ina −D−1Lll

)
for the Jacobi method, and the unit disk. For t > 5 (s), the transient behaviours

of the algebraic observers are shown in the enlargement in Figure 5.1.4. This transient behaviour

is due to the update of the term b[k] every 0.1 seconds, and the subsequent iterations within each

time interval [kτ ; kτ + τ ] governed by . The SOR method displays a faster speed of convergence

compared to the Jacobi method, for both the two considered values of the sampling time.

5.1.5.3 Super-Twisting-Like Observer Performances

The design constants for the super-twisting-like sliding mode observer are set as follows: kg1i = 5,

and kg2i = 50. As clarified in this chapter, the ST observers have continuous-time dynamics, then,

the solver Ode1 (Euler) is select in the Matlab-Simulink environment, with a fixed integration step

size set equal to 0.1 milliseconds. The well-established Luenberger observers are compared with

the proposed sliding mode estimator, in order to demonstrate the superiority of the proposed ST-like

observers. Note that Figure 5.1.5 shows both the actual values and the estimate of the frequencies,

which can be obtained starting from the frequency deviation according to the standard expressions
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Figure 5.1.4: (a): Load node voltage phase angles RMSE metric for the Jacobi and SOR method, for
the value τ = 0.1 (s), (b): Load node voltage phase angles RMSE metric for the Jacobi and SOR
method, for the value τ = 0.5 (s).
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Figure 5.1.5: (Left): Time evolution of the frequency of each generator together with its estim-
ate via super-twisting-like sliding mode observer. (Right): Frequency estimation error for each
super-twisting-like sliding mode observer, denoted as eSMi , and for the well-established Luenberger
observer, denoted as eLUi .

ωi = (∆ωi + 1)ω0, and ω̂i = (∆ω̂i + 1)ω0, respectively. Figure 5.1.5 shows that the accuracy of

the sliding mode observers is clearly higher than the Luenberger ones, as shown in Figure. This is

also in accordance with the developments in [107].

5.1.6 Conclusions

In this section, a distributed observer formulation involving the interconnection of super-twisting-like

sliding mode observers for each generator, and distributed algebraic observers schemes, is proposed

for state estimation and monitoring in power systems. The scheme exploits the underlying topology

of the power systems and requires only local information available at the bus level of the graph.

The numerical simulations based on the IEEE 39 bus benchmark validate the effectiveness of the

proposed method. In particular, it has been possible to ensure robustness for the super-twisting-like

sliding mode observer with respect to matched disturbances arising from modelling the nonlinear

dynamics of the networks.

5.2 SM Observers for a Network of Hydro-Thermal Power Sources

In this section, a network of SM observers is designed to robustly estimate the unmeasured state

variables in power systems composed of interconnections of thermal power sources and hydroelectric

power sources. Two SM state observers are created for each sources, with a local communication at

the bus level [50].

5.2.1 Preliminaries

Thermal and Hydraulic Turbine-Governor The dynamics of the steam turbine-governor in (3.1.19)

on page 31 can be compactly rewritten as
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ẋpti = Atixpti +Bti

(
ui − ∆ωi

Ri

)
yti1 = Ctixpti ,

(5.2.1)

where

xpti ,
[
Pmai Pmbi Pmci Pgi

]

Ati ,


− 1
Ttai

0 0 1
Ttai

0 − 1
Ttbi

1
Ttbi

0

0 0 − 1
Ttci

1
Ttci

0 0 0 − 1
Tgi


Bti ,

[
0 0 0 1

Tgi

]T
Cti ,

[
αtai βtbi γtci 0

]
Analogously, the dynamics of the hydraulic turbine-governor in (3.1.21) on page 32 can be compactly

rewritten as

ẋphi = Ahixphi +Bhi

(
ui − ∆ωi

Ri

)
yhi1 = Chixphi ,

(5.2.2)

xphi ,
[
Pgi Pci Wi

]T

Ahi ,


− 1
Tgi

0 0

1 − 1
Tc2i

0

Tc1i
Tc2i

Tc2i
−Tc1i
T 2
c2i

− 2
Thi


Bti ,

[
1
Tgi

0 0
]T

Chi ,

[
−2

Tc1i
Tc2i

2
Tc1i−

Tc2i
T 4
c2i

6
Thi

]
For the purpose of designing the observers, it is possible to rewrite both (5.2.1) and (5.2.2), which

display a similar structure, in the following general form

ẋi = Aixi +Bi (ui + di)

y1i = Cixi
(5.2.3)

where xi, Ai, Bi, ui, di, Ci, yi are suitably defined vectors and matrices of appropriate dimensions.

Synchronous Generator The generator dynamics in (3.4.6) can be compactly rewritten in the

following form
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θ̇i = ∆ωi,

∆ω̇i = φi

y2i = θi

(5.2.4)

where the auxiliary signal φi is defined as

φi ,
Pmi

Mi (∆ωi + ω∗)
−
∑

j∈Ni
ViVj
xij

sin (θi − θj)
Mi (∆ωi + ω∗)

− Di∆ωi
Mi

− Pdi , (5.2.5)

where Pdi is an additional bounded disturbance.

5.2.2 Assumptions and Facts

Important properties of (5.2.1), (5.2.2), and (5.2.4) will now be discussed, together with key-assumptions,

which are instrumental for the observers design.

Proposition 5.1. The matrix Ati in (5.2.1) and Ahi in (5.2.2) are Hurwitz

Proof. By direct calculations, the eigenvalues of Ati can be shown to be: − 1
Ttai

,− 1
Ttai

, − 1
Ttai

,

and− 1
Ttai

. Analogously, the eigenvalues of Ahi can be shown to be − 1
Tgi

, − 1
Tc2i

and − 2
Thi

. It

straightforwardly follows that all the eigenvalues of Ati and Ahi are real and strictly negative, which

proves the proposition.

Remark 5.3. Each thermal power source is governed by (5.2.1) together with (5.2.4), whilst each

hydroelectric power source is governed by (5.2.2) together with (5.2.4). It is assumed to measure at

the local level only the mechanical power delivered by the turbine Pmi and the generator angle θi
both in the thermal and hydroelectric power sources. All the other state variables have to be estimated

via observers. Moreover, the matrices and vectors in (5.2.1) and (5.2.2) are assumed to be known at

each power source node level.

Proposition 5.2. The pair (Ati , Cti) in (5.2.1) and (Ahi , Chi) in (5.2.2) are observable.

Proof. The determinant of the Observability Matrix Oti associated with the pair (Ati , Cti) is given

by:

det (Oti) = − γtci
T 3
tai
T 3
tbi
T 3
tci
T 2
gi

(Ttbi − Ttci − αtaiTtbi + αtaiTtci + γtciTtci )

(T 2
gi − TgiTtci + αtaiTtbiTtci − αtaiTtbiTgi + γtciTgiTtci )

(T 2
tai
− TtaiTtci + αtaiTtbiTtci − αtaiTtbiTtai + γtciTtaiTtci ).

(5.2.6)

Given the value ranges for the parameters reported in [37], the expression of the determinant (5.2.6)

can be shown to be always different from zero, by separately considering the four terms constituting

its expression. This ensures that the matrix Oti is always full rank, thus implying the pair (Ati , Cti)

is observable [69]. The first term of (5.2.6) satisfies

−
γtci

T 3
tai
T 3
tbi
T 3
tci
T 2
gi

< 0. (5.2.7)
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Considering now the second term, it is possible to show that it is always strictly positive:

Ttbi − Ttci − αtaiTtbi + αtaiTtci + γtciTtci =
(
1− αtai

)
Ttbi +

(
αtai + γtci − 1

)
Ttci(

βtbi + γtci

)
Ttbi + βtbiTtci > 0

(5.2.8)

As for the term (
T 2
gi − TgiTtci + αtaiTtbiTtci − αtaiTtbiTgi + γtciTgiTtci

)
, (5.2.9)

two case are considered:

i) If Tgi = Ttci , then the term (5.2.9) can be simplified as:

T 2
gi − T

2
gi + αtaiTtbiTgi − αtaiTtbiTgi + γiT

2
gi = γtciT

2
gi > 0, (5.2.10)

which is strictly positive.

ii) If Tgi < Ttci , then (5.2.9) can be rewritten as:(
Tgi − αtaiTtbi

) (
Tgi − Ttci

)
+ γtciTgiTtci . (5.2.11)

It is straightforward to show that γtciTgiTtci > 0 and(
Tgi − αtaiTtbi

) (
Tgi − Ttci

)
> 0

since Tgi −Ttci < 0, and Tgi −αiTtbi < 0 relying on the data [37]. Therefore, one can conclude that

(5.2.11) is always strictly greater then zero.

Consider now the term(
T 2
tai
− TtaiTtci + αtaiTtbiTtci − αtaiTtbiTtai + γtciTtaiTtci

)
. (5.2.12)

Note that (5.2.12) and (5.2.9) displays the same structure. Two possible cases can take place

i) If Ttai = Ttci , then (5.2.12) becomes

T 2
tai
− T 2

tai
+ αtaiTtbiTtai − αtaiTtbiTtai + γtciT

2
tai

= γtciT
2
ai > 0. (5.2.13)

ii) If Ttai < Ttci , then (5.2.12) can be shown to be equal to

Ttai
(
Ttai − Ttci

)
− αtaiTtbi

(
Ttai − Ttci

)
+ γtciTtaiTtci (5.2.14)

One can note that γtciTaiTci > 0 and(
Ttai − αtaiTtbi

) (
Ttai − Ttci

)
> 0 (5.2.15)

since in the considered case Ttai − Ttci < 0, and the inequality Ttai − αtaiTtbi < 0 is satisfied

according to the numerical data available in [37]. Therefore, all the terms in (5.2.6) are always
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different from zero, which ensures that Oti is full rank.

The determinant of the Observability Matrix Ohi associated with the pair (Ahi , Chi) is given by

det (Ohi) = 24
(Tgi + Tti)

(
Tc2i + Thi

)(
Tgi − Th1i

)(
Tc1i − Tc2i

)
T 2
giTc2iT

3
hi

. (5.2.16)

which becomes equal to zero if Tgi = Th1i or Tc1i = Tc2i . Again according to the data [37], the two

conditions are not acceptable.

Assumption 5.2. The signal φi in (5.2.5) is bounded with positive known upper-bound as follows:

|φi| ≤ ∆φi (5.2.17)

Remark 5.4. It is reasonable to assume that the interconnections amongst the sources change with

respect to time. This can be due, for example, to scheduled electricity trade among the sources.

For the observers design purposes, the most conservative situation will be adopted, in which all the

possible interconnections amongst the sources are considered. Note that the signal φi include all the

voltage phase angles of the neighbouring sources in the most conservative situation here specified. It

follows that the condition (5.2.17) is satisfied also in case the network is not operating in the most

conservative situation. Moreover, in such approach, the interactions amongst the sources detailed

in Remark 3.5 on page 43 are treated as bounded disturbances. It follows that the sliding mode

observers reveals to be completely decentralised features.

5.2.3 Observers Design

5.2.3.1 Synchronous Generator Observers

For the sake of clarity, the sub-optimal sliding mode observer to robustly estimate the frequency

deviation of each generator will be designed first. The stability analysis of the sub-optimal observer

will be exploited to design the sliding mode observers for the turbine-governor dynamics.

Consider the following sub-optimal sliding mode observer

˙̂
θi = ∆ω̂i,

∆ ˙̂ωi = usubi

(5.2.18)

where θ̂i is the estimate of θi, ∆ω̂i is the estimate of ∆ωi, and usubi is equal to [79]

usubi , −µiV
max
i sign

(
eθi −

1

2
emax
θi

)
. (5.2.19)

where eθi , θi − θ̂i. Moreover, the following relations are consideredµ∗i ∈ (0, 1]

V max
i > max

(
Λi
µ∗i
, 4Λi

3−µ∗i

)
.

(5.2.20)



5.2. SM OBSERVERS FOR HYDRO-THERMAL TURBINE-GOVERNOR 81

The signal emax
θi

is computed by using the peak detection algorithm. This algorithm was originally

designed in [79] for control purpose, and it is extended in the present chapter to the observer purpose.

Consider the following auxiliary signal.1

∆i(t) , [eθi(t− ε)− eθi(t)] eθi(t), (5.2.21)

where ε > 0 is a small constant (in practical cases, ε can represent a time delay either due to the

switching or to the measuring devices). At the initial time instant t0, the initial condition emax
θi

=

eθi(t0) and eθi(t0 − ε) = 0, if t < ε, are adopted. ∀t > t0, the following steps are executed:

1. if (∆i(t) < 0) emem
θi

= eθi(t);

2. if (∆i(t) ≤ 0)

(a) if
(∣∣emem

θi

∣∣ ≤ ∣∣emax
θi

∣∣ and emem
θi

emax
θi

> 0
)

emax
θi

= emem
θi

;

(b) else emax
θi

= emax
θi

;

3. if (∆i(t) > 0) emax
θi

= emem
θi

In addition, the variable µi is governed by

µi =

µ∗i if
(
eθi − 1

2e
max
θi

) (
emax
θi
− eθi

)
> 0

1 if
(
eθi − 1

2e
max
θi

) (
emax
θi
− eθi

)
≤ 0.

(5.2.22)

The error dynamics is obtained by subtracting the generator dynamics (5.2.4) from the sub-optimal

observer dynamics (5.2.18) and they are

ėθi = eωi ,

ėωi = −φi − µiV max
i sign

(
eθi − 1

2e
max
θi

)
,

(5.2.23)

where eωi = ∆ω̂i −∆ω̂i. The following proposition will now be proven.

Proposition 5.3. Under Assumption 5.2, and given the signal usubi governed by (5.2.19), the origin

is a finite-time stable equilibrium point for the error dynamics (5.2.23).

Proof. The system in (5.2.23) is in the standard form for the sub-optimal sliding mode controlled sys-

tem [79], [80]. More precisely, if the signal usubi satisfies the inequalities in (5.2.20), it follows that

(5.2.23) converge to the origin in finite time, guaranteeing a correct state estimation of the frequency

deviation of each generator.

Remark 5.5. Note that in [67] a linear combination of the two state errors has been selected as a

sliding surface for the sub-optimal SM observers to be nullified

σi = eθi + cieωi (5.2.24)

1The explicit dependence on the time t is here introduced for the sake of clarity.
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where ci is a positive known constant. Differently, in the present approach, the sliding surface to be

nullified reveals to be equal to

σi = eθi (5.2.25)

Remark 5.6. Note that Proposition 5.3 is still valid if additional bounded uncertainties, appearing

in the matched channel of the system (5.2.4), are included in the definition of the term φi in (5.2.5).

These additional uncertainties can be due to unmodelled dynamics, parameters variation and external

disturbances. This confirms that the proposed observer (5.2.18) guarantees the robustness property

typical of sliding mode observers.

5.2.3.2 Turbine-Governors Observers

Consider now the following sliding mode observer for the dynamical system (5.2.3)

˙̂xi = Aix̂i +Bi

(
ui + d̂i − ρi FiCiei|FiCiei|

)
−GiCiei (5.2.26)

where ei , x̂i−xi, Fi ∈ R, ρi is a positive design constant, Gi is a design matrix, and d̂i , ∆ω̂i/Ri

is the estimated value of the frequency deviation ∆ωi, communicated by the sub-optimal observer

for the generator of the same source. From the development in Section 5.2.3.1, it is reasonable to

assume that

ψi ,
(∆ω̂i −∆ωi)

Ri
=
eωi
Ri

(5.2.27)

is a bounded disturbance, which means that its modulus is upper-bounded. Moreover, ψi converges

to zero in finite by virtue of Proposition 5.3. By subtracting (5.2.3) from (5.2.26), the so-called error

system dynamics can be obtained as follows

ėi =
(
Ai −GiCi

)
ei −Bi

(
ψi + ρi

FiCiei
|FiCiei|

)
. (5.2.28)

The following proposition holds.

Proposition 5.4. Given error dynamics (5.2.28), suppose that for a positive definite symmetric matrix

Pi � 0, one has

PiA0i +AT0i < 0, (5.2.29)

where A0i , Ai −GiCi and the following structural constraint [62] is satisfied

PiBi = CTi F
T
i . (5.2.30)

Then, the origin is an asymptotically stable equilibrium point for the error dynamics (5.2.28), provided

that the constant ρi is chosen such that

ρi > |ψi| . (5.2.31)

Proof. The system in (5.2.28) is in the standard form of the perturbed sliding mode observer error

dynamics [71], with the associated sliding surface σi = FiCtiepti = 0 to be reached in a finite
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time. The proposition can be proven in perfect analogy to Proposition 2.1 on page 17 of the present

thesis.

Remark 5.7. Note that, in analogy with Proposition 5.3, Proposition 5.4 is still valid if additional

bounded uncertainties, appearing in the matched channel of the system (5.2.3), are included in the

term ψi in (5.2.27). These uncertainties can be due to unmodelled dynamics, parameters variation and

external disturbances as mentioned before. The robustness property typical of sliding mode observer

is guaranteed also for the observer (5.2.28).

5.2.4 Scalability And Resilience of the Observers

The proposed estimation scheme can be easily modified whenever changes alter the topology of the

power system. In the present section, the analysis will be focused on the opening/closing of power

transmission lines and on the plug-in of a novel source. It is assumed currently that the changes occur

independently, and for each situation specific modification rules are provided. However, it is possible

that all these changes take place simultaneously. In such a scenario, one has to simultaneously

consider the rules and apply them sequentially.

Opening or Closing of a Power Transmission Line According to Remark 5.4, the interconnection

between the generator buses can change with respect to time. However, as stated in Assumption

5.2, the sub-optimal sliding mode observer for the generators is designed taking into account the

maximum amount of uncertainty, which is upper-bounded. In case of an opening or closing of

the power transmission line connecting the i-th and the j-th source, the resulting variation of the

magnitude of uncertainty in the disturbances φi and φj does not affect the sliding motion of (5.2.19).

Plugging-in of a Source Suppose now that a new j-th source is interconnected with to a given num-

ber of existing sources via power transmission lines. LetNj be the set of the existing sources directly

connected to the new j-th source. The proposed estimation scheme can be updated as follows:

1. For the given j-th new source, design a sliding mode observer in the form of (5.2.26).

2. Re-tune the gains of the pre-existing sub-optimal observers for the generators of all the neigh-

bours sources k ∈ Nj , by updating the terms ∆φk (see (5.2.17)), and satisfying the tuning rules

for the sub-optimal architecture (5.2.20). Note that this re-tuning is required since the amount

of uncertainty increases in the sources directly connected to the new one.

3. Design a new sub-optimal sliding mode observer to estimate the frequency deviation of the

new j-th plant.

Remark 5.8. The proposed observer-based estimation scheme has to be updated only where topolo-

gical changes occur, i.e., at the level of the new bus and of its neighbourhood. All the other observers

do not need to be updated. Therefore, one can conclude that the estimation scheme is scalable in case

of adding new sources and it is resilient in case of changing in the operation of the power transmission

lines.
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Turbine aiGovernor i Turbine bi Turbine ci

Figure 5.2.1: The block diagram of the i-th thermal power source dynamical model together with the
proposed observers. The local communication between the two observers is also underlined.

Figure 5.2.1 and Figure 5.2.2 show a schematic of the thermal and hydroelectric power sources

illustrated on page 32 and on page 33, together with the proposed observers.

5.2.5 Simulations Results

In this section, the effectiveness of observer-based scheme is demonstrated in simulations. The

proposed estimation scheme is compared with the well-established linear state observers, originally

proposed in [108] and applied to a large class of dynamical systems. In this framework, symbol x̃

denotes the estimate of the state variable x via Unknown Input (UI) Luenberger observer. A power

system composed of two thermal power sources and two hydroelectric power sources interconnected

via power transmission lines is considered (see Figure 5.2.3 and the numerical representations of the

parameter in Table 5.2.1). In this simulation case it is assumed that each source is controlled only

via primary frequency controller [5]. It follows that the control input ui is set equal to zero in each

source. The simulation time interval is T = 200 seconds, whilst the integration step size is set equal

to 1 millisecond. The selected sub-optimal sliding mode observer parameters are V max = 10, ρi =

10, for all the observers. The values of the reactances of the edges are: x12 = 0.19 (p.u.), x23 = 0.20

(p.u.), x34 = 0.22 (p.u.), x14 = 0.19 (p.u.). Power system dynamics have been numerically simulated

in a Matlab-Simulink R2017b environment. Table 5.2.1 shows the numerical representation of the

model parameters. Note that the same network has been employed in relevant works in the literature,

such as [35], [94]. The following three scenarios are considered:
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Transient Compensator iGovernor i Hydraulic Turbine i

Figure 5.2.2: The block diagram of the i-th hydroelectric power source dynamical model together
with the proposed observers. The local communication between the two observers is also underlined.

1

2

4

3 1

2

4

3

(a) (b)

Figure 5.2.3: A schematic of the considered power system composed of two thermal power sources
(red circles) and two hydroelectric power sources (blue circles) in the most conservative operation
(a), and with the power transmission line x14 open (b).

Table 5.2.1: Numerical Representation of the Parameters of the power system test case (base power
of 1000 MVA)

Source 1 Source 2 Source 3 Source 4

Tta − 0.30 − 0.35

Ttb − 7.00 − 10.00

Ttc − 0.50 − 0.45

Tc1 5.00 − 4.50 −
Tc2 50.00 − 40.00 −
Th 2.00 − 2.20 −
Tg 0.50 0.25 0.45 0.27

D 1.4 ×10−4 1.5×10−4 1.3×10−4 1.7×10−4

R 2.50 2.60 2.70 2.80

M 28×10−4 38×10−4 38×10−4 42×10−4

Pd 0.10 0.50 0.20 0.70
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Figure 5.2.4: Time histories of the governor power variation Pgi in each source, its estimated values
P̂gi via proposed sliding mode observer and P̃gi via UI Luenberger observer.

1. Scenario 1, 0 ≤ t < 20 (s), during which the power network is at steady state, which means

that there is a perfect balance between electrical active power generation and consumption;

2. Scenario 2, 20 ≤ t < 100 (s), during which, after a step variation of the active power demand

in each node according to Table , the frequency decreases;

3. Scenario 3, 100 ≤ t ≤ 200 (s), during which the power transmission line x14 in Figure 5.2.3

is disconnected.

Scenario 1 Performances During Scenario 1, the power system is at steady-state. In such situ-

ation each sliding mode observer for turbine-governor dynamics and each sub-optimal sliding mode

observer for the frequency deviation are able to asymptotically estimate all the unmeasured states

(see Figures 5.2.4, 5.2.5, 5.2.6, and 5.2.8). Note that there are fast transients during the first seconds,

which are due to the initial conditions of the observers which are set different from the actual states

to be estimated (see again Figures 5.2.4, 5.2.5, 5.2.6, and 5.2.8).

Scenario 2 Performances During Scenario 2, the sudden variation of electrical active power de-

mand Pdi in each source causes a transient during which the frequency of each generator decreases

(see both (3.4.6) on page 39 and the schematic shown in Figure 3.1.2 on page 30 for a formal math-

ematical justification). All the sources, assumed controllable via the primary frequency controllers,

response by increasing the electrical active power generation. All the observers are capable of track-

ing the time evolution of all the unmeasured state variables (see again Figures 5.2.4, 5.2.5, 5.2.6, and

5.2.8).

Scenario 3 Performances During Scenario 3, the power transmission line interconnecting the 1-st

and the 4-th source is open. This causes relevant oscillations of the frequencies, mainly in the 1-st
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Figure 5.2.5: Time histories of the turbine power variation Pmai , Pmbi , and Pmci in each thermal
power plant and their estimated values P̂mai , P̂mbi , and P̃mci via proposed sliding mode observer
and their estimate values P̃mai , P̃mbi , and P̃mci via UI Luenberger observer.
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Figure 5.2.6: Time histories of transient compensator power variation Pci , the water speed variation
Wi in each hydroelectric power plant and their estimated value P̂ci and Ŵi via proposed sliding mode
observer and P̃ci and W̃i via UI Luenberger observer, respectively.
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Figure 5.2.7: Time histories of the turbine power variation Pmai ,Pmbi , and Pmci in each thermal
power source and their estimated values P̂mai , P̂mbi , and P̃mci via proposed sliding mode observer
and their estimate values P̃mai , P̃mbi , and P̃mci via UI Luenberger observer
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Figure 5.2.8: Time histories of the frequency deviation ∆ωi in each synchronous generator, its es-
timated value via the proposed sliding mode observer ∆ω̂i and via UI Luenberger observer ∆ω̃i.
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Figure 5.2.9: An enlarged view of the time histories of the frequency deviation ∆ωi in each synchron-
ous generator, its estimated value via the proposed sliding mode observer ∆ω̂i and via UI Luenberger
observer ∆ω̃i.

and the 4-th source, as shown in Figure 5.2.9. Also in such transient, all the observers track the

unmeasured state without losing the induced sliding motion (see again Figures 5.2.4, 5.2.5, 5.2.6,

and 5.2.8).

Remark 5.9. Note that in all the three Scenarios, the proposed sliding mode observers are capable

of tracking the unmeasured state variables with higher accuracy with respect to the well-established

UIL observers, particularly during transients. This is also in accordance to [107].

5.2.6 Conclusions

In this section, a novel sliding mode observers scheme has been designed to estimate and track the

unmeasured states of power systems composed of an interconnections of thermal and hydroelectric

sources. The proposed scheme has also revealed to be flexible to topological changes affecting the

power systems. Moreover, the simulation performances in the discussed scenarios have validated the

effectiveness of the proposal.

5.3 Higher Order Sliding Mode Observers in Hybrid Power Systems

In the present section, the analysis focuses on the so-called hybrid power systems, in which tradi-

tional power sources (treated in the previous section) coexist together with renewable sources and

dynamical loads. In contrast to the SM observer schemes reported in the existing literature, the

present section focuses on a model where heterogeneous power sources and loads are simultaneously

present and are coupled through the power flow exchanges. As a consequence, the level of unknown,

but bounded fluctuations and uncertainties that an observer would have to cope with, is significantly

higher in this case than in the conventional independent cases.
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Figure 5.3.1: A schematic of the considered hybrid power system composed of a traditional source,
a wind source, an inverter source and two loads. The numerical representations of the model para-
meters and the initial conditions of the state variables will be used in the simulation assessment.

5.3.1 Preliminaries

Important properties of the models described in Chapter 3 will now be illustrated. The power sys-

tem considered here consists of an interconnection of four types of components: traditional power

sources, wind power sources, inverter power sources, and loads. Figure 5.3.1 shows a typical power

system in which the the four considered components are depicted.

Notation Clarification The notation for the parameters and state variables previously adopted in

Chapter 3 still holds in the current section. However, in order to distinguish the heterogeneous 5

components of the network, in Figure 5.3.1 the following additional subscripts are introduced: for a

given state variables or model parameter x, the subscript xg represents conventional generator source,

the subscript xw wind power sources, the subscript xw inverter power source, whilst xl denotes the

load components.

5.3.2 Traditional Power Source Dynamical Model

The traditional generation dynamical model (3.1.17)-(3.1.18) on page 31 can be compactly rewritten

as
ẋgi = Agixgi +Bg1iugi +Bg2i

(
Pegi

(
ygi , yj|j∈Ngi

)
+degi

)
ygi = Cgixgi

(5.3.1)
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where

xgi ,
[
θgi ∆ωgi Pti Pmi

]T
(5.3.2)

Agi ,


0 1 0 0

0
−Dgi
Mgi

1
Mgi

0

0 0 − 1
Tti

1
Tti

0 − 1
Tgi

0 − 1
RiTgi

 (5.3.3)

Bg1i ,
[
0 0 0 1

Tgi

]T
, Bg2 ,

[
0 − 1

Mgi
0 0

]T
(5.3.4)

Cgi ,
[
1 0 0 0

]
(5.3.5)

In (5.3.1) the signal Pegi
(
ygi , yj|j∈Ngi

)
+ degi denotes the total electrical active power flowing from

the traditional power source i to its neighbourhood Ngi , and it is defined as

Pegi
(
ygi , yj|j∈Ngi

)
+ degi ,

∑
j∈Ngi

γgij sin (ygi − yj) + degi (5.3.6)

The term yj brings further interactions from its neighbourhood Ngi , which could be any type from

the heterogeneous components set.

5.3.3 Wind Power Source Dynamical Model

The two-mass system for dynamics of wind turbines, described in (3.2.1) on page 34, can be more

compactly rewritten as:

ẋwi = Awixwi +Bw1iTwi +Bw2i

(
Pewi

(
ywi , yj|j∈Nwi

)
+dewi

)
ywi = Cwixwi

(5.3.7)

where:

xwi ,
[
θw1i ∆ωw1i θw2i ∆ωw2i

]T
(5.3.8)

Awi ,


0 1 0 0
−kwi
Mw1i

− Dwi
Mw1i

kwi
Mw1i

Dwi
Mw1

0 0 0 1
kwi
Mw2i

Dwi
Mw2i

− kwi
Mw2i

− Dwi
Mw2i

 (5.3.9)

Bw1i ,
[
0 − 1

Mw1i
0 0

]T
, Bw2i ,

[
0 0 0 1

Mw2i

]T
(5.3.10)

Cwi ,
[
1 0 0 0

]
(5.3.11)
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In (5.3.7) the signal Pewi
(
ywi , yj|j∈Nwi

)
+dewi denotes the total electrical active power flowing from

the wind power source to its neighbourhood Nw, and it is defined as

Pewi
(
ywi , yj|j∈Nwi

)
+dewi ,

∑
j∈Nwi

γwij sin (ywi − yj) +dewi . (5.3.12)

5.3.4 Inverter-Based Power Source Dynamical Model

The dynamical model of the so-called inverters with capacitive inertia (3.2.4) on page 36 can be

rewritten in the form of

ẋsi = Asixsi +Bsiφsi
(
xsi , yj|j∈Nsi

, Psi , desi
)

ysi = Csixsi
(5.3.13)

where the vectors and matrices are:

xs ,

[
θsi

∆ωsi

]
, Asi ,

[
0 1

0 −Dsi
Msi

]
, Bsi ,

[
0

1

]
, Csi ,

[
1 0

]
(5.3.14)

In (5.3.13) the signal φsi
(
xsi , yj|j∈Nsi

, Psi , desi
)

is given by

φsi
(
xsi , yj|j∈Nsi

, Psi , desi
)
,
Psi −

∑
j∈Nsi

γsij sin (ysi − yj) + desi

∆ωsi + ω0
(5.3.15)

where Nsi is the neighbourhood of the inverter source.

5.3.5 Load Dynamical Model

The dynamical model of the load considered in (3.3.4) on page 37 can be rewritten as:

ẋli = Alixli +Bliφli
(
yli , yj|j∈Nli

, Pli , deli
)

yli = Clixli
(5.3.16)

xli ,

[
θli

∆ωli

]
, Ali ,

[
0 1

0 −Dli
Mli

]
Bli ,

[
0

1

]
, Cli ,

[
1 0

]
(5.3.17)

In (5.3.16) the signal φli
(
yli , yj|j∈Nli

, Pli , deli
)

is given by

φli
(
yli , yj|j∈Nli

, Pli , deli
)
, Pli −

∑
j∈Nli

γlij sin (yli − yj) + deli (5.3.18)

5.3.6 Assumptions and Facts

In this section, important properties of the power system dynamical models previously described will

be discussed, together with key-assumptions, which are instrumental for the observers design.

Proposition 5.5. Given the dynamics in (5.3.1), (5.3.7), (5.3.13), and (5.3.16), the associated pairs

(Agi , Cgi), (Awi , Cwi), (Asi , Csi), and (Ali , Cli) are all observable.
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Proof. Given the pair (Agi , Cgi), Observability Matrix Ogi , [Cgi , CgiAgi , . . . , CgiAgiAgiAgi ]
T

can be shown to be

Ogi =


1 0 0 0

0 1 0 0

0
−Dgi
M
g2
i

1
Mgi

0

0
(
−Dgi
Mgi

)2 −Dg
M
g2
i

− 1
MgiTti

1
MgiTti

 (5.3.19)

and

det (Ogi) =
1

M2
giTti

(5.3.20)

It is apparent that the two singularities of the determinant, which are Mgi = 0 and Tti = 0, are not

acceptable from engineering perspective. It follows that Ogi is always full rank.

Given the pair (Awi , Cwi), Observability Matrix

Owi =


1 0 0 0

0 1 0 0
−kwi
Mw1i

−Dwi
Mw1i

kwi
Mw1i

Dwi
Mw1i

DwikwiMwTi

Mwi

D2
wi
MwTi

−Mwpikwi
Mwi

−DwikwiMwTi

Mwi

−D2
wi
MwTi

+Mwpikwi
Mwi

 (5.3.21)

where the auxiliary (positive) parameters are defined asMwTi ,Mw1i+Mw2i ,Mwpi ,Mw1iMw2i ,

Mwi ,M2
w1i
Mw2i . The determinant of Owi can be shown to be

det (Owi) =
k2
wi

M2
w1i

(5.3.22)

The determinant is equal to zero when kwi = 0, which is not an acceptable solution from a physical

understanding of the system [109]. For the same reason, the singularity Mw1i = 0 is not acceptable.

It follows that Owi is always full rank.

The observability matrices associated with the pairs (Asi , Csi), and (Ali , Cli) are full rank, since

they coincide with the Identity matrix I2 ∈ R2×2 in both cases for all parameter values.

In what follows, these assumptions are imposed:

Assumption 5.3. It is assumed that:

(A1) The voltage phase angle is locally measured for each component. Furthermore, each compon-

ent receive instantaneously the measurements collected from its neighbourhood. In practice,

this can be achieved by a deployment a network of of PMUs [8].

(A2) The signals Peg in (5.3.1) and Pew in (5.3.7) are considered to be known, since they can be

practically reconstructed by a local exchange of information about the measurements.

(A3) The signals deg in (5.3.1), dew in (5.3.7), des in (5.3.13), and del in (5.3.16) are bounded, which

means that |deg| ≤ ∆deg , |dew| ≤ ∆dew , |des| ≤ ∆des , |del| ≤ ∆del , where ∆deg , ∆dew , ∆des ,

and ∆del are known positive constants.
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(A4) The signal φs in (5.3.13) and φl in (5.3.16) are unknown but bounded, which means that

|φs| < ∆φs , |φl| < ∆φl where ∆φs and ∆φl are known positive constants.

Remark 5.10. Note that the value of the power flowing from a component to its neighbourhood

is always bounded by the maximum power capacity of the power transmission lines [4], which is

equal to the line susceptance γij (this is true in the most conservative situation, which occurs when

sin(θi − θj) = 1). In practice, reasonable values for the bounds of the uncertain signals deg, dew,

des, and del in Assumption 5.3 can be obtained according to:

∆deg ≥
∑

j∈Ng γgj , ∆dew ≥
∑

j∈Nw γwj

∆des ≥
∑

j∈Ns γsj , ∆del ≥
∑

j∈Nl γlj
(5.3.23)

Let ∆Ps and ∆Pl be the maximum value of the modulus of the signals Ps in (5.3.13) and Pl in

(5.3.16), and let ∆ωs represent the minimum value of ωs + ω0 > 0 in (5.3.15). Then, given (5.3.23),

reasonable values of the bounds for ∆φs and ∆φl can be obtained as:

∆φs ≥
∆Ps+∆des

∆ωs

∆φl ≥ ∆Pl + ∆del

(5.3.24)

Remark 5.11. Note that the degree of the unknown inputs deg in (5.3.1) and dew in (5.3.7) with respect

to the measured output yg and yw are equal to 2 in both the two systems. Given Proposition 5.5, and

following the theoretical developments in [70], the dynamical systems in (5.3.1) and in (5.3.7) are

strongly detectable.

5.3.7 Observers Design

In this section, dedicated SM-based observers are introduced to dynamically track the unmeasured

state variable in the three types of generation nodes and in the load nodes. The goal of the present

section can be summarised as:

Objective 5.2. Given the dynamical models (5.3.1), (5.3.7), (5.3.13), (5.3.16) of the components

of an hybrid power system, design dedicated SM observers able to estimate in finite time all the

unmeasured state variables, thus ensuring robustness to the perturbations (5.3.6), (5.3.12), (5.3.15),

(5.3.18) introduced in the power flow exchanges.

5.3.7.1 Traditional and Wind Power Sources Observers

For the purpose of designing the observers, it is possible to rewrite both (5.3.1) and (5.3.7), which

display a similar structure, in the following general form:

ẋ = Ax+B1u1 +B2

(
G
(
y, yj|j∈N

)
+d
)

y = Cx
(5.3.25)

where x represents the state vector, A, B1, B2, and C are vectors and matrices of appropriate di-

mensions, G
(
y, yj|j∈N

)
is a scalar known nonlinearity which models the power flow exchanges, u1
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is the known control input, and d is a bounded unknown signal (i.e. |d| ≤ ∆d, where ∆d is a known

constant) representing disturbances and unmodelled dynamics in the power flow channel. The fol-

lowing is a special case of the theoretical developments in [70] (in which higher order SM observers

were designed for both stable and unstable, observable and detectable linear systems with unknown

inputs):

Proposition 5.6. Given the dynamics in (5.3.25), Proposition 5.5, and Remark 5.11, consider the

following SM observer for both the traditional and wind power sources:

ż = Az +B1u1 +B2G
(
y, yj|j∈N

)
− L(Cz − y)

x̂ = z − ê
ê = Pe

ŷ = Cz

(5.3.26)

where z and x̂ represent two estimates of x, L ∈ R4×1 is a design vector, P ∈ R4×4 is a matrix to

be designed. The auxiliary signal e = Col(e1, . . . , e4) is governed by the following fourth order SM

architecture:
ė1 = −k1 |e1 − e1|3/4 sign (e1 − e1) + e2

ė2 = −k2 |e1 − e1|2/4 sign (e1 − e1) + e3

ė3 = −k3 |e1 − e1|1/4 sign (e1 − e1) + e4

ė4 = −k4sign (e1 − e1)

(5.3.27)

where e1 , ŷ − y is the output observation error, e1 denotes an estimate of e1, whilst the auxiliaries

signals e2, . . . , e4, represent successive time derivatives of e1. If the design constants k1, k2, k3, k4

are tuned according to the standard rules for the Levant’s differentiator [72], and the design vector

L is chosen such that (A−LC) is Hurwitz, then it will be shown that the estimate x̂ satisfies in finite

time x̂ = x.

Proof. By subtracting (5.3.25) from (5.3.26), the error dynamics yield

ė = (A− LC)e−B2d (5.3.28)

where e , z − x. The vector L is designed to ensure that the matrix (A − LC) is Hurwitz, thus

assigning arbitrarily chosen eigenvalues. Since the pair (A,C) is observable as proven in Proposition

5.5, the pair (A−LC,C) is also observable, with the associated Observability Matrix Õ. By making

use of the matrix Õ, the following change of coordinates is considered:

ẽ = Õe (5.3.29)

with the associated error dynamics in the new coordinates:

˙̃e = Ãẽ− B̃2d (5.3.30)

Note that following the change of coordinates C̃ = C, and the matrix Ã has the following structure
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[69] [70]:

Ã = Õ(A− LC)Õ−1 =


0 1 0 0

0 0 1 0

0 0 0 1

ã1 ã2 ã3 ã4

 (5.3.31)

where ã1, . . . , ã4 are known constants. It is easy to verify that only the first component ẽ1 of the

vector ẽ = [ẽ1, . . . , ẽ4]T is known, thus coinciding with the output observation error. Since the

matrix Ã is Hurwitz, and the unknown input d is assumed bounded, the time evolution of ẽ remains

bounded [69]. The problem of finding in finite time the successive time derivative of e1, which

are bounded, can be solved by means of SM Levant’s differentiator [72], as argued in [70]. This

technique is governed by (5.3.27), which corresponds to a third order SM Levant’s differentiator

implemented in the so-called non-recursive form. The underlying idea is to make use of the output

observation error e1 and create the fourth order dynamical system in (5.3.27). In [72] it has been

shown that each estimate generated by the differentiator converge to the actual value in finite time.

The tuning rules for the positive design constants k1, . . . , k4 can be found, e.g., in [73] and [71].

It follows in finite time: e1 = ẽ1 = e1, e2 = ẽ2, e3 = ẽ3, e4 = ẽ4. After the linear change of

coordinates ê = Pe, where P = Õ−1, it is possible to retrieve actual values of the error ê in the

original coordinates reference in finite time. These are used to compensate in real time the estimate

z by introducing the following algebraic expression

x̂ = z − ê. (5.3.32)

According to the algebraic relation in (5.3.32), the condition x̂ = x holds in finite time.

5.3.7.2 Observer for the Inverter Sources and Loads

In this section a super-twisting-like SM observer is employed to estimate in finite time the frequency

deviation both in inverter with capacitive inertia and in loads. Note that the dynamics in (5.3.13) and

(5.3.16) share the same structure, which can be rewritten as

θ̇ = ω

∆ω̇ = a∆ω + φ

y = θ

(5.3.33)

where θ denotes the (inverter and load) voltage phase angle and the ∆ω the (inverter and load)

frequency deviation, respectively, and in (5.3.33) the model parameter a = −D/M is the ratio

between the droop control and the inertia. The bounded unknown signal φ represents either φs and

φl. It follows that |φ| ≤ ∆φ, where ∆φ is a known constant.

Proposition 5.7. Given the dynamics (5.3.33), and Assumption 5.3, consider the following super-

twisting-like SM observer [93]:

˙̂
θ = ∆ω̂ − α1 |eθ|1/2 sign (eθ)− aeθ

∆ ˙̂ω = −α2sign (eθ)− a2eθ + a∆ω̂ − aα1 |eθ|1/2 sign (eθ)
(5.3.34)
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Table 5.3.1: Performance Metrics E for the SM and PI Observers (SMO, PIO). Values Expressed in
(mp.u.) = 1e − 3(p.u.). Sensitivity Analysis is Provided in the Right Column, in which ∆A =
30%A.

Sensitivity analysis
node SMO PIO SMO PIO

1 2.29 4.06 136.90 159.60
2 0.12 156.67 64.18 9489.00
3 9.64 51.83 9.67 51.83
4 9.78 27.26 9.78 27.26
5 0.56 9.73 0.57 9.73

where θ̂ is the estimate of θ, ∆ω̂ is the estimate of ∆ω, the output observation error eθ , θ̂ − θ,

and α1, α2 are positive design constants. The error dynamics, which is determined by subtracting

(5.3.33) from (5.3.34), can be shown to be

ėθ = eω − α1 |eθ|1/2 sign (eθ)− aeθ
ėω = −α2sign (eθ)− a2eθ + aeω − aα1 |eθ|1/2 sign (eθ)− φ

(5.3.35)

where eω , ω̂ − ω. The system in (5.3.35) is finite-time stable if the design constants satisfy

α1 = 1.5
√

∆φ, α2 = 1.1∆φ (5.3.36)

Therefore, the conditions θ̂ = θ and ω̂ = ω hold in finite time.

Proof. Proposition can be proven in perfect analogy to the developments in Section 4.2.2 on page 51.

Remark 5.12. Consider the matrix A in (5.3.25) with unknown bounded uncertainty on the model

parameters as followsA±∆A, where ∆A represents the maximum parameter deviations. The model

uncertainty affects the observer error dynamics (5.3.28) as ė = Ae ∓ (∆A)x − B2d. However, the

time evolution of e remains ultimate bounded as long as x remains bounded. The compensation

strategy in (5.3.32) is also affected. In particular, it can be shown that x̂ = x ± ∆x̂, where the

deviation ∆x̂ remains bounded. Furthermore, in case the model parameter a in (5.3.33) is uncertain,

the super-twisting-like observer in (5.3.34) can be replaced via a standard super-twisting one [66]. It

follows that in such a situation the impact of the model uncertainties can be totally circumvented.

5.3.8 Simulation Results

In this section, the effectiveness of the proposed SM observer scheme will be demonstrated by numer-

ical simulations implemented in the Matlab-Simulink. The solver Ode1 (Euler Method) is employed

also in this case for the numerical implementation of the observers, with a fixed integration step size

equal to 10 microseconds. The adopted value of the sampling time is acceptable in practice, accord-

ing to the technical data about the PMUs which are available in [8]. A power system composed of

a conventional power source, a wind power source, an inverter-based source, and two loads is con-

sidered. The base power for the network is chosen equal to 10 (MVA). The schematic in Figure 5.3.1
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Figure 5.3.2: Time evolution of: (a) θw1, ∆ωw1, θw2,∆ωw2, together with their estimates
θ̂w1, ∆ω̂w1, θ̂w2, ∆ω̂w2, via proposed SM observer, and the estimates θ̃w1, ∆ω̃w1, θ̃w2, ∆ω̃w2

via PI observer. (b) θg, ∆ωg, Pt, Pg, together with their estimates θ̂g, ∆ω̂g, P̂t, P̂g, via proposed
SM observer, and the estimates θ̃g, ∆ω̃g, P̃t, P̃g via PI observer. (c) ∆ωl1, ∆ωl2 and of inverter
state variable ∆ωs, together with their estimates ∆ω̂l1, ∆ω̂l2, ∆ω̂s, via proposed SM observer, and
the estimates ∆ω̃l1, ∆ω̃l2, ∆ω̃s via PI observer. An enlarged view is provided for the inverter state
variable and estimates.
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Figure 5.3.3: Sensitivity analysis. Time evolution of: (a) θw1, ∆ωw1, θw2,∆ωw2, together
with their estimates θ̂w1, ∆ω̂w1, θ̂w2, ∆ω̂w2, via proposed SM observer, and the estimates
θ̃w1, ∆ω̃w1, θ̃w2, ∆ω̃w2 via PI observer. (b) θg, ∆ωg, Pt, Pg, together with their estimates
θ̂g, ∆ω̂g, P̂t, P̂g, via proposed SM observer, and the estimates θ̃g, ∆ω̃g, P̃t, P̃g via PI observer.
(c) ∆ωl1, ∆ωl2 and of inverter state variable ∆ωs, together with their estimates ∆ω̂l1, ∆ω̂l2, ∆ω̂s,
via proposed SM observer, and the estimates ∆ω̃l1, ∆ω̃l2, ∆ω̃s via PI observer. An enlarged view
is provided for the inverter state variable and estimates.
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shows the system topology, together with the numerical representation of the model parameters and

the initial conditions for the state variables and inputs. The data was take from [30] and [4]. The grid

is considered to be at steady state during the time interval 0 ≤ t ≤ 5 seconds. At the time instant

t = 5 seconds, the power generated by the inverter power source goes to zero, causing a loss of

generation of 0.1 (p.u.). It follows that a disturbance in the form of des = −0.1step(t−5) appears in

(5.3.15). Furthermore, a differentiable band-limited noise affects the measurements of all the voltage

phase angles. These are simulated in Simulink choosing standard deviation equal to 3.00 (mrad).

The design constants for the observers in (5.3.26) for both the traditional and wind power sources

are chosen equal to k1 = 25.5, k2 = 72, k3 = 220, k4 = 330, exploiting the tuning rules in [71].

By setting ∆φ = 300, the design constants of the observers in (5.3.36) are α1 = 26, α2 = 330. The

proposed schemes in (5.3.26) and in (5.3.34) does not satisfy the rank conditions needed to use UIL

[107], and hence are compared with PI observers, originally proposed in [110].

Using standard pole-placement techniques, the vector L = 100, L ∈ R4, is chosen for conven-

tional and wind sources, whilstL = 100, L ∈ R2 is chosen for inverter sources and loads. According

to Figure 5.3.2, it is possible to demonstrate that the proposed SM scheme is able to faithfully es-

timate the unmeasured state variables, both when the grid is at steady-state and during the transient

caused by the loss of generation from the inverter. In addition, the proposed observer is revealed to

be totally insensitive to disturbances appearing in the matched channels of the systems (5.3.35). All

the PI observers display less accuracy. Moreover, small oscillations can be noted in the estimates

produced by the SM observers. These are due to the effect of the introduced measurement noise.

The following performance metric can be introduced for all the observers in the noise-free scen-

ario:

E =

∫ Tf=10
T1=1 ||e(τ)||dτ

Tf − T1
(5.3.37)

where the state estimation error vector e differs for each considered observer. The interval of integ-

ration starts at the time instant T1 = 1 seconds, when all the proposed observers have reached the

sliding motion, and it stops at the time instant Tf = 10 seconds, when the simulation ends. Table

5.3.1 demonstrates that the SM observers display smaller values of the proposed metric.

A sensitivity analysis is shown in Table 5.3.1 and in Figure 5.3.3, where the matrix A in (5.3.25)

and the constant a in (5.3.33) are affect by uncertainty of 30%. In accordance with Remark 5.12,

the observer (5.3.34) is totally insensitive to the model uncertainty, whilst the observer (5.3.26) is

affected by this uncertainty, without compromising its stability. However, the SM observers always

display a smaller value of the performance metric when compared to PI observers.

5.3.9 Conclusions

In this section, a comprehensive SM-based scheme has been developed for dynamic state estimation

in power systems comprising both traditional and renewable power sources. This section distin-

guished from the earlier works in the literature, in which SM state observer was separately developed

for traditional and renewable components in power grids. By means of higher order SM architecture

it has been possible to enforce a finite time convergence of the observer error dynamics, thus ensuring

better performances when compared to well-established linear observers.





Chapter 6

Sliding Mode-Based Fault
Reconstruction and Mitigation in
Structure-Preserving Power Systems

Abstract In this chapter, a distributed scheme based on an adaptive dual-layer super-twisting slid-

ing mode architecture is proposed to perform robust fault and attack isolation, reconstruction, and

mitigation in power systems. Simultaneous attacks and faults affecting generators and loads are con-

sidered. An adaptation law for the super-twisting observer gains is formulated. This is a key-novelty,

since it is no longer required to know a priori the value for the upper-bounds of the disturbances. Fur-

thermore, the adaptation scheme does not generate conservative overestimation of uncertainty. This

helps mitigating chattering and the amplification of noise. Furthermore, a class of communication

attacks amongst the observers is tackled.

6.1 Preliminaries, Assumptions and Facts

The nonlinear structure-preserving power system dynamical model (3.5.13) on page 42 is used a

starting point to design the adaptive observers. The adopted model is rewritten in order to include

possible faults in its dynamics as:

θ̇i = ∆ωi ∈ B
Mi∆ω̇i = −Di∆ωi + Pmi −

∑
j∈Ni γij sin (θi − θj) + fgi i ∈ G

0 = −Di∆ωi + Pli −
∑

j∈Ni γij sin (θi − θj) + fli i ∈ L
yi = θi i ∈ B

(6.1.1)

The reader is referred to Chapter 3 for the understanding of the state variables and model parameters

introduced in (6.1.1). Furthermore, note that fgi and fli are faults that can act on the i-th generator

or on the i-th load bus, respectively. It is assumed that:

Assumption 6.1. Signal fgi in (6.1.1) is a bounded disturbance. The bound for the disturbance is

assumed unknown but finite. The signal fli in (6.1.1) is also a bounded differentiable disturbance.

101
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The bounds for the disturbance itself and for its time derivative are assumed to be finite but unknown.

Assumption 6.2. Each bus instantaneously receives the measurements acquired from its neighbour-

hood.

6.2 Adaptive Observers Design

In this section, two adaptive dual-layer super-twisting sliding mode observers are created to estimate

simultaneous faults acting on generator and load buses.

6.2.1 Generator Adaptive Super-Twisting Observer

The following adaptive super-twisting-like sliding mode observer is proposed to estimate the fre-

quency deviation in each generator bus, exploiting ideas from [66] and from [36]1:

˙̂
θi = −αi(t) |eθi | 1/2sign (eθi)− aieθi + ∆ω̂i + Φi (Li, eθi)

∆ ˙̂ωi = 1
Mi

(
Pmi −Di∆ω̂i −

∑
j∈Ni γij sin (yi − yj)

)
− βi(t)sign (eθi)

−a2
i eθi + aiΦi (Li, eθi)− aiαi(t) |eθi |

1/2 sign (eθi)

 i ∈ G (6.2.1)

where θ̂i is the estimate of θi, ∆ω̂i is the estimate of ∆ωi, eθi , θ̂i − θi, ai , −Di/Mi, whilst

αi(t) and βi(t) are time-varying gains. The term Φi(·) is an auxiliary term driven by eθi and will be

described in detail in the rest of the present section.

Remark 6.1. In the first differential equation of (6.2.1), an additional term −aieθi is included when

compared to the adaptive ST approach in [36], whilst in the second differential equation of (6.2.1)

the original terms are −a2
i eθi + aiΦi (Li, eθi)− aiαi(t) |eθi |

1/2 sign (eθi). The motivation for these

choices will be explained in the rest of this section. In addition, in contrast to [66], the proposed

observer in (6.2.1) exploits measurements of the voltage phase angles yj from the neighbouring load

buses, gathered by PMUs.

The error dynamics for the observer (6.2.1) are:

ėθi = −αi(t) |eθi | 1/2sign (eθi)− aieθi + eωi + Φi (Li, eθi)

ėωi = aiΦi (Li, eθi)− aiαi(t) |eθi |
1/2 sign (eθi)

+aieωi − βi(t)sign (eθi)− a2
i eθi −

fgi
Mi

 i ∈ G (6.2.2)

where eωi = ∆ω̂i −∆ωi. Following [36], the time-varying gains are chosen

αi(t) =
√
Li(t)α0i (6.2.3)

βi(t) = Li(t)β0i , (6.2.4)

1The time dependence is explicitly written only for the two time-varying gain, respectively αi(t) and βi(t) for the sake
of readability.
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where α0i and β0i are positive constants. The time varying positive gain Li(t) is selected as

Li(t) = l0i + li(t), i ∈ G (6.2.5)

where l0i is a positive constant and li(t) satisfies the adaptation law

l̇i(t) = −ρi(t)sign (ϕi(t)) i ∈ G. (6.2.6)

The additional nonlinear term Φi(·) is selected as

Φi (Li(t), eθi(t)) = − L̇i(t)
Li(t)

eθi(t), i ∈ G. (6.2.7)

In (6.2.6), the time-varying scalar ρgi(t) is given by

ρi(t) = r0i + ri(t), i ∈ G (6.2.8)

where r0i is a positive design constant and ri(t) satisfies

ṙi(t) = γi |ϕi(t)| , i ∈ G (6.2.9)

where γi is a positive design constant. The signal ϕi(t) in (6.2.6) and (6.2.9) is defined as

ϕi(t) = Li(t)−
1

ηiβ0i

|vi(t)| , i ∈ G (6.2.10)

where the constant ηi is chosen such that 0 < ηi < 1/β0i < 1. Finally, signal vi(t) represents an

approximation of the equivalent injection associated with the discontinuous signal −βi(t)sign (eθi)

in (6.2.1), and it is generated from the low pass filter:

v̇i(t) =
1

τi
(−βi(t)sign (eθi)− vi(t)) , i ∈ G (6.2.11)

where τi is a small positive constant. The following proposition is now proven.

Proposition 6.1. Given the relations (6.2.3)-(6.2.11) and under Assumptions 6.1 and 6.2, the error

dynamics in (6.2.2) are driven to the origin in a finite time.

Proof. By defining the auxiliary error variable eωi = eωi − aieθi , the system in (6.2.2) can be

rewritten as

ėθi = −αi(t) |eθi | 1/2sign (eθi) + eωi + Φi (Li, eθi)

ėωi = aiΦi (Li, eθi)− aiαi(t) |eθi |
1/2 sign (eθi)

+aieωi − βi(t)sign (eθi)− a2
i eθi −

fgi
Mi

+aiαi(t) |eθi | 1/2sign (eθi)− aieωi + a2
i eθi − aiΦi (Li, eθi)

 i ∈ G (6.2.12)
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After straightforward algebraic manipulations, one gets

ėθi = −αi(t) |eθi | 1/2sign (eθi) + eωi + Φi (Li, eθi)

ėωi = −βi(t)sign (eθi)−
fgi
Mi

}
i ∈ G (6.2.13)

The system in equation (6.2.13) is in the standard form of the adaptive dual-layer ST algorithm in

[36], and it converges to the origin in a finite time if the relations (6.2.3)-(6.2.11) hold [36].

6.2.1.1 Fault Reconstruction Scheme

The sliding motion in system (6.2.13) is characterised by the conditions eθi = eωi = 0, which are sat-

isfied in a finite time. The average value vi of the discontinuous signal−βi(t)sign (eθi) compensates

for the signal −fgi/Mi and therefore during the sliding motion

vi =
fgi
Mi

, i ∈ G. (6.2.14)

Exploiting (6.2.14), an estimation f̂gi for the fault fgi is given by

f̂gi = Mivgi , i ∈ G. (6.2.15)

Remark 6.2. A low-pass filter [61] (governed by (6.2.11)) can be used to obtain the signal vi from

the discontinuous signal −βi(t)sign (eθi). The choice of bandwidth of the filter used to estimate the

equivalent injection is of paramount importance. In particular, the bandwidth must be set sufficiently

large so the key-frequency components of the disturbances are captured but not too large so that noise

becomes part of the injection signal.

6.2.1.2 Fault Detection Scheme

During the tuning process the signal vi can be examined to determine whether it represents a mean-

ingful disturbance based on existing statistics of the faults and an engineering understanding of the

dynamics and bandwidths of any uncertainty. A fault isolation procedure can be easily implemented

whenever the modulus of f̂gi passes an appropriate positive small threshold εgi . The threshold can

also be chosen relying on the statistical hypothesis testing technique [111]. It yields:|f̂gi | ≥ εgi i-th generator node is faulty

|f̂gi | < εgi no fault.
(6.2.16)

Remark 6.3. The proposed distributed estimator for a fault in one generator bus is totally insensitive

to other simultaneous faults in other (generator or load) buses. This can be understood by consider-

ing the dynamical coupling between the buses in the power network (6.1.1). This takes place at the

voltage phase angle level (see (6.1.1)), which are measured by neighbouring PMUs and communic-

ated as stated above.
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6.2.2 Load Adaptive Super-Twisting Observer

Next consider the following adaptive super-twisting sliding mode observer to estimate faults in each

load bus

˙̂
θi = −λi(t) |eθi | 1/2sign (eθi) + 1

Di

(
Pli −

∑
j∈Ni γij sin (yi − yj)

)
+ Φi (Li, eθi)

˙̂
ψi = −µi(t)sign (eθi)

 i ∈ L

(6.2.17)

where θ̂i represents the estimate of θ̂i, ψ̂i is an auxiliary state variable, eθi , θ̂i − θi, λi(t) and µi(t)

are time-varying gains, and the additional term Φi(·) is selected analogously to (6.2.7). The observer

in (6.2.17) receives both the measurements of the voltage phase angles yj of the neighbouring buses.

By defining the new variable

eψi , ψ̂i −
fli
Di
, i ∈ L (6.2.18)

the error dynamics for the adaptive super-twisting load observer are obtained by subtracting the load

dynamics in (6.1.1) (divided by Di) from (6.2.17):

ėθi = −λi(t) |eθi | 1/2sign (eθi) + eψi

ėψi = −µi(t)sign (eθi)−
ḟli
Di

}
i ∈ L (6.2.19)

Analogously to (6.2.13), under Assumption 6.1, the system in equation (6.2.19) is driven to the origin

in a finite time.

6.2.2.1 Fault Reconstruction Scheme

The sliding motion of the system in (6.2.19) is characterised by the conditions eθi = eψi = 0. Since

eψi is steered to zero in a finite time, exploiting its definition in (6.2.18), which holds for any time

instant, it is apparent that the condition

f̂li = Diψ̂i, i ∈ L (6.2.20)

holds in a finite time. From (6.2.20) it is apparent that an estimate f̂li of the load fault fli can be

obtained.

Remark 6.4. Note that, in contrast to Remark 6.2, the low-pass filter is not required to reconstruct

the load fault, since the signal ψ̂i is continuous.

6.2.2.2 Fault Detection Scheme

Analogously to (6.2.16), the following (practical) criteria for local load fault isolation can be adopted|f̂li | ≥ εli i-th load node is faulty

|f̂li | < εli no fault,
(6.2.21)

where εli is an appropriate positive small threshold.
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6.2.3 Communication Attacks Mitigation Reconstruction

In this section, a class of attacks is considered to potentially affect the proposed adaptive super-

twisting observers. Specifically, it is assumed that each observer receives corrupted measurements

gathered from the neighbouring buses and the effect of the fault is cancelled throughout an injection

of an attack signal. It will be shown that these kinds of attacks can be isolated and reconstructed by

introducing an additional decentralised adaptive super-twisting observer for each bus of the power

system.

6.2.3.1 Generator Observer Communication Attacks Reconstruction

Suppose that each adaptive super-twisting-like sliding mode (6.2.1) receives the corrupted meas-

urements gathered by the neighbouring buses and an attack cancelling the effect of the fault in its

matched channel. This means that the attack signal mgi , defined as

mgi ,
fgi +

∑
j∈Ni γij sin (yi − yj)

Mi
, i ∈ G, (6.2.22)

will be included in equation (6.2.1).

By using (6.2.22), the corrupted observer error dynamics (6.2.2) become

ėθi = −αi(t) |eθi | 1/2sign (eθi) + eωi + Φi (Li, eθi)

ėωi = −βi(t)sign (eθi) +

∑
j∈Ni

γij sin(yi−yj)
Mi

}
i ∈ G (6.2.23)

The effect of the bounded disturbance mgi appears in the matched channel of the system (6.2.23),

which converges to the origin in a finite time as proved in Section 6.2.1. Moreover, equation (6.2.14)

is modified as

vi = −
∑

j∈Ni γij sin (yi − yj)
Mi

, i ∈ G. (6.2.24)

From (6.2.24) one can conclude that the generator fault fgi is no longer reconstructed, since its effect

has been cancelled by (6.2.22). In order to solve this issue, an additional decentralised adaptive-

super-twisting-like sliding mode observer for each generator bus is introduced:

˙̃
θi = −α̃i(t) |ẽθi | 1/2sign (ẽθi)− aiẽθi + ∆ω̃i + Φ̃i

(
L̃i, ẽθi

)
∆ ˙̃ωi = 1

Mi

(
Pmi −Di∆ω̃i

)
− β̃i(t)sign (ẽθi)

−a2
i ẽθi + aiΦ̃i

(
L̃i, ẽθi

)
− aiα̃i(t) |ẽθi |

1/2 sign (ẽθi)

 i ∈ G (6.2.25)

where θ̃i denotes now an additional estimate of θi, ∆ω̃i denotes an additional estimate of ∆ωi, ẽθi ,

θ̃i − θi, while α̃i(t), β̃i(t), and Φ̃i(·) are selected as in Section 6.2.1. Following the developments in

Section 6.2.1, the error dynamics for the i-th decentralised observer are given by

ėθi = −α̃i(t) |ẽθi | 1/2sign (ẽθi) + ẽωi + Φi (Li, ẽθi)

˙̃eωi = −β̃i(t)sign (ẽθi)−
fgi
Mi

+

∑
j∈Ni

γij sin(θi−θj)
Mi

}
i ∈ G (6.2.26)

which converge to the origin in a finite time as previously shown. Now the average value ṽgi of the
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Distributed
Adaptive STO

Decentralized
Adaptive STO

Figure 6.2.1: A schematic of the distributed adaptive Super Twisting Observer (STO) in equations
(6.2.1), suitably coupled with the additional decentralized STO in (6.2.25), for the purpose of fault
reconstruction in presence of the communication attack mgi .

discontinuous signal −β̃i(t)sign (ẽθi) satisfies

ṽgi =
fgi −

∑
j∈Ni γij sin (θi − θj)

Mi
. (6.2.27)

By making use of both (6.2.24) and (6.2.27) and exploiting basic algebraic relations, an estimate f̂gi
for fgi an be obtained as follows.

f̂gi = Mi
2

(
ṽgi − vgi

)
. (6.2.28)

Figure 6.2.1 shows a schematic of the proposed solution to tackle communication attacks for the

generator observers.

6.2.3.2 Load Observer Communication Attacks Reconstruction

The same ideas applied in Section 6.2.3.1 will be now adopted to reconstruct communication attacks

at the level of each load observer. Since the procedure displays similarities to Section 6.2.1, only a

sketch will be provided. Suppose that each super-twisting-like sliding mode observer for the load in

the form of (6.2.17) receives the corrupted measurements gathered by the neighbouring (generator

and load) buses and the effect of the load fault is cancelled by an attack signal. This means that

Ωi ,
∑

j∈Ni γij sin
(
yi − yj

)
mli =

fli+Ωi
Dli

 i ∈ L (6.2.29)

The signal in (6.2.29) is added to (6.2.17) and to the definition of eψi in (6.2.18). The error dynamics

(6.2.19) take the form:

ėθi = −λi(t) |eθi | 1/2sign (eθi) + eψi

ėψi = −µi(t)sign (eθi) + Ω̇i
Di

}
i ∈ L (6.2.30)

and the expression for ψ̂i

ψ̂i = −Ωi

Di
, i ∈ L (6.2.31)
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holds in a finite time. Again it is not possible to isolate and reconstruct the load fault. However,

exploiting the same idea as in Section 6.2.3.1, a decentralised adaptive super-twisting sliding mode

observer is created for each load bus:

˙̃
θi = −λ̃i(t) |ẽθi | 1/2sign (ẽθi) +

Pli
Di

+ Φ̃i

(
L̃i, ẽθi

)
˙̃
ψi = −µ̃i(t)sign (ẽθi)

 i ∈ L (6.2.32)

where θ̃i represents additional estimate of θi, ψ̃i is an auxiliary state variable, ẽθi , θ̃i − θi, λ̃i(t),

µ̃i(t), and the Φ̃i(·) are selected analogously to Section 6.2.1. Then the error dynamics for the i-th

decentralised observer (6.2.32) are

ėθi = −λ̃i(t) |ẽθi | 1/2sign (ẽθi) + ẽψi
˙̃eψi = −µ̃i(t)sign (ẽθi) +

Ω̇i−ḟli
Di

}
i ∈ L (6.2.33)

Analogously to (6.2.31), one gets

ψ̃i =
fli − Ωi

Di
, i ∈ L (6.2.34)

By using both (6.2.31) and (6.2.34), it is possible to obtain an estimate for f̂li as

f̂li = Di
2

(
ψ̃i − ψ̂i

)
, i ∈ L. (6.2.35)

6.2.4 Fault Mitigation for Generator Buses

In this section, the proposed fault isolation and reconstruction will be applied to mitigate the effect

of the faults at the level of the generator buses. The key-assumption is that there exists a PI controller

which stabilises the i-th fault-free generator bus. The aim of the proposed approach is to mitigate

the impact of generator faults by making use of both the pre-existing PI controller and the estimate

of the generator fault. Specifically, consider that the generator input power Pmi (the control input) is

the output of a standard PI controller as follows:

Pmi = KPi∆ω̂i +KIi

∫ t

0
∆ω̂i(τ)dτ, i ∈ G (6.2.36)

where KPi and KIi are respectively the proportional and the integral gain, which have been tuned

(by following standard rules, for example as in [5]), to stabilise the i-th fault-free generator bus. The

control input in (6.2.36) is modified as follows:

Pmi = Pmi − f̂gi , i ∈ G (6.2.37)

in which the disturbance estimate f̂gi is added. It is assumed in the present approach that the ex-

pression for Pmi in (6.2.37) holds only after the attainment of the sliding motion in the system in

equations (6.2.13), which takes place in a finite time. The resulting controlled generator dynamics

are given by
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 = local measurement

 = local exchange
 of information

   = generator node

   = load node

 
 = transmission line

 = phasor measurement unit

 

 = adaptive super-twisting observer

 = fault 

 = fault isolation 
and reconstruction 

     = Proportional-Integral Controller 

 = communcation attack 

Figure 6.3.1: From the top: A schematic of a power system composed of two generator buses and
two load buses; The proposed adaptive distributed super-twisting sliding mode observers. A fault
mitigation schematic is represented for the 1-st generator bus.

Mi∆ω̇i = −Di∆ωi +KPi∆ω̂i +KIi

∫ t

0
∆ω̂i(τ)dτ − f̂gi −

∑
j∈Ni

γij sin (θi − θj) + fgi , i ∈ G

(6.2.38)

According to the developments in Section 6.2.1, it is apparent that the effect of the generator faults is

compensated, since f̂gi asymptotically tends to fgi . Therefore, in the presence of the fault mitigation

strategy in (6.2.37), the pre-existing PI controller gains can still be employed. As a result, ∆ωi

asymptotically tends to zero.

6.3 Simulation Results

In this section, simulation results are undertaken to demonstrate the effectiveness of the proposed

adaptive super-twisting sliding mode based scheme. The power system is composed of an intercon-

nection of two generator buses and two load buses, as depicted in Figure 6.3.1. Table 6.3.1 shows

the numerical values of both the model parameters and the initial conditions for the load and the

generator nodes. Note that Table 6.3.1 shows the initial values of the state variables and inputs at the

time instant t = 0 seconds. The parameters of the power transmission lines are: γ12 = 5.4 (p.u.),

γ23 = 5.00 (p.u.), γ34 = 4.50 (p.u.), γ14 = 5.20 (p.u.). The proportional and integral gains are
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Figure 6.3.2: Time evolution of: (a): the adaptive gains in each generator adaptive super-twisting
observer; (b): the adaptive gains in each load adaptive super-twisting observer; (c): the control
inputs; (d): the frequency deviations and their estimates; (e): the faults in the generator buses; (f):
and load buses together with their estimates.

Table 6.3.1: Numerical Representation of the Parameters of the Power Network Test Case (Base
Power of 1000 MVA)

Generator 1 Generator 2 Load 1 Load 2

θi(0) (rad) 0.076 0.137 0.056 0

∆ωi(0) (Hz) 0 0 0 0

Pmi(0) (p.u.) 0.5 1 - -

Pli(0) (p.u.) - - 0.5 1

Di (p.u.) 0.4 0.38 0.04 0.04

Mi (p.u.) 8.00 7.69 - -
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set equal to KPi = 3 and KIi = 1 in each generator bus. The design constants for all the adaptive

super-twisting sliding mode observers (see equations (6.2.3)-(6.2.11)), are set equal to: α0i = 6.6,

β0i = 5.5, l0i = 0.1 τi = 0.01 seconds, γi = 8, r0i = 0.1, and ηi = 0.15. The power system

together with the estimation scheme is implemented in a Matlab-Simulink R2018a environment, us-

ing the integration method Ode1 (Euler method) with a fixed integration step size equal to 1× 10−4

seconds.

The power system is at steady state for 0 < t < 5 seconds, which means that the power generation

is equal to the consumption amongst the buses (see Table 6.3.1). As shown in Figure 6.3.2-(c), at the

time instant t = 5 seconds, a fault acts on the 1-st load bus, whilst at the time instant t = 10 seconds,

a fault affects the 1-st generator bus. Note that these kinds of faults can be considered in practice as

unregulated generations and consumptions in power systems. The proposed distributed estimation

scheme displays the following features:

• As shown in Figure 6.3.2-(d), it is possible to dynamically track the evolution of the frequency

deviation of each generator node, both at steady state and during the transient due to the faults.

• The estimates of the faults and the frequency deviations are characterised by a fast transient

during the first seconds, which is due to the reaching of the sliding motion, (see Figure 6.3.2-(d)

again and Figure 6.3.2-(e)).

• The proposed scheme is able to accurately track both the generator fault and load fault, (Figure

6.3.2-(e) and -(f)).

• The input power at each generator node is regulated according to (6.2.37) in a decentralized

fashion, by using the local estimate of the frequency deviation and the local generator fault

reconstruction. From Figure 6.3.2-(c) it is possible to note that that the two generator input

powers increase, thus asymptotically bringing the frequency deviation back to zero in each

generator.

• The gains for all the observer are time-varying, and automatically increase and decrease to deal

with the magnitude of the disturbances, as shown in Figure 6.3.2-(a) and -(b).

6.4 Conclusions

In the chapter, an adaptive distributed estimation scheme has been formulated to isolate and re-

construct simultaneous faults and attacks affecting power systems. Relying on a local exchange of

information about the system, it has been possible to design a network of adaptive super-twisting

sliding mode observers connected in a distributed fashion. Moreover, it has been shown that tradi-

tional PI controller, which constitute the most common control architecture in practice, can still be

used suitably coupled with the proposed sliding mode-based fault compensation scheme.
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Chapter 7

Third Order Sliding Mode
Observer-Based Distributed Optimal
Load Frequency Control in Power
Systems

Abstract In this chapter, a third order sliding mode observer scheme is designed and suitably

coupled with an optimal load frequency control scheme in power systems. Each bus is modelled

via an equivalent generator including second-order turbine-governor dynamics (3.1.17)-(3.1.18) on

page 31. Assuming only the generator voltage phase angle and the turbine output power variations

are locally measured in each bus, two original third order sliding mode observers are designed. The

proposed observers are able to estimate the unmeasured state variables (which are the frequency de-

viation and the governor output power variation) in finite time. A distributed second order sliding

mode control strategy is also introduced, which makes use of the estimates coming from the observ-

ers and achieves both frequency regulation and minimisation of generation costs. The simulation

results demonstrate the validity of the proposed approach. The present chapter is mainly based on

the following publications:

• G. Rinaldi, M. Cucuzzella, and A. Ferrara, “Third order sliding mode observer-based approach

for distributed optimal load frequency control,” IEEE Control Systems Letters, vol. 1, no. 2,

pp. 215–220, 2017.

7.1 Preliminaries and Assumptions

Each bus of the power system is modelled as follows:

Ṗmi = − 1
Tti
Pmi + 1

Tti
Pgi

Ṗgi = − 1
RiTgi

∆ωi − 1
Tgi
Pgi + 1

Tgi
ui

y1i = Pmi

(7.1.1)

115
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θ̇i = ∆ωi,

Mi∆ω̇i = Pmi − Pdi −
∑

j∈Ni
ViVj
xij

sin (θi − θj)−Di∆ωi

y2i = θi

(7.1.2)

Note that (7.1.2) differs from (3.1.18) for the presence of the signal Pdi . This additional signal

accounts for uncertainties and disturbances appearing in the power flow exchanges. The convenient

vectorial compact form of (7.1.1)-(7.1.2) can be obtained as

θ̇ = ∆ω

∆ω̇ = M−1
(
Pm − Pd −D∆ω −BΓ sin

(
BT θ

))
y1 = θ (7.1.3)

Ṗm = −T−1
t Pm + T−1

t Pg

Ṗg = R−1T−1
g f − T−1

g Pg + T−1
g u

y2 = Pm

where θ ∈ R|B|, ∆ω ∈ R|B|, Pm ∈ R|B|, Pg ∈ R|B|, Γ = Diag(γ1, . . . , γ|E|), with γk = Vi Vj/xij ,

Pd ∈ R|B|, u ∈ R|B|, y1 ∈ R|B|, and y2 ∈ R|B|. Matrices Tt, Tg, Kp, D are suitable |B| × |B|
diagonal matrices, whilst B is the incident matrix, which is defined in (3.5.3) on page 40.

The two observation and control objectives can be summarised as:

Objective 7.1. Given the (local) dynamical model for the generator bus (7.1.1)-(7.1.2), estimate in

finite time both the frequency deviation ∆ωi and Pgi , ensuring robustness to matched disturbances

and unmodelled dynamics.

Objective 7.2. Design an observer-based distributed SM controller, which is able to both regulate

the frequency deviation and minimise the costs of the generation (ED problem).

The dynamics in (7.1.1) can be rewritten in a more compact form as:

Ṗmi = −biPmi + biPgi
Ṗgi = di∆ωi + ciPgi − ciui
y1i = Pmi

(7.1.4)

where the auxiliary model parameters are: bi , 1/Tti , ci , −1/Tgi , and di , −1/(RiTgi). Further-

more, the linear change of coordinates

[
P̃mi
P̃gi

]
=

E2i︷ ︸︸ ︷[
1 0

0 bi

][
Pmi
Pgi

]
. (7.1.5)



7.2. OBSERVERS DESIGN 117

is introduced for (7.1.4). In new coordinate system, equation (7.1.4) becomes

˙̃
Pmi = −biP̃mi + P̃gi

˙̃
P gi = ciP̃gi + bidi∆ωi − biciui
y1i = Pmi

(7.1.6)

Analogously, the system in (3.1.18) can be rewritten as

θ̇i = ∆ωi,

∆ω̇i =
Pmi
Mi

+ φi − ai∆ωi
y2i = θi

(7.1.7)

where ai = Di/Mi, and the auxiliary signal φi is

φi ,
−Pdi −

∑
j∈Ni

ViVj
xij

sin (θi − θj)
Mi

(7.1.8)

Assumption 7.1. It is assumed that:

(A1) Variables Pmi and θi are locally measured at the i-th generator bus.

(A2) The disturbance Pdi is unknown, and both the disturbance itself and its first time derivative

are bounded as follows

|Pdi | ≤ ∆Pdi
, |Ṗdi | ≤ ∆Ṗdi

, (7.1.9)

where ∆Pdi
and ∆Ṗdi

are positive constants that can be determined relying on data analysis

and engineering understanding.

(A3) The voltage magnitude Vi and Vj are unknown but bounded.

(A4) The model parameters Tgi , Tti , Di and Mi are assumed to be known at the i-th bus.

Remark 7.1. Note that, under Assumption 7.1, it follows that the auxiliary signal φi is bounded as

follows

|φi| ≤ ∆φi (7.1.10)

7.2 Observers Design

In this section, the procedure for the design of the observers to estimate the unmeasured state vari-

ables of each bus is presented. Specifically, two original third order sliding mode observers are

proposed for each bus, which are capable of estimating respectively the frequency deviation and the

governor output power variation. The introduced observation architecture reveals to be completely

decentralised, since no communication is introduced among observers belonging to different buses

[15].
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7.2.1 Observer for Frequency Deviation Estimation

Next consider the following original third order sliding mode observer

˙̂
θi = −k1i deθic

2/3 − aieθi + ∆ω̂i

∆ ˙̂ωi = −k2i deθic
1/3 +

Pmi
Mi
− aif̂i − a2

i eθi −k1i deθic
2/3 +ẑi

˙̂zi = −k3i deθic
0

(7.2.1)

where θ̂i is the estimate of θi, eθi , θ̂i − θi, ∆ω̂i is the estimate of ∆ωi, ẑi is an auxiliary variable,

and k1i , k2i , k3i are positive scalar design. Note that the observer in (7.2.1) differs from the one

proposed in [81] because of the presence of additional terms. These terms are highlighted in bold.

Furthermore, the compact representation deθic
p , |eθi |psign(eθi) is employed in (7.2.1), as clearly

indicated in the Notation section on page ix. By subtracting (7.1.7) from (7.2.1), the error dynamics

yield
ėθi = −k1i deθic

2/3 − aieθi + eωi
ėωi = −k2i deθic

1/3 + aieωi − a2
i eθi − k1i deθic

2/3 − ẑi + φi
˙̂zi = k3i deθic

0

(7.2.2)

where eωi , ∆ω̂i −∆ωi. The following proposition will now be proven:

Proposition 7.1. Given Assumption 7.1, Remark 7.1, the origin is a finite-time stable equilibrium

point for the error dynamics (7.2.2), if the design constants satisfies the following: k3i > ∆̃φi ,

k2gi
= 5.3k

2/3
3gi

, k1gi
= 3.34k

1/3
3gi

, where ∆̃φi is a known positive constant.

Proof. It is now possible to define two auxiliary error variables eωi , eωi−aieθi , and ezi , −ẑi+φi,
then rewrite (7.2.2) as

ėθi = −k1i deθic
2/3 + eωi

ėωi = −k2i deθic
1/3 + aieωi − a2

i eθi − k1i deθic
2/3 + ezi

−ai
(
−k1i deθic

2/3 − aieθi + eωi

)
ėzi = −k3i deθic

0 + φ̇i

(7.2.3)

After straightforward algebraic manipulations, one gets:

ėθi = −k1i deθic
2/3 + eωi

ėωi = −k2i deθic
1/3 + ezi

ėzi = −k3i deθic
0 + φ̇i

(7.2.4)

The system in (7.2.4) is in the canonical form of the third order SM observer error dynamics in

[81] or, analogously, of the second order SM differentiator error dynamics [54]. Following [82], a

Lyapunov function candidate in the form of

Vgi(eθi , eωi , ezi) = β1i|eθi |
5/3− β2ieθieωi + β3i|eωi |5/2− β4ieωi |ezi |3sign(ezi) + β5i|ezi |5 (7.2.5)

can be employed to prove that the origin is finite time stable for error dynamics in , where β1i, . . . , β5i

are arbitrary positive constants. The tuning rule for the gains relies on a recursive architecture. Let
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L̃i = ∆φi/∆̃i0, where L̃i and ∆̃i0 are known constants. Then, if [k1i , k2i , k3i ]
T are the triplet of

the gains suggested in [82] for the unperturbed case (i.e., for the case when φi = 0), using a scaled

parameters technique, the tuning rules

[k1i , k2i , k3i ]
T = Diag

(
L̃

1/3
i , L̃

2/3
i , L̃i

)
[[k1i , k2i , k3i ]

T (7.2.6)

are proposed [82]. The numerical representation of the tuning rules introduced in [73] can be shown

to be:
k3i > ∆φi

k2i = 5.3k
2/3
3i

k1i = 3.34k
1/3
3i

(7.2.7)

Note that the gain k3i is chosen first to compensate the effect of φ̇i. Furthermore, if the vector of the

initial conditions of (7.2.4) is e0gi
, Col(eθi(0), eωi(0), ezi(0)), then the dynamics converge to the

origin in a finite time Te0gi , which is upper-bounded according to:

Te0gi
≤
V

1/5
gi (e0gi

)

cgi
(7.2.8)

where cgi is a positive constant. Therefore, a sliding motion is characterized by the following condi-

tions

eθi = eωi = eωi = ezi = 0, (7.2.9)

which are enforced in finite time. It follows that it is possible to correctly estimate the frequency

deviation ∆ωi, since eωi = ωi − ω̂i = 0. This proves the proposition.

7.2.2 Observer for Governor Power Estimation

To locally estimate the governor output power Pgi of each bus, it is possible to exploit again a third

order sliding mode observer architecture. Since the design procedure is similar to Section 7.2.1, only

the key-differences will be underlined.

Next consider the following original third order SM observer:

˙̂
Pmi = −k4i

⌈
ePmi

⌋2/3
− (ci − bi)ePmi

+ P̂gi − biP̂mi
˙̂
Pgi = −k5i

⌈
ePmi

⌋1/3
+ ciP̂gi − c2i ePmi

−biciui − k4ici

⌈
ePmi

⌋2/3
+ bidi∆ω̂i + ŵi

˙̂wi = −k6i

⌈
ePmi

⌋0

(7.2.10)

where P̂mi is the estimate of P̃mi ,ePmi , P̂mi − P̃mi , P̂gi is the estimate of P̃gi , ŵi is an auxiliary

variable, and k4i , k5i , and k6i are positive design constants.

Remark 7.2. Note that also the observer (7.2.10) distinguishes from the ones in [81] for the presence

of additional terms highlighted in bold. There are useful to obtain a canonical form for the stability
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Turbine iGovernor i

Figure 7.2.1: The block diagram of the i-th generator bus together with the designed 3-rd order
sliding mode observers.

analysis of the error dynamics. In addition, (7.2.10) receives the estimate of the frequency coming

from (7.2.1). This gives rise to a local exchange of information between the observer (7.2.1) and

(7.2.10) , both of which belong to the same i-th bus.

By subtracting (7.1.6) from (7.2.10), the error dynamics yield

ėPmi = −k4i

⌈
ePmi

⌋2/3
+ ePgi − ciePmi

ėPgi = −k5i

⌈
ePmi

⌋1/3
+ ciePgi − c

2
i ePmi − k4ici

⌈
ePmi

⌋2/3
+ bidieωi + ŵi

˙̂wi = −k6i

⌈
ePmi

⌋0

(7.2.11)

If the auxiliary error variables ePgi , −ciePti + ePgi , and ewi , bidieωi + ŵi are introduced, one

gets

ėPmi = −k4i

⌈
ePmi

⌋2/3
+ ePgi

ėPgi = −k5i

⌈
ePmi

⌋1/3
+ ewi

ėwi = −k6i

⌈
ePmi

⌋0
+ bidiėωi

(7.2.12)

Also the system in 7.2.12 is in the standard form for the of the third order observer error dynamics,

which is finite-time stable according to the developments in Section 7.2.1.

Remark 7.3. Note that the matched disturbance bidiėωi appearing in (7.2.12) reveals to be bounded,

since the trajectories of (7.2.1) are bounded and they converge to the origin in finite time, as proven

in Section 7.2.1.

The schematic in Figure 7.2.1 shows the dynamical model of the i-th bus together with the pro-

posed third order SM observer. The local communication between the two observers for the i-th bus,

which has been highlighted in the developments of this section, is also graphically illustrated.
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7.3 Observer-Based SM Controller Design

In this section, the controller proposed in [35] is briefly recalled for the sake of completeness. Be-

fore introducing the control problem, consider the following optimisation problem, which is the ED

problem [40]:

min
Pm

C(Pm) = min
Pmi

∑
i∈B

Ci(Pmi) (7.3.1)

s.t.0 =
∑
i∈B

Pmi −
∑
i∈B

Pdi (7.3.2)

where C(Pm) represents the total costs of the power generation required to regulate the frequency.

The expression for C(Pm) adopted in the present chapter is:

C(Pm) =
1

2
P TmQPm +RTPm + 1TnS, (7.3.3)

where Q ∈ R|B|×|B|, Q � 0 is a positive definite diagonal matrix and R,S ∈ R|B|. In order to

both design a sliding manifold on which a useful passivity property of the turbine-governor can be

exploited, and to satisfy ED at steady state, an auxiliary variable is introduced ξ = Col(ξi), ξ ∈ R|B|,
which governed by the following dynamics:

Tξ ξ̇ = Pm − ξ − ΛLc(Qξ +R), (7.3.4)

where Λ ∈ R|B|×|B| is a positive definite diagonal matrix suitably selected, while Lc denote the

Laplacian matrix associated with the communication graph. Note that the induced communication is

required to achieve optimality. According to [35], the sliding function is selected as

σ̂ = M1∆ω̂ +M2Pm +M3P̂g +M4ξ, (7.3.5)

with M1 > 0,M2 ≥ 0,M3 > 0, M4 = −(M2 +M3), and Λ = (M2 +M3)−1M1Q in (7.3.4). Then,

in order to enforce a Second Order Sliding Mode (i.e., to nullify σ̂ and ˙̂σ to zero in a finite time), the

well-established Suboptimal SOSM control algorithm is used [80].

Remark 7.4. Note that the proposed distributed sliding mode controller acts on each bus only after the

finite time convergence to the origin of the error dynamics of the observers in (7.2.1) and in (7.2.10).

During this fast transient, the so-called primary load-frequency control (whose control signal is equal

to −∆ωi/Ri) guarantees that, given a constant power demand, the state variables of asymptotically

converge to an equilibrium point characterized by a frequency deviation generally different from zero

[37]. Furthermore, the adopted distributed sliding mode control architectures establishes a second

order sliding mode, i.e., σ̂ = ˙̂σ = 0 and only ¨̂σ is affected by the discontinuous control input [112].

As proven in [81], all the states in the sliding variable must have continuous first time derivative.

Then, by measuring θi and using a third order sliding mode observer, the discontinuity appears in the

time derivative of ẑi, so that ∆ ˙̂ωi is continuous. Analogously, by measuring Pmi , the discontinuity

appears in the time derivative of ŵi, so that ˙̂
Pgi is continuous. Otherwise, if a second order sliding

mode observer was used, both ∆ ˙̂ωi and ˙̂
Pgi would be discontinuous, which is in contrast to second
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Figure 7.4.1: Scheme of the considered power system composed of 4 generator buses.
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Figure 7.4.2: (Left): Time evolution of the frequency deviation in each bus together with an enlarged
view. (Right): Time evolution of the governor output power variation in each bus together with an
enlarged view.

order sliding modes [81].

The relevant contribution of this chapter is the design of dedicated third order SMO observer

to estimate the unmeasured state variables to reduce the number of the required sensor for the im-

plementation of the SM control scheme [35]. Therefore, the interested reader is referred to the

aforementioned paper for furthers details about the stability analysis of the controller.

7.4 Simulation Test Cases

In this section, the proposed observers-based distributed control approach is demonstrated in

simulation environment. The considered network is composed of four buses as illustrated in Figure

7.4.1. The numerical representations for the parameters of the power system and the disturbance

variations Pdi of each bus are shown in Table 7.4.1. The line parameters are γ1 = 5.4 (p.u.), γ2 = 5.0
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Figure 7.4.3: (Left): Time evolution of the sliding surface (Right): An enlarged view.

Table 7.4.1: Numerical Representation of the Parameters of the power network test case (base power
of 1000 MVA).

Bus 1 Bus 2 Bus 3 Bus 4

Tt 0.30 0.33 0.35 0.28

Tg 0.080 0.072 0.070 0.081

D 1.4 ×10−4 1.5×10−4 1.3×10−4 1.7×10−4

R 2.50 2.60 2.70 2.80

M 28×10−4 38×10−4 38×10−4 42×10−4

Pd 0.010 0.015 0.012 0.014

(p.u.), γ3 = 4.5 (p.u). and γ4 = 5.2 (p.u.). The gains of the observers are selected as follows:

k1i = k4i = 20; k2i = k5i = 67;k3i = k6i = 250, ∀i = 1, . . . , 4. The matrices in (7.3.5)

are chosen as M1 = 3I4, M2 = I4, M3 = 0.1I4 and M4 = −(M2 + M3), I4 ∈ R4×4, while

in the cost function (7.3.3) Q = Diag([2.41, 3.78,3.31, 2.75]), and R = S = 0. In simulation,

the system is initially at the steady state. At the instant t = 1 seconds, disturbances affect each

bus. The values for the disturbances are shown in the last column of Table 7.4.1. Figure 7.4.2 show

that the unmeasured state variables, i.e. ∆ωi and Pgi can be profitably tracked, ensuring also total

insensitivity to matched perturbation, which appears in (7.2.2) and (7.2.11). Figure 7.4.3 shows

that the estimated sliding variables are steered to the sliding manifold after a transient due to the

observers convergence. From Figure 7.4.2-(left) one can note a transient during which the frequency

drops because of the disturbances perturbing the power system. Then, in order to bring the frequency

deviation back to zero, the proposed controllers increase the power generation, as shown in Figure

7.4.2-(right).

7.5 Conclusions

In this chapter, two novel third order sliding mode observers have been designed to estimate the fre-

quency deviation and the governor output power variation in each generator bus of power systems.

The proposed observers revealed to be robust to a class of matched uncertainties and disturbances,

and are able to perform state estimation in finite time, generating also differentiable estimates. To

assess in simulation the performance of the proposed state estimation technique, the designed ob-
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servers have been coupled with a distributed second order sliding mode control strategy proposed by

some of the authors in [35] and [15]. Simulation evidence shows the effectiveness of the proposed

method.



Chapter 8

Sliding Mode Observer-Based Finite
Time Control for Economic Dispatch and
Frequency Regulation

Abstract In this chapter a novel observer-based SM control scheme is proposed to achieve both fre-

quency regulation and ED for structure-preserving power systems. A distributed heterogeneous SM

observer scheme is formulated to estimate in finite time the frequency deviation in generator buses

and the unknown power associated with all the buses. Then, a reference maker node is introduced,

which has the task to collect the estimates coming from the observers and generate the optimal value

for the marginal cost. A SM control scheme is introduced to drive the control input to its optimal

value in finite time.

8.1 Preliminaries, Assumptions and Facts

The structure-preserving dynamical model for the power system (3.5.12) on page 42 can be rewritten

to include unknown power injections and demand associated with each bus as follows:

θ̇i = ∆ωi i ∈ B
Mi∆ω̇i = −Di∆ωi + Pmi −

∑
j∈Ni γij sin (θi − θj) + pi i ∈ G

0 = −Di∆ωi + Pli −
∑

j∈Ni γij sin (θi − θj) + pi i ∈ L
yi = θi i ∈ B

(8.1.1)

Following (3.5.14) on page 43 vectorial compact form can be shown to be:

θ̇ = ∆ω

MG∆ω̇G = −DG∆ωG + Pm −∇GU(θ)

0 = −DL∆ωL −∇LU(θ)

y = θ

(8.1.2)

Assumption 8.1. The unknown power injection or demand vector p , Col(p1, . . . , p|B|) ∈ R|B| is

bounded, with a bounded first time derivative. Furthermore, it is assumed the bounds are known and

125
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Figure 8.1.1: A schematic of the proposed SM observer-based control approach.

the scalars Λp and Λṗ as such that:

||p|| ≤ Λp (8.1.3)

||ṗ|| ≤ Λṗ (8.1.4)

Assumption 8.2. Each bus instantaneously receives the measurements acquired from its neighbour-

hood.

The rest of the chapter will be devoted to the description of the proposed observer-based SM

control architecture, which is able to achieve two objectives:

Objective 8.1. Design SM observers capable of estimating in finite time the unknown power demand

associated with each bus of the power system and the frequency deviation in each generator bus.

Objective 8.2. Design SM control schemes capable of achieving both frequency regulation and eco-

nomic dispatch.

The problem will be addressed in a two steps approach way when compared to earlier works [35],

[38] [15], and [45].

Figure 8.1.1 shows a schematic of the proposed SM observer-based control scheme. The first step

involves the design of a distributed heterogeneous SM observer scheme. The network of observers is

composed of third order SM observers for the generator buses, and super-twisting SM observers for

the load buses. The estimation scheme is able to both estimate in finite time the frequency deviation
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in each generator bus, and the unknown power demand associated with each bus, both of which are

essential for controllers design.

The second step develops the synthesis of the controller. A so-called reference-maker node cre-

ates the optimal values for the generation cost, by using the unknown power demands, which are

estimate in finite time in the first step. A SM control scheme is employed to track in finite time the

reference value of the optimal marginal cost, thus achieving in finite time the economic dispatch, and

asymptotically steering to zero the frequency deviations.

8.2 Observers Design and Unknown Demand Reconstruction

In Chapter 7, the third order SM observer (7.2.1) was proposed for optimal load frequency control in

power networks. In this chapter, the aforementioned observer scheme is further developed with both

the aim of estimating in finite time the frequency deviation, and the unknown power pi associated

with each generator. The use of third order SM observer to estimate in finite time unknown inputs in

power system context is novel and it has never been proposed before.

8.2.1 Third Order SM Observer for Generator Buses

Given the generator dynamics in (8.1.1) and under Assumption 8.1, it is possible to adopt the observer

in (7.2.1) to estimate in a finite time ∆ωi, ∀i ∈ G. The observer structure in (7.2.1) is here recalled

for the sake of clarity:

˙̂
θi = −k1i deθic

2/3 − aieθi + ∆ω̂i

∆ ˙̂ωi = −k2i deθic
1/3 +

Pmi
Mi
− aif̂i − a2

i eθi − k1i deθic
2/3 + ẑi

˙̂zi = −k3i deθic
0

−
∑
i∈Ni

γij sin (yi − yj)

∀i ∈ G
(8.2.1)

Furthermore, the error dynamics associated with the observer can be shown to be

ėθi = −k1i deθic
2/3 + eωi

ėωi = −k2i deθic
1/3 + ezi

ėzi = −k3i deθic
0 − ṗi

 ∀i ∈ G (8.2.2)

The reader is referred to Chapter 7 for the physical interpretation of the introduced variables, model

parameters a and the undertaken stability analysis of (8.2.2). Note that in (8.2.2) the auxiliary error

variable is defined

ezi , ẑi −
pi
Mi

, ∀i ∈ G (8.2.3)

During the sliding motion of (8.2.2), the condition

eθi = eωi = eωi = ezi = 0, ∀i ∈ G (8.2.4)

are enforced in finite time. Two objectives are achieved once the sliding motion (8.2.4) occurs: i) it

is possible to correctly estimate the frequency deviation ∆ωi, since eωi = ∆ωi −∆ω̂i = 0, ii) since
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ezi = 0, according to (8.2.3), it results that condition

p̂i = Miẑi, ∀i ∈ G (8.2.5)

is satisfied in finite time, which allows to estimate pi in finite time.

8.2.2 Super-Twisting SM Observers for Load Buses

Inspired by [66], the following proposition holds for each load bus i ∈ L.

Proposition 8.1. Given the load algebraic relation in (8.1.1), and under Assumptions 8.1 and 8.2, the

following super-twisting SM observer is able to estimate in finite time the unknown power demand

pi:
˙̂
θi = k1li

|eθi |1/2sign(eθi)− 1
Di

∑
j∈Ni γij sin (yi − yj) + ψ̂i

˙̂
ψi = k2li

sign(eθi)

}
∀i ∈ L (8.2.6)

where ψ̂i is an auxiliary variable, eθi , θi − θ̂i, and k1li
, k2li

are positive design constants. An

estimate p̂i of the unknown power pi can be obtained by using the following relation:

p̂i = Diψ̂i, ∀i ∈ L (8.2.7)

Proof. The error dynamics for each load bus are computed by subtracting (8.2.6) from (8.1.1), and

they are given by:

ėθi = −k1li
|eθi |1/2sign(eθi) + pi

Di
− ψ̂i

˙̂
ψi = k2li

sign(eθi)

}
∀i ∈ L (8.2.8)

It is possible to introduce an auxiliary error variable

eψi , −ψ̂i +
pi
Di
, ∀i ∈ L (8.2.9)

thus obtaining the following error dynamics

ėθi = −k1li
|eθi |1/2sign(eθi) + eψi

ėψi = −k2li
sign(eθi) + ṗi

Di
.

}
∀i ∈ L (8.2.10)

The system in equation (8.2.10) is in the canonical form of a super-twisting SM architecture. There-

fore, by tuning the design constants following the rules in [76], the system in (3.5.14) is driven to the

origin in a finite time Te0li
. It follows that

eθi = eψi = 0, ∀i ∈ L. (8.2.11)

Remark 8.1. The proposed third order SM observer scheme in (8.2.1) and the super-twisting observer

in (8.2.6) exhibit a distributed structure since they use local voltage phase angles (yi) and phase angle
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measurements gathered by the neighbouring buses (yj , j ∈ Ni).

Remark 8.2. Fault reconstruction schemes based on sliding mode approaches often require the use

of low-pass filters to eliminate the high frequency components and obtain a fault estimation charac-

terised by a good quality [113]. However, such a low-pass filter mechanism is not mandatory for the

reconstruction of unknown powers in the present context. This is due to the fact that the signal ẑi
in (8.2.5) and ψ̂i in (8.2.7) are continuous, because the order of the observers has been increased by

one with respect to the order of the system under observation. Specifically, a third order SM observer

(8.2.1) has been employed for the second order generator dynamics (8.1.1), and a second order (su-

per twisting) SM observer (8.2.6) for the first order load dynamics (8.1.1). Furthermore, the robust

accurate estimation of pi is achieved in finite time and not asymptotically, as typically happens when

a low-pass filter is employed (see, e.g., [114], [67], and [36]).

Assumption 8.3. There exists a reference-maker which collects all the estimates of unknown power

pi for generators and loads generated by the observers. Therefore, the following column vector can

be introduced

p̂ , Col
(
p̂1, . . . , p̂|B|

)
, (8.2.12)

where p̂ ∈ R|B|.

8.3 Controllers Design

The distributed observers, proposed in (8.2.1) and (8.2.6), estimate the unknown power demands,

both at generators and load, in finite time. Making use of this estimate, the objective of the controller

scheme proposed here is to drive the deviation in frequency asymptotically to zero, while the cost of

generators operation is minimised.

Remark 8.3. The proposed control acts on the power grid only after the observers error dynamics

(8.2.2) and (8.2.10) convergence to the origin, which takes place in finite time Te0 . Hence, since Te0 ,

it follows:

θ̂ = θ (8.3.1)

∆ω̂ = ∆ω (8.3.2)

p̂ = p (8.3.3)

where the estimate vectors θ̂ , Col(θ̂1, . . . , θ̂|B|) ∈ R|B|, and ∆ω̂ , Col(∆ω̂1, . . . ,∆ω̂|B|) ∈
R|B|. Until Te0 , only the primary frequency control scheme [4] acts on the power grid. This is

characterised by the term −D∆ω , Col(−DG∆ωG ,−DL∆ωL) ∈ R|B| in (8.1.2). This primary

control architecture ensures that, for a given constant power demand p in each bus, all the frequencies

∆ωi of the generator buses asymptotically reach the same constant value ∆ω, which is a synchronised

frequency deviation, generally different from zero [5], [37].
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8.3.1 Economic Dispatch Problem Formulation

The purpose of the Economic Dispatch (ED) problem is to determine the control input Pmi of the

generator buses in power systems such that the generator cost is minimised whilst satisfying that the

total generation matches the total demand. The ED optimisation problem is formulated as follows

[35], [40], [4]:

ED


minPm,θ C(Pm) , 1

2P
T
mQPm =

∑
i∈G

1
2QiP

2
mi

subject to

0 = 1T (Pm −∇GU(θ))− 1T∇GU(θ)

|θi − θj | ≤ αij <
π
2 , ∀ i ∈ B, j ∈ Ni

(8.3.4)

where C(Pm) is a quadratic cost function, Q = Diag(Q1, . . . , Q|G|), Q � 0, Q ∈ R|G|×|G| is a

known positive definite diagonal matrix, the control vector Pm ∈ R|G| = Col(Pmi) has to be de-

signed, and αij is a positive constant. The single contributions 1
2QiP

2
mi represents the i-th generator

cost.

Assumption 8.4. Any optimal solution for the ED problem (8.3.4) has the property that the inequality

constraint

|θi − θj | < αij <
π

2
, ∀ i ∈ B, j ∈ Ni (8.3.5)

is strictly satisfied.

Assumption 8.4 is standard in power system analysis [40], [4]). Under Assumption 8.4, the ED

problem (8.3.4) can be simplified to a convex quadratic optimisation problem subjected to a linear

equality constraint, commonly recognised as Reduced Order Economic Dispatch (RED) [40] [86]:

RED


minu C(u) , 1

2P
T
mQPm =

∑
i∈G

1
2QiP

2
mi

subject to

0 = 1T p̂+ 1TPm

(8.3.6)

Note that the linear constraint in (8.3.6) represents the lossless property of the power network, in

which the total power generation matches the total power consumption [5]. The following Lemma

holds

Lemma 8.1. The optimal solution P ?m of the RED (8.3.6) is characterised by the identical marginal

costs as follows [35]:

QiP
?
mi = QjP

?
mj , ∀i, j ∈ G (8.3.7)

Furthermore, any strictly feasible solution of the ED (8.3.4) is optimal solution of the RED (8.3.6)

[40]. The vector ξ? ∈ R|G| with all equal entries corresponding to the (optimal) identical marginal

cost in (8.3.7), which is given by the relation [86]:

ξ? =
1 1T p̂

1TQ−11
(8.3.8)

In the present paper it is assumed that the optimal value for ξ? in (8.3.8) is computed by the

same reference maker node in Assumption 8.3. It follows that the reference maker is governed by
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the algebraic equation (8.3.8). The optimal control input will be given by [40], [38]:

u? = Q−1ξ? (8.3.9)

The underlying idea is to use a SM control architecture which is able to reach the condition (8.3.9)

in finite time, by using of both the information coming from the distributed observer scheme and

the reference value coming from the reference maker node. It is proven that the frequency deviation

asymptotically tends to zero in each generator bus, thus achieving both frequency regulation and

RED optimization problem.

Let the vector of deviation in marginal cost be ∆ξ , ξ−ξ?, where ξ is the vector of marginal cost.

A variant of dynamic control structure, originally proposed in [38], is proposed in the present chapter

to reduce the vector of deviation in marginal cost to zero in finite time, and as a consequence the

optimal control input in (8.3.9) is attained in finite time. Compared with existing approaches in [38],

[35], [45], the originality of the proposed architecture is represented by the finite time convergence

to the optimal control yielding optimal RED.

Proposition 8.2. Suppose Assumption 8.4 and Lemma 8.1 hold, then, for (8.1.2), the dynamic control

scheme

∆ξ̇ = −W∆ξ + Ων −Q−1∆ω̂G (8.3.10)

Pm = Q−1ξ (8.3.11)

where ξ ∈ R|G| is the vector of marginal costs, W = Diag(W1, . . . ,W|G|) ∈ R|G|×|G|, ∆ω̂G ,

Col(∆ω̂1, . . . ,∆ω̂|G|), and Ω , Diag(Ω1, . . . ,Ω|G|) ∈ R|G|×|G| are positive definite design diag-

onal matrices, and the discontinuous injection term ν = Col(sign(∆ξ1), . . . , sign(∆ξ|G|)), ν ∈ R|G|

has to be designed, ensures that:

I) ∆ξ → 0 and the RED (8.3.6) are satisfied in a finite time if each scalar component Ωi of the

matrix Ω satisfies

Ωi > Q−1
i Λω (8.3.12)

Λω is a positive constant.

II) The frequency regulation is achieved in asymptotic sense.

I) Note that the dynamics in (8.3.10) are completely decentralised, and consequently each com-

ponent ∆ξi does not depend on the other ones ∆ξj , j 6= i. Therefore, it is possible to consider

separately each scalar component

∆ξ̇i = −Wi∆ξi − Ωisign (∆ξi)−Q−1
i ∆ω̂i (8.3.13)

Note that in equation (8.3.13) the key-novelty is represented by the nonlinear term Ωisign (∆ξi),

which was not present in the earlier works [45], [46], [38], [86], where a similar structure for the

dynamics in (8.3.13) was proposed. Consider a Lyapunov function

Vci =
1

2
∆ξ2

i (8.3.14)
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Differentiating Vci along the trajectory of the dynamics in (8.3.13) yields:

V̇ci = −Wi |∆ξi|2 − Ωi |∆ξi| −∆ξiQ
−1
i ∆ω̂i (8.3.15)

≤ −Ωi |∆ξi|+Q−1
i |∆ω̂i| |∆ξi| (8.3.16)

In order to guarantee negative definiteness of (8.3.16), one has to verify the following inequality

Ωi > Q−1
i |∆ω̂i| (8.3.17)

or, in a more conservative way, it yields

Ωi > Q−1
i Λω (8.3.18)

It follows that V̇ci ≤ −ηi |∆ξi| for some positive constant ηi. which implies ∆ξi = 0 in finite time.

Therefore, each component

Pmi = Q−1
i ξi (8.3.19)

of the vector Pm reaches in finite time the optimal value P ?mi , which proves I).

II) Note that the steady-state solution of (8.1.2) satisfying

θ = θ?

∆ω? = 0

P ?m = ∇UG(θ?)

(8.3.20)

constitutes an optimality condition of equilibrium, as proven in [40]. The aim of the present proof is

to show that the trajectories of the closed-loop system asymptotically converge to (8.3.20), by means

of a Lyapunov function technique. According to [40] and [45], the closed-loop dynamics can be

expanded around steady state:

˙̂
θ = ∆ω̂ (8.3.21)

MG∆ ˙̂ωG = −DG∆ω̂G +Q−1∆ξ −
(
∇GU(θ̂)−∇GU(θ?)

)
0 = −DL∆ω̂L −

(
∇LU(θ̂)−∇LU(θ?)

)
(8.3.22)

∆ξ̇ = −W∆ξ̇ + Ων −Q−1∆ω̂G (8.3.23)

Consider the following incremental Lyapunov function:

V (θ̂,∆ω̂G ,∆ξ) =
1

2
∆ω̂TGMG∆ω̂G + U(θ̂)− U(θ?)−∇U(θ?)T

(
θ̂ − θ?

)
+

1

2
∆ξT∆ξ.

Under Assumption 8.4, V (·) is strictly convex, which ensures that it is locally positive definite ex-

cluding the equilibrium point (8.3.20) [86]. The time derivative of V along the trajectories of the
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closed-loop system in (8.3.21)-(8.3.23) yields:

V̇ = −∆ω̂TGDG∆ω̂G + ∆ω̂TGQ
−1∆ξ −∆ω̂TG∇GU(θ̂) + ∆ω̂TG∇GU(θ?)

+∆ω̂T∇U(θ̂)−∇U(θ?)T∆ω̂ −∆ξTW∆ξ + ∆ξTΩν −∆ξTQ−1∆ω̂G (8.3.24)

From the developments in part I) of Proposition 8.2, the inequality

−∆ξTW∆ξ + ∆ξTΩν < 0, (8.3.25)

is satisfied. Given (8.3.25), after straightforward algebraic manipulations, the inequality

V̇ ≤ −∆ω̂TGDG∆ω̂G −∆ω̂TG∇GU(θ̂) + ∆ω̂T∇U(θ̂) + ∆ω̂TG∇GU(θ?)−∇U(θ?)T∆ω̂ (8.3.26)

can be obtained. By exploiting the structure of the right-hand side of (8.3.26), and the substitutions

∆ω̂TL∇LU(θ̂) = −∆ω̂TG∇GU(θ̂) + ∆ω̂T∇U(θ̂) (8.3.27)

−∆ω̂TL∇LU(θ?) = ∆ω̂TG∇GU(θ?)−∇U(θ?)T∆ω̂ (8.3.28)

are used, thus obtaining

V̇ ≤ −∆ω̂TGDG∆ω̂G + ∆ω̂TL

(
∇LU(θ̂)−∇LU(θ?)

)
(8.3.29)

Moreover, given (8.3.22), the vector ω̂TL can be shown to be equal to:

∆ω̂TL =
(
∇LU(θ?)−∇LU(θ̂)

)
D−1
L (8.3.30)

Note that in (8.3.30) the invertibility property of DL, which is ensured by construction, is used.

Substituting for ∆ω̂TL in (8.3.29), one obtains

V̇ ≤ −∆ω̂TGDG∆ω̂G −
(
∇LU(θ̂)−∇LU(θ?)

)T
D−1
L

(
∇LU(θ̂)−∇LU(θ?)

)
It follows that

V̇ < 0. (8.3.31)

Therefore, the Lyapunov function is strictly decreasing excluding the equilibrium point (8.3.20). It

follows that the closed-loop system trajectories asymptotically converges to (8.3.20), which prove

the proposition.

8.4 Simulation Case Study

In this section the performance of the proposed scheme for frequency regulation and ED are evaluated

by using the IEEE 39 bus benchmark [96]. This power system, which has been used in other relevant

works for assessment purposes (for example in [40], [46], and [45]), and also in Chapter 5 of the

present thesis, is composed of an interconnection of 10 generator buses and 29 load buses, as shown
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Figure 8.4.1: A schematic of the IEEE 39 bus benchmark. The power demand alterations take place
at the 4-th, 12-th, and 20-th load bus.
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Figure 8.4.2: (a): The estimates p̂i of the unknown power demands; (b): The frequency estimation
error eωi ; (c): The marginal cost error during the time interval [1, 1.025]; (d): The optimal marginal
cost reference during the time interval [1, 1.025] seconds.
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Figure 8.4.3: A comparison of the proposed observer-based control scheme, with the existing ones
in the literature. From the top, the following key-indicators are considered: frequency deviations,
control inputs, sum of control inputs, marginal costs, cost function.
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in the schematic in Figure 8.4.1. The numerical data for this benchmark is reported in [96]. As in

[40], [46], and [45], the droop control coefficients are set equal to Di = 1 (p.u.) ∀i = 1, . . . , 39,

and during the simulation, for time t ≥ 1 seconds, the power demand increases by 33 (MW ) at the

4-th, 10-th and 20-th bus.

The generator observer design parameters are k1gi
= 21, k2gi

= 214, k3gi
= 250, ∀i = 1, . . . 10,

whilst the load observer gains are k1li
= 15, k2li

= 110, ∀i = 1, . . . , 29. ED design parameters

are: Q = Diag([0.4, 0.0, 0.45, 0.55, 0.7, 0.48, 0.74, 0.53, 0.67, 0.54]), and W = 20I(10×10). The

power network benchmark, together with the proposed observer-based control scheme is implemen-

ted in a Matlab-Simulink R2018a environment. The fixed integration step size Ode1 (Euler method)

was employed, with an integration step size equal to 50 microseconds. In order to demonstrate the

superiority of the proposed scheme with respect to other existing and well-established techniques, a

comparison based on this case study is undertaken:

• SM-OBS RED denotes the proposed SM observer-based control scheme for frequency regula-

tion and the ED problem;

• PI-RED denotes the distributed Proportional Integral (PI) control scheme for the frequency

regulation and Reduced Order Economic Dispatch (RED) problem as formulated in [40];

• PI-Decentralised denotes a conventional decentralised PI control scheme for frequency regu-

lation.

Figure 8.4.2 shows that the proposed scheme has the ability to estimate in finite time the unknown

power demand variation p̂i, which is equal to 33 MW at the 4-th, 10-th and 20-th bus. The negative

sign means that the power is associated with an increase of consumption at those buses. Moreover,

the frequency estimation errors are steered to zero in finite time. In addition, the marginal cost errors

are driven to zero in finite time, thus tracking the marginal cost reference.

Figure 8.4.3 shows an extensive comparison between the proposed scheme and the two well-

established control architecture described earlier. From the analysis of this figure, the following

comments can be made:

• The frequency is asymptotically steered to zero by all the three control architectures.

• The control inputs counterbalance the growth of power demand. The proposed scheme is

characterized by faster controller dynamics, which are able to reach the optimal value in finite

time. This results in a perfect counterbalance of 100 MW.

• The marginal costs (which have to be all equal to each other) reach the optimal value in finite

time (few seconds) by using the proposed SM-OBS RED, whilst the optimality is asymptotic-

ally achieved via PI-RED scheme. In contrast, the decentralised PI architecture is not able to

reach the ED requirement.

• The time evolution of the total cost function C(u) in (8.3.4) confirms that the SM-OBS RED

achieves in finite time the optimal total generation cost.
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From the key-points above, one can conclude that the proposed scheme displays better performance

when compared to standard methods. Moreover, by using the observer-estimation techniques it is

possible to considerably reduce the number of the sensors required for the implementation of the

control scheme.

8.5 Conclusions

In this chapter a novel SM observer-based scheme has been formulated to achieve frequency regula-

tion and ED in structure-preserving power grids composed of an interconnection of generators and

load buses. A network of heterogeneous SM observers, connected in a distributed way, has been pro-

posed to estimate the unmeasured frequency deviation in generator buses, and to track the unknown

power demand in all the buses in finite time. A SM control architecture was proposed to achieve

in finite time the optimal marginal cost for the generator buses. The numerical simulation test case,

implemented on the widely used IEEE 39 bus benchmark, has revealed that the proposed scheme

displays better performances when compared with existing methods.
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Chapter 9

Automatic Identification of the Relative
Degree of Nonlinear Systems:
Application to Sliding Mode Control
Design and Experimental Assessment

Abstract In this chapter, a novel approach to identify the relative degree of nonlinear uncertain

single-input single-output systems is presented. The proposed approach can be profitably used to

design sliding mode controllers even for systems with unknown relative degree. The system is as-

sumed to have an unknown dynamics, and the output is measured in a discrete-time fashion. Provided

that a prescribed input signal is applied, it is proven that a set of inequalities holds only for the r-th

time derivative of the output, where r denotes the relative degree. A practical algorithm for the rel-

ative degree identification is also formulated. Furthermore, a self-configuring sliding mode control

architecture is proposed, which automatically selects the controller given the relative degree. The

effectiveness of the scheme is demonstrated via a practical set-up composed of a lab-scale overhead

crane mechanically coupled with a 12 Volts DC motor. The aim is to identify the relative degree of

the position of the crane (the output), with respect to the DC motor armature voltage (the control

input). The experimental results reveal high accuracy of the proposed strategy for the identification

of the relative degree.

9.1 Introduction

The main contribution of the present chapter is the design and the experimental-based assessment

of a method to automatically identify the relative degree of uncertain nonlinear systems affine in the

input signal. The method is particularly useful in sliding mode control design, since in that case the

relative degree of the input-output mapping between the control input and the sliding variable has to

be perfectly known to be able to select the correct “order” of the sliding mode controller [112]. For

this reason, in the chapter, the exploitation of the proposed method in a sliding mode control design

context is also addressed as a case study. More precisely, a self-configuring sliding mode control

141



142 CHAPTER 9. RELATIVE DEGREE IDENTIFICATION

scheme is proposed, which automatically selects the order of the sliding mode controller by using the

proposed relative degree identification approach run-time. In the proposed method the identification

of the relative degree is performed via a recursive algorithm which is based on analytical criteria.

The test input signal is a triangular wave with prescribed maximum value and slope. This particular

input signal is able to excite the system in such a way that the relative degree can be automatically

identified. Note that the proposed scheme cannot be considered a discrete-time implementation of

the practical relative degree concept developed in [59]. In that interesting work a step-input signal

was selected to excite the system, and a fixed order Levant’s differentiator was used to produce the

derivatives of the system output which need to be analysed in order to detect the discontinuity which

allow one to conclude about the relative degree. The benefit of Levant’s method is the use of a single

differentiation, while the limit is that, if the true relative degree of the system exceeds the selected

Levant’s differentiator fixed order, the identification cannot be done. The difference of the present

proposal is the flexibility given by the fact that it is not required to a priori make a decision about

the fixed order of the differentiator to use. Through the recursive strategy proposed in the present

chapter, any relative degree can be automatically identified since the method, by itself, is capable of

selecting the order of the Levant’s differentiator which is suitable to perform the identification of the

relative degree in any different usage.

9.2 System Descriptions, Assumptions and Facts

Next consider an uncertain nonlinear SISO system in the form of

ẋ = a (x) + b (x)u

y = σ (x) ,
(9.2.1)

where the control input u ∈ R, x ∈ Rn (the knowledge of the dimension of the state variable vectors

it is not required in the present framework), whilst a(·), and b(·) are unknown smooth functions.

Definition 9.1 (Relative Degree). Given the dynamical system in (9.2.1), if the input signal u expli-

citly appears for the first time on the r-th time derivative of the output σ(x), then the positive integer

number r ∈ N is called the relative degree of the output σ(x), with respect to the input u. This

implies
LbL

(i)
a σ(x) = 0 ∀i = 1, . . . , r − 2

LbL
(r−2)
a σ(x) 6= 0

(9.2.2)

Given the system of equation (9.2.2), it can be checked that the relation [47]:

σ(r)(x) = h(x) + g(x)u. (9.2.3)

Definition 9.1 is valid only if the following assumption is imposed:

Assumption 9.1. Suppose there exists a domain X ⊆ Rn,. For any x ∈ X, the smooth uncertain
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functions h(x), g(x) in (9.2.3) are bounded [54]. Specifically, the following inequalities hold

−Ch ≤ h(x) ≤ Ch, ∀x ∈ X (9.2.4)

Km ≤ g(x) ≤ KM , ∀x ∈ X (9.2.5)

where the positive constants Ch,Km,KM are assumed to be known. Furthermore, the relative de-

gree r of the system (9.2.1) is unknown but constant and finite. Therefore, it is upper-bounded as

follows

r ≤ R, (9.2.6)

where R ∈ N is a known positive integer.

Remark 9.1. Note that (9.2.5) implies that the function g(·) is non-zero uniformly on the domain X.

This is standard in sliding mode control theory (see, e.g., [115] [53] [58]), and it is also satisfied in

practice, since the operation region of any controlled plant is bounded [115].

Given (9.2.3) and (9.2.4)-(9.2.5), the differential inclusion

σ(r)(x) ∈ [−Ch, Ch] + [Km,KM ]u (9.2.7)

can be introduced. Let the output σ be measured in a discrete-time fashion by employing a constant

sampling time τ . The time derivatives of the output are not measured, then they must be estimated via

discrete-time sliding mode-based differentiation formulated in [116]. The discrete-time architecture

for the output measurement is also in accordance with practical implementations, as it will be clarified

in Section. It is also assumed that the (unknown) output derivatives σ(i) are bounded as 1

∣∣∣σ(i)
∣∣∣ < Di, ∀i = 1, . . . r. (9.2.8)

where the positive constants Di are assumed to be known from an engineering understanding of the

system. Following [116], there exists a positive constant µ such that∣∣∣σ(0) − σ̂(0)
∣∣∣ ≤ µτ r+1 (9.2.9)

where σ̂(0) represents an estimate of σ(0). In addition, the following parameters will be considered:

δi = max
{
τ r−i+1, τDi+1

}
∀i = 1, . . . , r. (9.2.10)

δ = max {δi} , (9.2.11)

The inequality ∣∣∣σ(i) − σ̂(i)
∣∣∣ ≤ µδ, ∀i = 1, . . . , r. (9.2.12)

1The explicit dependence of the signals on the state vector x is omitted from this point of the chapter onwards for the
sake of readability.
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is satisfied. By making use of (9.2.12), one gets:

σ(r) − σ̂(r) ∈ [−µδ, µδ]. (9.2.13)

It follows that (9.2.7) can be rewritten in the more conservative way:

σ̂(r)(tk) ∈ [−Ch − µδ,Ch + µδ] + [Km,KM ]u(tk). (9.2.14)

where tk is a specific time instant. Define

C , Ch + µδ, (9.2.15)

then, from (9.2.15) it yields:

σ̂(r)(tk) ∈ [−C,C] + [Km,KM ]u(tk). (9.2.16)

9.3 Relative Degree Identification Scheme Design

In this section, the proposed relative degree identification scheme is developed. More precisely, for

a given test input signal defined in a discrete-time domain, only the discrete-time forward difference

of the r-th time derivative of the output σ satisfies a set of inequalities. Suppose that the uncertain

SISO system (9.2.1) is excited by the following test input signal, which can be easily implemented

on a computer-based scheme:

u(tk) =



0 if tk ≤ t? − tc
u(tk−1) + τ∆u if t? − tc < tk ≤ t?

u(tk−1)− τ∆u if t? < tk ≤ t? + tc

0 if tk > t? + tc

(9.3.1)

where τ is the same sampling time used for the measurement of the output (it follows that the generic

time instant tk = kτ ), t? is an arbitrarily chosen time instant (multiple of the sampling time τ ) such

that the sliding mode differentiator has reached convergences, tc has to be designed (it is multiple of

the sampling time τ as well). The positive incremental constant ∆u in is given by

∆u =
Ω

tc
, (9.3.2)

where the positive constant Ω has to be designed also. Exploiting the structure of the input signal in

(9.3.1) it is apparent that
u(t? − tc) = 0

u(t?) = Ω

u(t? + tc) = 0.

(9.3.3)

Figure 9.3.1 shows a generic example of the adopted test-input signal together with a numerical

representation of the introduced design constants.



9.3. RELATIVE DEGREE IDENTIFICATION SCHEME DESIGN 145

0 0.5 1 1.5 2
0

0.2

0.4

0.6

0.8

1

Numerical Values:

Figure 9.3.1: Time evolution of an example of the test input signal governed by (9.3.1). The numer-
ical representation of the variables is also reported in the figure.

The following proposition will now be proven

Proposition 9.1. Given the uncertain system (9.2.1), the test input signal (9.3.1), and the differential

inclusion (9.2.16), if that the positive constant Ω in (9.3.1) satisfies

Ω >
4C

Km
, (9.3.4)

and the time interval tc satisfies

tc <
2C

C +KMΩ
, (9.3.5)

then:

Ia) If the relative degree of (9.2.1) is equal to r, then:

∆[tc]σ̂
(r)(t? − tc) ∈ [−2C, 2C] (9.3.6)

∆[tc]σ̂
(r)(t?) > 2C (9.3.7)

∆[tc]σ̂
(r)(t? + tc) < −2C (9.3.8)

∆[tc]σ̂
(r)(t? + 2tc) ∈ [−2C, 2C]. (9.3.9)

where the expression ∆[tc]σ̂
(r)(t) = σ̂(r)(t) − σ̂(r)(t − tc) represents the forward difference with

fixed spacing tc, determined at a generic time instant t.

IIa) The conditions (9.3.6)-(9.3.9) are not satisfied for all the inferior time derivatives, i.e. for

σ(i) with i = 1, . . . , r − 1.
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Proof. Given (9.2.16), (9.3.1), and (9.3.3), it can be shown that:

σ̂(r)(t? − tc) ∈ [−C,C] (9.3.10)

σ̂(r)(t?) ∈ [−C,C] + [Km,KM ]Ω (9.3.11)

σ̂(r)(t? + tc) ∈ [−C,C] (9.3.12)

σ̂(r)(t? + 2tc) ∈ [−C,C] (9.3.13)

Furthermore, for each generic time time instant t, it is possible to compute the discrete forward

difference of σ̂(r) with spacing tc as:

∆[tc]σ̂
(r)(t) = σ̂(r)(t)− σ̂(r)(t− tc) (9.3.14)

Given the set of differential inclusions in (9.3.10)-(9.3.13), if the design constant Ω satisfies (9.3.4),

it can be shown that ∆[tc]σ̂
(r) satisfies (9.3.10)-(9.3.13), which proves Ia).

IIa) Following [117], it is possible to determine the expression for the differential inclusions of

the (r − i)-th estimate derivative of the output σ. These can be shown to be:

σ̂(r−i)(t? − tc) ∈ [−C,C] (t?−tc)i
i!

σ̂(r−i)(t?) ∈ [−C,C] (t?)i

i! + [Km,KM ]Ω tic
i!

σ̂(r−i)(t
? + tc) ∈ [−C,C] (t?+tc)

i

i! + [Km,KM ]Ω tic
i!

(9.3.15)

The discrete forward difference of σ̂(r−i) with spacing tc follows:

∆[tc]σ̂
(r−i)(t? − tc) ∈ [−C,C] (tc)

i

i!

∆[tc]σ̂
(r−i)(t?) ∈ [−C,C] (tc)

i

i! + [Km,KM ]Ω tic
i!

∆[tc]σ̂(r−i)(t
? + tc) ∈ [−C,C] (tc)

i

i!

(9.3.16)

If both the inequalities
(C +KMΩ) (tc)

i

i! < 2C

C (tc)
i

i! < 2C
(9.3.17)

are verified, it follows that (9.3.10)-(9.3.13) hold only for the r-th derivative of the output. Solving

(9.3.17) for tc, it yields:

tc <
(

2C
C+KMΩ i!

)1/i

tc < (2i!)(1/i)
(9.3.18)

Note that the function (αi!)1/i with i ∈ N and α a positive real constant is monotonically increasing.

Therefore, the most conservative inequality for tc can be shown to be:

tc <
2C

C +KMΩ
(9.3.19)

which proves IIa).

Remark 9.2. Note that the influence of the initial conditions of σ̂(r−i) in (9.3.15) are not considered.
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This because the derivatives of the output are estimate via Levant’s differentiator, and the initial

conditions can be arbitrarily imposed equal to zero. Following [117], in case the initial conditions for

the Levant’s differentiator estimates differ from zero, the more conservative inequality for the design

constant to be satisfied are:

tc <
2C −RρM
C +KMΩ

(9.3.20)

where ρM represent the maximum value of the magnitude of the initial conditions forσ̂(i)(t = 0), i =

1, . . . , r−1. Furthermore, in [117] the time interval tc was set equal to the sampling time τ , i.e. tc =

τ . This can significantly limit the practical applicability of the proposed scheme. More precisely, in

experimental set-ups may not be realistic to have a control input with instant jumps with respect to

sampling time as happened in [117] :

u(t? − τ) = 0

u(t?) = Ω

u(t? + τ) = 0.

(9.3.21)

Differently, in this chapter, it has been shown that the proposed scheme can easily be extended to the

case where the design time interval tc is a multiple of the sampling time τ .

A particular case of Proposition 9.1 will now be considered, which is in accordance with the fea-

tures of experimental set-up, as it will be clarified in the sequel. Specifically, consider the following

modified version of (9.2.4):

− Ch ≤ h(x) ≤ 0 (9.3.22)

According to (9.3.22), the sign of the unknown function h(·) is known from a physical understanding

of the system. Therefore, the differential inclusion in (9.2.14) can be modified accordingly

σ̂(i)(tk) ∈ [−C, µδ] + [Km,KM ]u(tk). (9.3.23)

Proposition 9.2. Given the uncertain system in (9.2.1), the test input signal in (9.3.1), and the dif-

ferential inclusion in (9.3.23), suppose that the positive constant Ω of the triangular input signal is

chosen such that

Ω >
2C + µδ

Km
, (9.3.24)

and the time interval tc is chosen such that

tc <
C

KMΩ + µδ
(9.3.25)

Ib) If the relative degree of the system (9.2.1) is equal to r, the following relations hold

∆[tc]σ̂
(r)(t? − tc) ∈ [−C̃, C̃] (9.3.26)

∆[tc]σ̂
(r)(t?) > C̃ (9.3.27)

∆[tc]σ̂
(r)(t? + tc) < C̃ (9.3.28)

∆[tc]σ̂(r)(t
? + 2tc) ∈ [−C̃, C̃] (9.3.29)
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where

C̃ , C + µδ. (9.3.30)

IIb) The conditions in (9.3.27)-(9.3.28) are not satisfied for all the inferior time derivative, i.e.

for σ(i) with i = 1, . . . , r − 1.

Sketch of the Proof Inspired by [117], and exploiting the proof of Proposition 9.1, the following

forward differences hold

∆[tc]σ̂
(r)(t? − tc) ∈ [−C − µδ,C + µδ] (9.3.31)

∆[tc]σ̂
(r)(t?) ∈ [−C − µδ,C + µδ] + [KmΩ,KMΩ]

∆[tc]σ̂
(r)(t? + tc) ∈ [−C − µδ,C + µδ]− [KmΩ,KMΩ]

∆[tc]σ̂
(r)(t? + tc) ∈ [−C − µδ,C + µδ]. (9.3.32)

Given (9.3.31)-(9.3.32), if (9.3.24) holds, then part Ib) of Proposition 9.2 is proven. As for part IIb),
the following inclusions yield

∆[tc]σ̂
(r−i)(t? − tc) ∈ [−C, µδ] t

i
c

i!
(9.3.33)

∆[tc]σ̂
(r−i)(t?) ∈ [−C, µδ] t

i
c

i!
+ [Km,KM ]Ω

tic
i!

∆[tc]σ̂
(r−i)(t? + tc) ∈ [−C,C]

tic
i!
. (9.3.34)

If the inequality in (9.3.25) is fulfilled, then according to [117] again, also part IIb) holds.

Figure 9.3.2 shows a visual interpretation of the proposed identification scheme. Specifically, the

aim of the scheme is to make ∆[tc]σ̂
(r)(t?) and ∆[tc]σ̂

(r)(t? + tc) go out of the region [−2C, 2C].

In addition, given Proposition 9.1 and Proposition 9.2, it is possible to formulate the (practical)

Algorithm 1, which is written in a pseudo-code notation.

Remark 9.3. Note that, under Assumption 9.1, the relative degree is assumed to be unknown, but

finite and constant on the domain (X). Assumption 9.1 can be partially relaxed. In particular, for a

given i-th iteration index of the FOR cycle in Algorithm 1, the relative degree can vary only on the

domain of integer numbers i + 1, . . . , R ∈ N. This can be understood by recalling that the relative

degree is identified from the lower to the higher values (to understand this, the reader is referred to the

architecture of Algorithm 1). Furthermore, according to the proof of Proposition 9.1, the inequalities

(9.3.7)-(9.3.8) are not satisfied for all the inferior time derivatives of the output σ. On the contrary,

the proposed scheme fails whenever at the i-th iteration the relative degree changes assuming a value

on the interval of integers 1, . . . , i− 1.

Relative Degree Identification and Self-Configuring Sliding Mode Control The designed iden-

tification scheme for the the relative degree can be profitably employed both in an off-line and on-line

configuration. For the off-line one, one can excite the system via the proposed identification scheme,

thus selecting the correct order for the sliding mode controller, by making reference, for example,

to the SM schemes proposed in [112]. Consider now dynamical systems with time-varying relative
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is greater than 

is smaller than 

Figure 9.3.2: A visual interpretation of the test input signal, together with the time evolution of the
r-th time derivative of the output and the forward difference ∆[tc]σ̂

(r). Top: Time evolution of the
control input. Centre: Time evolution of σ̂(r). Bottom Time evolution of ∆[tc]σ̂

(r)

1. Choose reasonable values for Ch, C, C̃, Km, KM , and R from the understating of the system;

2. Choose the constant Ω of the test input signal satisfying (9.3.4) (or the less conservative
version (9.3.24));

3. Choose the time interval tc satisfying (9.3.5) (or (9.3.25));

4. FOR i = 1, . . . , R

(a) Use an i-th order sliding mode differentiator [112] to robustly estimate σ(i) in finite
time;

(b) Select a reasonable value for t?, such that the i-th order sliding mode differentiator has
reached convergence before taking the next step;

(c) Apply the test input signal (9.3.1) and determine the sampled values of σ̂(i) at the time
instants t? and t? + tc ;

(d) IF ∆[tc]σ̂
(i) satisfies (9.3.7)-(9.3.8) (or (9.3.27)-(9.3.28)) STOP, the relative degree is

equal to i;

(e) ELSE i = i + 1, RETURN to STEP 4a);

Algorithm 1: Relative Degree Identification Algorithm
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System

Switching
Block

SM
Controllers Family

Relative
Degree

Identification
Scheme

 1st Order
SM Controller

2nd Order
SM Controller

ith  Order
SM Controller

sliding
surface

yes

no: apply again the
previosuly chosen

SM controller

Figure 9.3.3: A block diagram of a self-configuring SM control architecture. Whenever the sliding
motion is lost, i.e., the magnitude of the sliding variable passes an arbitrary chosen small threshold
ε, the relative degree identification scheme is re-executed in an online configuration, thus selecting
another SM controller once the relative degree is identified.

degree. The proposed architecture can be applied in an on-line configuration, implementing a self-

configuring control architecture. As proven in [54], the magnitude of the sliding variables remains

bounded whenever perturbations make the relative degree of the system fluctuate. If the magnitude

of the sliding variable passes an arbitrarily (small) threshold

|σ| > ε, (9.3.35)

the scheme in Algorithm 1 will be executed, thus selecting the correct controller, as shown in Figure

9.3.3.

Remark 9.4. Note that, from practical perspective, relative degree varies with respect to time due to

both changes to working points or to the system configurations. Relevant examples which can be

mentioned are micro-grid systems, which exhibit relative degree equal to one in the grid-connected

operation mode, whilst relative degree is equal to two in islanded operation mode [118]. Also the

kinematic dynamics of vehicle motion exhibit changes in relative degree [54].

9.3.1 Preliminaries and Set-up Description

The lab-scale overhead crane shown in Figure 9.3.4 is adopted to experimentally demonstrate the

validity of the relative degree identification scheme. Note that the crane can move in all the three

dimensions (x− y− z axis in Figure 9.3.4), only the x-displacement is considered in this framework

for the sake of simplicity. It can be shown that the other two displacements display similar features.

The experimental set-up is available at Process Control Laboratory of University of Pavia, and it

is composed of the following elements: i) the structure of the lab-scale overhead crane; ii) a 12
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Volts DC motor, mechanically coupled with the transmission belt in Figure 9.3.4; iii) the encoder

(CUI AMT-102V), which is fixed to the belt shaft as shown in Figure 9.3.4. The encoder measures

the angular position of the shaft of the belt, which is related to the x- displacement of the crane by

making use of basic mechanical relations. The resolution of the encoder is set by default equal to 1

millimetre. The interested reader is referred to [119] for further technical data of the encoder.

The sampling time τ for the measurement and for the test-input signal is chosen equal to τ = 0.01

seconds. The value for the sampling time represents the default setting for the experimental set-

up. Furthermore, the resulting discrete-time data acquisition and control architecture result in being

acceptably fast to deal with the considered electromechanical system [120]. The armature voltage of

the DC motor is considered the control input u, whilst the x- displacement of the crane is the output

measurement σ. The objective here is to identify the relative degree of the x-displacement of the

crane with respect to the armature voltage of the DC motor.

9.3.2 Simulation Results based on Linear Identified Model

A second order transfer function G(s) in the form of

G(s) =
ρ

s (Ts+ 1)
=

0.002

s (0.175s+ 1)
(9.3.36)

can be adopted to describe the dynamical model of the crane, where ρ represents the dc-gain, and T

represents the time constant. Moreover, it follows in the Laplace domain that

σ(s) = G(s)u(s) (9.3.37)

Note that the transfer function in (9.3.36) represents a simplified second order input-output relation

in the Laplace domain of the overall mechanical set-up, composed of the DC motor and the crane,

mechanically coupled with the DC motor via a transmission belt. The state-space representation of

(9.3.36) can be shown to be

ẋ1 = ẋ2 (9.3.38)

ẋ2 = − 1

T
x2 +

ρ

T
u (9.3.39)

σ = x1. (9.3.40)

where x1 represents the x-displacement of the crane, and x2 represents its speed in the x-direction.

By exploiting the structure of (9.3.38)-(9.3.40), it is easy to show that the relative degree of the output

σ = x1 with respect to the control input u is equal to 2.

Generally, in the literature a more accurate dynamical model is adopted for DC motor simulation
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and analysis, which can be shown to be [121]

ẋ1 = x2 (9.3.41)

Jẋ2 = ktx3 − d−Dx2 (9.3.42)

Lẋ3 = u−Rx3 − λox2 (9.3.43)

σ = x1 (9.3.44)

where x1 is the angular position of the DC motor, x2 is its speed, x3 is the armature current, u is the

armature voltage, and d is the load torque. The introduced model parameters are: J is the inertia,

kt is the torque constant, D is the damping factor, L is the armature inductance, R is the armature

resistance, and λ0 is the electromotive force constant. Therefore, looking at the physical system, i.e.

the over-head lab-scale crane, it is not straightforward if it exhibits a relative degree 2 as appears in

(9.3.38)-(9.3.40), or relative degree 3, as it appears in (9.3.41)-(9.3.44). For this reason, the relative

degree identification method can be profitably applied to the considered mechanical experimental

set-up.

Given (9.3.38)-(9.3.40), it is possible to define the (uncertain) function

h(x2) , −x2/T ≤ 0 (9.3.45)

which is always smaller or equal to zero. This is true from a basic understanding of the experimental

configuration, in which the speed x2 of the crane in the actual laboratory configuration is always

non-negative.

Note also that the function (9.3.45) is bounded, i.e., by making use of (9.3.22)

− Ch ≤ h(x2) ≤ 0 (9.3.46)

This is always verified if x2 (the speed of the lab-scale overhead crane) remains bounded. Due to

physics of the system, the lab-scale overhead crane exhibits a Bounded-Input Bounded State (BIBS)

stability. In particular, given a bounded voltage applied to the armature of the DC motor, the produced

speed is also bounded [122]. This property has been generally exploited when sliding mode control

has been applied to DC motor drives, as illustrated in [64] and [121], as well as to the design of state

observers for mechanical systems, as shown in [75].

The design constants in (9.3.22), (9.2.15), (9.3.30) are chosen as Ch = 49 (mm/s2), C = Ch +

µδ = 50 (mm/s2), and C̃ = C + µδ = 51 (mm/s2), respectively. The constants in (9.2.5) are

chosen, respectively, equal to Km = 10 (mm2/s/V), and KM = 11 (mm2 /s/ V). The numerical

representation of the inequality in (9.3.24) ca be shown to be:

Ω > 10.1 (V). (9.3.47)

which satisfy the safety constraints prescribed for the DC motor Ω ≤ 12 V. The acceptable value

Ω = 11 (V) is selected. Moreover, by substituting the values in (9.3.25), one gets

tc < 0.41 (s). (9.3.48)
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The time interval tc is set equal to tc = 0.40 (s). In addition, the time interval t? = 1.6 (s). If the

relative degree is equal to r, the numerical representation of the set of inequalities in (9.3.27)-(9.3.28)

is given by:

∆[0.4]σ̂
(r)(1.6) > 51 (9.3.49)

∆[0.4]σ̂
(r)(2) < 51. (9.3.50)

The system in (9.3.38)-(9.3.40) is simulated in Matlab/Simulink, by making use of the solver Ode1

(Euler), with a fixed integration step time set equal to 10 milliseconds. Figure 9.3.5-(a) shows on the

top as a solid (blue) line the time evolution of the simulated output variable σsim. Following [117],

and also according to Algorithm 1, successive higher order sliding mode differentiators are employed

to estimate successive time derivatives of the output. In particular the Levant’s differentiator

˙̂σ(0) = −k11

⌊
σ̂(0) − σ(0)

⌉ 1
2

+ σ̂(1) (9.3.51)

˙̂σ(1) = −k21

⌊
σ̂(0) − σ(0)

⌉
, (9.3.52)

can estimate σ(1). The positive design constants k11 and k21 can be tuned according to [112]. The

time evolution of σ̂(1) for the simulation test case is shown as a solid (blue) line in Figure 9.3.5-(b).

According to Figure 9.3.5-(b), the forward difference ∆[0.4]σ̂
(1) does not satisfy (9.3.49)-(9.3.50). A

third order sliding mode differentiator can be employed to estimate σ̂(2)

˙̂σ(0) = −k12

⌊
σ̂(0) − σ(0)

⌉ 2
3

+ σ̂(1) (9.3.53)

˙̂σ(1) = −k22

⌊
σ̂(0) − σ(0)

⌉ 1
3

+ σ̂(2) (9.3.54)

˙̂σ(2) = −k32

⌊
σ̂(0) − σ(0)

⌉0
, (9.3.55)

where the positive design constants k12, k22, k32 can be tuned again relying on [112]. According to

Figure 9.3.5-(c), the forward difference ∆[0.4]σ̂
(2) fulfils (9.3.49)-(9.3.50). Consequently, the relative

degree identified via simulation is equal to 2, as expected.

9.3.3 Experimental Results

The numerical representation of the test input signal in (9.3.1) can be shown to be

u(tk) =



0 if tk ≤ 1.2 (s)

u(tk−1) + 0.275 (V ) if 1.2 (s) < tk ≤ 1.6 (s)

u(tk−1)− 0.275 (V ) if 1.6 (s) < tk ≤ 2 (s)

0 if tk > 2 (s).

(9.3.56)

Figure 9.3.5-(d) shows the time evolution of (9.3.56) for the considered experimental set-up. The

displacement of the crane measured by the encoder is shown on Figure 9.3.5-(a), labelled as σmis.

The signal is drawn using a (orange) line with circles. Note that the circles represent the actual
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displacements measured by the encoder. It is apparent that the output measurement is a discrete-time

signal. Once the measurements are acquired, two post-processing strategies are proposed:

1. The output measurement is numerically interpolated via Matlab environment in order to obtain

a smooth continuous-time signal to be differentiated at least two times via higher order sliding

mode differentiators. To this end, the function polyfit was used, with a 5-th order polynomial;

2. Given the discrete-time measurement, its successive derivatives are approximated by the fol-

lowing finite difference:

σ̂(i+1)(tk) =
σ̂(i)(tk)− σ̂(i)(tk − Ts)

Ts
, (9.3.57)

where Ts is a fixed time interval.

The aim here will be to show that two strategies lead to the same conclusion.

9.3.3.1 Interpolated Measurement Analysis

Figure 9.3.5-(a) shows the continuous-time interpolated output measurement as a dashed (red) line.

The sliding mode differentiators (9.3.51)-(9.3.52) and (9.3.53)-(9.3.55), can estimate σ̂(1)
int and σ̂(2)

int,

respectively, which are shown on Figure 9.3.5-(b) and on Figure 9.3.5-(c), respectively, using again

a dashed (red) line. Then, the forward difference with spacing tc = 0.4 seconds are computed.

According to Figure 9.3.5-(bottom), one can conclude that also in this case the identified relative

degree reveals to be equal to 2.

9.3.3.2 Discrete-time Measurement Analysis

Figure 9.3.5-(e) and 9.3.5-(f) show the discrete finite differences σ̂(1)
mis, and σ̂

(2)
mis, determined by

(9.3.57), where Ts = 0.1 seconds. Since tc is an integer multiple of Ts, it is possible to compute

∆[0.4]σ̂
(1)
mis, and ∆[0.4]σ̂

(2)
mis. Also in this framework, the set of inequalities in (9.3.49)-(9.3.50) are

satisfied. It follows that also in this approach the identified relative degree is equal to 2.

9.4 Conclusions

In this chapter, an experimental assessment of a recently proposed scheme to identify the relat-

ive degree has been undertaken. A lab-scale overhead crane available at the University of Pavia-

Process Control Laboratory has been employed. The aim was to identify the relative degree of the

x-displacement of the crane (the measured output), with respect to the armature voltage (control

input) of a 12 Volts DC Motor. A previously identified second order LTI system has been used as

a preliminary knowledge of the mechatronic set-up. A comparison between the simulated and the

experimental approaches has been provided, which has lead to the same conclusions regarding the

identified value of the relative degree.
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Figure 9.3.4: The lab-scale overhead crane considered in the experimental framework. The relevant
components are highlighted in the figure. A view from the top shows the considered direction of
movement of the crane.
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Figure 9.3.5: Time evolution of: (a): the simulated output measurement σsim; the interpolated output
measurement σint; the discrete-time output measured by the encoder σmis. (b): the simulated output
first time derivative σ̂(1)

sim; the interpolated output first time derivative σ̂(1)
int; the discrete-time output

first finite difference σ̂(1)
mis. (c): the simulated output second time derivative σ̂(2)

sim; the interpolated
output second time derivative σ̂(2)

int; the discrete-time output first finite difference σ̂(2)
mis. (d): the DC

motor armature voltage, which is the control input. (e): the simulated output forward difference
∆[0.4]σ̂

(1)
sim; the interpolated output forward difference ∆[0.4]σ̂

(1)
int; the discrete-time output forward

difference ∆[0.4]σ̂
(1)
mis. (f): the simulated output forward difference ∆[0.4]σ̂

(2)
sim; the interpolated output

forward difference ∆[0.4]σ̂
(2)
int; the discrete-time output forward difference ∆[0.4]σ̂

(2)
mis.
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Conclusions

The present thesis has been focused on the design and assessment of novel sliding mode-based es-

timation and control methodologies with application to modern power systems and electrical engin-

eering components. The first part of the work has been devoted to the presentation of relevant and

well-established key-results in the area of both sliding mode theory and power system analysis and

modelling.

The first addressed challenge has been the design of robust state estimators which are able to

depict in near real time the state of the overall power systems to globally enhance the monitoring

of the network. The proposed observers have revealed to be distributed, hence reducing the compu-

tational complexity for its practical implementation. Since the proposed observers require minimal

measurement information and its exchanges amongst the nodes, it is expected to benefit in reduction

of communication load. The real data-based assessment undertaken in Chapter 4 has also represen-

ted an element of originality when compared to existing standard approaches. The reader can also

note that the super-twisting-like observer originally proposed in Chapter 4 for the robust finite-time

frequency estimation in synchronous generators, is applicable to load and inverter components as

illustrated in Chapter 5, hence preserving its robustness and stability properties.

The second addressed challenge has been the design of fault detection, reconstruction, and mit-

igation schemes devoted to enhance the resilience of power networks. A distributed scheme based

on an adaptive dual-layer super-twisting sliding mode architecture has been proposed in order to

tackle multiple faults and attacks and to perform a compensation strategy still using the standard

and well-established PI controller. The exploited adaptation scheme for the observer gains has not

generated conservative overestimation of uncertainty. This has helped mitigating chattering and the

amplification of noise.

The third addressed challenge has been focused on SM observer-based control methodologies

dedicated to achieve both the frequency regulation and the minimisation of the cost associated with

the generation of power. The first proposed controller was based on two third-order SM observer for

power systems modelled by equivalent turbine-governor dynamics, and on a recently proposed sub-

optimal SM control architecture. The second observer-based control scheme has exploited again the

third order SM observers in order to estimate the unknown power demand associated with each bus in

power systems. The control problem has been addressed in an original two steps approach way. The

first step has been focused on the design of a distributed observer scheme, which was able to both

estimate in finite time the frequency deviation, and the unknown power demand, both of which were

essential for controllers synthesis. The second step has developed the controllers synthesis. A SM

control scheme was employed to track in finite time the reference value of the optimal marginal cost,

thus achieving in finite time the economic dispatch, and asymptotically steering to zero the frequency

deviations.

The fourth addressed challenge has considered an automatic algorithm for the identification of the

relative degree with application to electromechanical systems. Specifically, via the recursive strategy

proposed in the present thesis, any relative degree can be automatically identified since the method,

by itself, has been capable of selecting the order of the Levant’s differentiator which is suitable

to perform the identification. Furthermore, the experimental-based assessment of the method was
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illustrated relying on an set-up composed of a lab-scale overhead crane mechanically coupled with a

DC motor.

Future Research

The proposals presented in the thesis can be further developed. In the present section, a brief

guideline on possible ideas to be exploited will be presented. The proposed methodologies focused

on power systems can be further validated using the advanced professional software such as DigSi-

lent in process of procurement, which is considered to be one of the best tools amongst researchers

and practitioners for power system simulations and analysis.

Along with this, the exploitation of real-data based assessment can be further undertaken. This

original assessment approach is expected to have a stronger impact on researches and practitioners. In

addition, the exploited fault mitigation and reconstruction methodologies can be extended to the case

of cyber-attacks. In particular, the use of SM approaches can be beneficial for the implementation of

cyber-security methodologies.

The proposed methodologies can be also further developed by exploiting the use of adaptive

sub-optimal sliding mode observers. These can represent an important theoretical contribution, since

adaptive sub-optimal SM techniques have already been used in the existing literature only for the

control design area. Furthermore, the adaptive sub-optimal schemes are beneficial also for technolo-

gical perspective, since they are capable of automatically adjusting the values of the observer gains

with respect to the time-varying amount of matched uncertainties affecting their dynamics.
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