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Abstract

Over the last decades, great strides have been made by the mathematical and medical
communities towards the understanding of tumor growth. The recently achieved nov-
elties arise from two leading factors: on the one hand, the flourishing of mathematical
models for biological systems, and on the other hand, the more and more accurate com-
putational methods and numerical solvers rose in the last decades. Despite the deep
and challenging aim of understanding the hidden mechanisms behind the disease, the
scientists’ factual goal is to provide robust methods that may help the practitioners suit-
ing the best therapy for every single patient. In this sense, the mathematical approach
to tumour growth models might bring new lymph and hope to this arduous journey.

This thesis aims at contributing to this common effort by providing some mathe-
matical insights for two classes of tumor growth models capturing cell-to-cell adhesion
effects of local and nonlocal nature, respectively. The common denominator of the two
models under consideration is the assumption that the tumour cells are submerged in
a nutrient-rich environment which is the primary source of nourishment for the tu-
morous cells: this is a reasonable assumption at least for young tumours (avascular
tumours). This paradigm leads us to analyse four-species PDE systems (tumour cells,
healthy cells, nutrient-rich concentration, nutrient-poor concentration) which couple a
Cahn-Hilliard type equation with source term for the tumour with a reaction-diffusion
equation for the surrounding nutrient.

For both models, we provide a rich spectrum of mathematical results. In the first
part of the thesis, we discuss the weak well-posedness of the models under very gen-
eral frameworks. Then, postulating further natural assumptions, we establish the strong
well-posedness of the systems which lays the groundwork for possible further inves-
tigations. Lastly, we perform some singular limit analysis as some of the coefficients
appearing in the systems approach zero.

In the second part, based on the analytic results presented in the first one, we dis-
cuss some optimal control problems in which the governing equations are ruled by
the previously analysed systems. In this direction, we provide the existence of min-
imisers and first-order necessary conditions for optimality. Via suitable asymptotic
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approaches, we then investigate the optimal control problems for the aforementioned
systems as some parameters occurring in the systems go to zero.
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CHAPTER

Introduction

ca. 460 BC — ca. 370 BC: those are the years in which Hippocrates of Kos, often
referred to as “Father of Medicine”, first employed the word karkinos (carcinos), the
Greek word for crab, to describe the cancer disease due to the picturesque finger-like
shape created by the blood vessels sprouting around a solid tumour (see [[127,|147]).
Remarkable is both the long time that has elapsed since the discovery of the disease as
well as the incessant fervor with which scientists have continued to investigate it.

The understanding of solid tumour growth, which is nowadays a leading cause of
death worldwide, is one of the main scientists’ challenges of this century. Although itis
undeniable that considerable progress has been made towards more efficient therapies,
the deep comprehension behind tumour’s development still remains a challenging open
problem. Although, it is now more than ever clear that only interdisciplinary collabo-
rations may allow us to grasp more insights on cancer’s evolution. In this scenario, the
mathematics could play a crucial role as multiscale mathematical modelling provides
a quantitative tool which may help in diagnostic and prognostic applications. Among
others, mathematics has in fact two significant advantages: the first one is that of being
able to select particular mechanisms which may be more relevant than others, while
the second one is that of being able to foresee and make predictions that may be pre-
cious for medical practitioners without inflicting serious harm to the patients. Besides,
the great flourishment of computational methods simulating nonlinear PDEs allows for
the development of numerical solvers that may be implemented as a supporting tool in
clinical therapies.

A major breakthrough in this field of research has sprouted from realising that the
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Chapter 1. Introduction

aggregation of tumorous cells, like any other material, have to obey physical laws: in
this sense, from a modelling perspective, a tumour mass does not behave that differ-
ent from other complex materials investigated by scientists. In this direction, many
mathematical models of Cahn—Hilliard type have been proposed to capture the com-
plexity of the underlying biological and chemical phenomena: see, e.g., the seminal
works [8,/15,22,231/50.,/71.,/121]] and the references therein.

It is then the purpose of this thesis to present and provide some theoretical math-
ematical background concerning two families of phase-field models which are ther-
modynamically consistent and are suited to describe the evolution of young tumours.
In fact, the key modelling assumption behind the models we are going to consider is
that the tumour cells are embedded in a nutrient-rich environment from which the tu-
mour draws nourishment to grow which is a reasonable assumption for young tumours
as they do not possess yet their own vascular system (avascular tumours) and must,
therefore, absorb growth factors (e.g., oxygen, glucose) from the surrounding region.

The two classes under consideration in the thesis consist of systems of partial differ-
ential equations coupling a Cahn—Hilliard type equation for the phase variable, tracking
the tumour’s evolution, with a reaction-diffusion equation for the nutrient. They differ
from each other from considering short-ranged only and possibly also long-ranged in-
teractions between the particles, respectively. For both the models we establish weak
and strong well-posedness, regularity results, asymptotic analysis as some characteris-
tic parameters approach zero, and some non-trivial application of optimal control.

1.1 The Abstract Models

Let Q C R% d € {2,3} denotes the spatial domain (the involved tissue) and let 7' > 0
be some final time. The two families of phase-field models of Cahn—Hilliard type
whose physical context is that of tumor growth dynamics that will be analysed in this
thesis are the following:

o The first family, that will be referred to as the local model, reads as

adsp + Opp = div(m(p)Vu) + S inQ x (0,7), (1.1)
jt = BOyp — velAp + 2F'(p) — xp in Q2 x (0,7), (1.2)
oo = div(n(p)V (o — xp)) — S? inQ x (0,7). (1.3)

o The second family, that will be referred to as the nonlocal model, reads as

O+ Opp = div(m(p) V) + S* inQx (0,7), (1.4
p= B0 +elap — Jx @) +LF' () —xp inQx(0,T), (1.5
0,0 = div(n(p)V (o — xp)) — S? inQ x (0,7). (1.6

It is worth noticing that these models can be derived using balance and constitutive
laws, such as mass and momentum balances, and thermodynamic principles; more
insights in this direction will be provided in Section Let us refer the reader, e.g.,
to the contributions [62,(92],96]], where the derivation of similar models can be found.
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1.1. The Abstract Models

Here, we just give some general overview of the occurring symbols and refer to
the following sections for a more in-depth discussion on the associated assumptions
and on the choice of the boundary and initial conditions. The primary variables of
the above systems are ¢, u, and 0. The variable (, called phase variable, is an or-
der parameter representing the difference of tumour cells and healthy cells volume
fractions ranging between —1 and 1. It allows us to keep track of the evolution of
the interface of the tumour since this latter can be recovered from the level sets of .
Namely, the level sets {¢ = 1} and {¢ = —1} describe the region of pure phases:
the tumourous phase and the healthy phase, respectively. Moreover, the diffuse inter-
face approach postulates (see, e.g., [148]) that in most of the spatial region the solution
takes values close to £-1, the pure phases, and that there exists a narrow transition layer
{—1 < ¢ < 1} of thickness ¢ in which ¢ smoothly passes from one phase to the other.
One of the major advantages of this modelling approach is that, unlike free boundary
models, which formally correspond to the choice of the thickness parameter € = 0, it
takes into account also possible delicate behaviours such as topological changes in the
tumorous regions, occurring for example during break-up and coalescence phenom-
ena. For some free boundary problems modelling tumor growth we refer the reader to,
e.g., [21,25,53,58.(70,72.73]] and the references therein. The second variable ;4 denotes
the chemical potential related to ¢ as in the framework of the Cahn—Hilliard equation.
As already mentioned, we postulate the growth and proliferation of the tumour to be
driven by absorption and consumption of some nutrient o with the convention that
o ~ 1 represents a rich nutrient concentration, whereas ¢ ~ 0 a poor one. Thus,
the third variable o captures the evolution of an unknown species nutrient, typically
oxygen or glucose, in which the tumour is embedded.

The functions m(y) and n(y) are non-negative mobility functions related to the
phase variable and to the nutrient variable, respectively. The physical constants € and
~ are related to the interfacial thickness, i.e., the Lebesgue measure of the level set
{—=1 < ¢ < 1}, and to the surface tension, respectively. It is worth noticing that, as
they will not cover any role in our analysis, we will simply take ¥ = € = 1 in the
following chapters. Meanwhile, the non-negative constant X represents the chemotac-
tic sensitivity and it will cover a fundamental role in the investigation of the nonlocal
models (T.4)—(1.6) (cf. Chapter d). From a biological viewpoint the chemotaxis refers
to the movement of the tumour cells towards regions of high nutrient concentration.
Actually, the pure chemotaxis effect is solely captured by the term —Xo in ((1.5)
respectively), while the second contribution —x div(n(p)V) in ((1.6) respec-
tively) is called active transport and is responsible of the active movement, in a bio-
logical sense, of the nutrient towards regions with high tumour concentration. From
a modelling viewpoint, it is indeed possible to decouple these two mechanisms and
take two different non-negative constants in front of them. Namely, we can keep —Xo
in ((1.5) respectively) with the constant x and consider the second contribution
as —ndiv(n(¢)Vp) with a possibly different non-negative constant 1. We refer the
reader to [89,]90,96] for more details on chemotaxis and active transport effects as
well as their decoupling.

As a common feature of phase-field models, F' represents a double-well shaped
nonlinearity. Typical examples are given by the regular, logarithmic, and double-
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Chapter 1. Introduction

obstacle potentials, which are defined, in this order, by

1
Freg(s) = 1(82 —1)*, seR, (1.7)
Fus(s) SI1+s)In(1+s)+ (1 —s)ln(l —s)] — L% ifs e (-1,1),
0g(8) =
o9 400 otherwise,
(1.8)
c(1 — s?) ifs e [-1,1],
Fdob(s) = . (19)
400 otherwise,

for some positive constant ¢ and 0 < ¥ < vy. Observe that Fj,, is very relevant
in the applications, where F{Og(s) approaches infinity as s — =1 and that, in the
case of (1.9), the second equation (1.2)) ((I.5) respectively) has to be modified into a
differential inclusion, with F”(¢) intended in the sense of subdifferentials.

In the nonlocal model (T.4)—(1.6)), J stands for an even spatial convolution kernel
and a := J x 1. The positive constants « and 5 may be regarded as relaxation param-
eters since adypu in ((1.4) respectively) provides a parabolic structure to the first
equation, whereas the term 50, in ((1.3) respectively) represents the classical
viscosity contribution as in the Cahn—Hilliard equation (see, e.g., [9,66]). The key idea
behind these regularisations, which goes back to [36] in the context of tumour growth
models (see also [38,[39]]), stems from the fact that their regularising effects allow
taking into account general potentials that may be singular, and possibly non-regular,
including and as well as complex biological mechanisms like chemotaxis
and active transport. Lastly, the functions S' and S? design some source/sink terms
which somehow encapsulate the mutual interplay between the tumour cells and nutri-
ent cells. For the discussion of some possible specific form for these source terms we
refer to Section [L4]

Let us mention that, in order to better emulate in-vivo tumour growth, numerous
authors have proposed to include fluid motion by further coupling systems similar to
the models above with a velocity law of Darcy’s or Brinkmann’s type: see, e.g., [60-62,
65,(82-84188-91,96.(107.|149] and the references therein. In this regard, we stress that
the second main assumption of our approach relies on neglecting the velocity effects,
thus leading to simpler systems. However, the absence of velocity contribution will
allow us to investigate the presented models under very general assumptions covering
the case of singular potentials and further complex mechanisms like the active transport
which, usually, can not be included in the corresponding mathematical analysis if a
velocity field is prescribed.

Let us mention that the last assumption that has been tacitly considered, which is
however in line with all the aforementioned models, is that we consider only single-
species tumour growth models: for multi-species models, we refer to [54,801/82,92].

From the modelling viewpoint, lots of additional non-trivial mechanisms can be
incorporated such as apoptosis or necrosis as well as effects of elasticity or viscoelas-
ticity; see [8}24,/52,92,(96, 106, 122,/129,|131,|132] and the references therein. As
far as elasticity effects are concerned, we point out the recent work [95] (see also
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1.2. The Classical Cahn—-Hilliard Equation

[68,[116,[117]) wrote by the author in collaboration with H. Garcke and K. F. Lam.
There, elasticity effects are taken into account as physical evidence showed that the
presence of the extracellular matrix or a rigid bone can assert significant influences on
tumour proliferation.

To conclude, a different choice for the potential has been proposed by A. Agosti
et al. in [2], where they combine degenerate mobility with single-well potential of
Lennard—Jones type. All this introduces several mathematical challenges as the degen-
eracy set of the mobility and of the singularity set of the potential do not coincide.

Lastly, we mention the contributions [2-5,149,51,/69,|150], where numerical simu-
lations and comparison with clinical data can be found.

1.2 The Classical Cahn—Hilliard Equation

In this section, we temporarily set aside the tumour growth models and collect some
well-known facts on the celebrated Cahn—Hilliard equation. This will help to compre-
hend the deep connection between phase segregation and the structure of the above
tumour growth models.

The original Cahn-Hilliard equation dates back to 1958 by J. W. Cahn and J. E.
Hilliard in [28] (see also [26]) and it was primarily introduced to model the spinodal
decomposition in binary alloy mixtures. Since then it has found more and more appli-
cations in various fields of applied sciences of which we just mention material science,
engineering, chemistry, ecology, natural sciences, mathematics, and imaging sciences.
The Cahn—Hilliard equation is a semilinear parabolic equation of fourth-order which,
in its classical form, reads as the system

Ovp = div(m(e)Vu) inQ x (0,7), (110)
p=—elp+1F(p) inQx(0,7), '
or, equivalently, as the single equation
I — div (m(@)V(—eAp + 1F'(¢))) =0 inQ x (0,7). (1.11)

As before, ¢ denotes the phase variable, i.e., the rescaled concentration of one of the
material’s components which takes values between £1 so that the two extremes rep-
resent the pure phases, p is the corresponding chemical potential, m(y) stands for a
non-negative mobility, € for the thickness of the transition layer, and F'is a double-well
nonlinearity. About it, we note that the most thermodynamically relevant example is
the logarithmic nonlinearity (1.8)), which can be derived from a mean-field model and
it is deeply connected with the entropy of the binary mixture. In the contex of bi-
nary mixtures, the constants ¥ and 1, in (I.8) are proportional, in this order, to the
absolute temperature and the critical temperature of the binary mixture we are dealing
with. Notice that, the requirement 0 < ¥ < 1J, entails that Fj,, does possess a double-
well structure so that the phase segregation takes place. It is extremely frequent in the
literature to employ the regular quartic potential as a reasonable polynomial ap-
proximation of the logarithmic potential which, from a phenomenological viewpoint,
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Chapter 1. Introduction

is accurate when the quench is shallow, i.e., when the absolute temperature 1 is close
to the critical value ¥y. As the phase mobility m () is concerned, there are essentially
two main possible choices: regular mobility or degenerate mobility. The first approach
consists in assuming a regular, concentration-dependent, non-negative and bounded
mobility. Namely, it can be assumed that there exist some constants m, and m* such
that

0<m,<m(s) <m*, seR.
Let us point out that the case of concentration dependent mobility already shows some
mathematical challenges. In fact, for the classical Cahn—Hilliard equation (I.10) with
non-constant and non-degenerate mobility uniqueness of weak solutions is not known
for d > 3: see [[13] for the case d € {1,2}. For this reason, the classical assumption
is to postulate constant mobility that can be taken without loss of generality equal to
one. The last popular choice is the so-called degenerate mobility (proposed in, e.g.,
[27,129,/1435]]) consisting of a polynomial function defined on the physically relevant
domain [—1, 1] with degeneracy at the extremal points +1. Namely, it can be assumed
that

m(s) = (1 — s?); = max{1 — s*0}, s€R,
or, more generally, that
m(s)=(1-s), v>1,seR

Usually, the above choices for the mobility are matched with the choice for the
potential. In this direction, let us refer to the well-known paper [|67]] which proves the
existence of weak solutions for the case of degenerate mobility, in both two and three
dimensions, by employing a suitable approximation argument: the uniqueness result is
still an open problem due to the low regularity that can be established. Let us observe
that, on the other hand, existence and uniqueness of weak solutions for the nonlocal
problem are well-known (see, e.g., [85]]). In the context of tumour growth models the
degenerate mobility case was analysed in [79,81].

More recent is instead the derivation of the corresponding nonlocal model per-
formed by G. Giacomin and J. L. Lebowitz in [99-101]] (see also the contributions
[35.[747°7,86] and the references therein). In its strong formulation the so-called non-
local Cahn—Hilliard equation reads as

{&tcp = div(m(p) V) in 2 x (0,7), (1.12)

p=celap—J*p)+1F'(p) inQx(0,7),

where J : R? — R is an even sufficiently fast decaying kernel whose significant
examples are given for instance by the Riesz, Bessel or Newtonian potentials, and

) = (T <1)0) = [ Jx—y)dy, xeRL




1.3. Energies in Comparison: Short-ranged and Long-ranged
Interactions

It is worth noticing that the nonlocal Cahn—Hilliard equation, in contrast to the local
one, reduces to a second-order semilinear parabolic equation. In fact, the formal dif-
ference with respect to (I.10)) is that the Laplace operator is substituted by a suitable
spatial convolution kernel J. Even if this may appear as a simplification from a mathe-
matical viewpoint, it is however balanced from the fact that the absence of the Laplace
operator in the second equation results in a lack of spatial regularity for the phase vari-
able. Besides, let us remark that by taking o« = 3 = x = 0, S! = 0 and v = 1 in the

abstract system (I.1)—(I.3)) we are limited to (I.10)) (respectively (I.12)) if we consider

system (1.4)—(1.6) as a starting point).
Let us now focus our attention on the local model (I.1I0), even if similar consider-

ations can be extended to the nonlocal case. Typically, the system (I.10) is comple-
mented with homogeneous Neumann (i.e., no flux) boundary conditions

Onp =0, Oyu=0 onddx(0,7),
and with an initial condition of the form

©(0) = o inQ,

for some given function ¢,. It is worth noticing that the no-flux condition d,p = 0
entails that the mass is conserved during the evolution as the integration of the first
equation of (1.10) produces

/ o(t) = / wo =:mg foreveryt e (0,T),
Q Q

being my a fixed quantity since ¢ is prescribed. Besides, the condition 0, = 0 has
the physical interpretation that the interface intersects the boundary of {2 at a static
contact angle of 7. Concerning the nonlocal case let us just mention that we do not
need any boundary condition on the phase variable ¢ due to its lower order.

For further notions on the Cahn—Hilliard equation, we refer to the book [125]] and
the references therein.

1.3 Energies in Comparison: Short-ranged and Long-ranged
Interactions

From a variational perspective, the Cahn—Hilliard equation (1.10] can be derived as the
conserved dynamic of the Ginzburg—Landau free energy functional G, reading as

G(p) ::/{2(§|w|2+§F(¢))dx. (1.13)

Then, one assumes the chemical potential x to be defined as the variational derivative
of the above energy funcitonal, i.e., p := g—g. Let us comment on the two terms occur-
ring in the energy: on the one hand the first one, encapsulating surface energy effects,
penalises rapid spatial changes, i.e., too many interfaces, whereas on the other hand
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Chapter 1. Introduction

the second term vanishes in the pure phases and it is positive otherwise. Moreover, it
can be shown that the Cahn—Hilliard equation is the H ! type gradient flow of G in the
sense that

@) =~ () vn e Q). (1.14)

0

where the above space H'((2) and the scalar product (-,-), are defined later on in
Section 2.4.1] (cf. equations and (2.8))), and where in this case we assume for
simplicity that F' is defined by the regular potential (I.7). Since it is not the focus of
our study, let us proceed formally and just sketch some heuristic computations which
justify our statements: for more details see [48]. In this direction, let us consider a
smooth enough solution ¢ so that we can integrate by parts in (I.14). This leads to
obtain that

/(—A)latgov dx = /(5A<p — 1F'(p))vdx —/ edapudx, Yo e H'(Q).
0 0 G

Thus, we invoke the fundamental lemma of calculus of variations which entails that,
pointwise, we have

(=A) ' =eAp—LF'(p) inQ, and Onp=0 ondX
Then, upon defining p := —eAyp + %F’(gp), we infer that

Ap = 0yp in,
Onpt =0 on 0f),

and collecting the above terms we deduce that (1.14)) produces the Cahn—Hilliard equa-
tion (I.10). Let us also mention that by using the same free energy functional it can
be shown that the Allen—Cahn equation, which is strictly connected with the Cahn—
Hilliard one, may be regarded as the L2-gradient flow associated to the same free
energy G. For more details in this direction, we refer the reader to [[164/17,48,87].

The intrinsic limitation of the Ginzburg—Landau energy approach, and in turn of
the classical Cahn—Hilliard equation (I.10), relies on the fact that it postulates the
evolution to be driven by short-range interactions only, whereas for several physical
situations, one has to take to include long-range interactions into account. For the
corresponding derivation, we refer to [99-101]], where the authors started from a dis-
crete formulation on a lattice and deduce, by using a suitable asymptotic technique
(hydrodynamic limit), a nonlocal macroscopic equation. There, instead of the classical
(local) Ginzburg—Landau free energy functional, they propose to employ the nonlocal
Helmbholtz free energy

H(p) = —g/Q/QJ(X—Y)sD(X)sO(Y)dxder%/QF(so)dx, (1.15)

where F' denotes the convex part of the double-well potentials introduced above. How-
ever, as pointed out in [86], it is possible to rewrite (I.15]) in the form

W)= 5 | [ I ylot -~ wt)faxdy + 2 [ Flolx,




1.3. Energies in Comparison: Short-ranged and Long-ranged
Interactions

where F is a double-well nonlinearity so that (I.16]) resembles the strucure of (1.13))
and by following similar lines of argument as in the local case it can be proved that the
first variation of the Helmholtz free energy leads to the nonlocal Cahn—Hilliard system
(L.12). To be precise, this new F', which possess a double-well shape as happened for
the classical Cahn—Hilliard equation, has been obtained as

(1.17)

Thus, due to the identity (1.17/)), the nonlocal Cahn—Hilliard system can be presented
as (I.12) with the function a(-) and F'(s) = F(s,x) having a double-well shape or,
equivalently, as

{@so =div(m(p)Vp)  inQx(0,7), (1.18)

p=—elxp+1F(p) inQx(0,7),

where F stands for the convex part of the aforementioned double-well potentials. No-
tice that in the literature, the usual mathematical framework postulates both the pres-
ence of the function a as well as the double-well shape for the potential F' which is
assumed to be independent of the space variable x (in analogy to (L.13)). It is then
clear that all of these results are slightly more general than what described above and
therefore in line with the correct nonlocal model.

Besides, (1.16)) shows that its first approximation is formally given by §|ch|2
provided that the convolution kernel J is sufficiently peaked around the origin. In
this regards, let us mention that, recently, it has been shown in a series of contribu-
tions [55-57,/123] how the asymptotic convergence of the solutions of the nonlocal
Cahn—Hilliard equation to the respective solutions to the local one can be obtained
when the kernel suitably peaks around zero. As the asymptotic limit performed in those
works is performed in the framework of double-well shaped potentials /', which en-
tails including a(-) in the second equation, we have decided to follow the same choice
in the formulation of the nonlocal system (I.4)—(1.6) for possible future asymptotic
investigations.

To conclude, let us point out that both the local and nonlocal Chan—Hilliard equa-
tions verify the energy identities

—Q /y\/ ©)Vut))*dx =0 forallt e [0,7],

and

jt’H /\/ ©)Vu(t))?dx =0 forallt € [0,T],

respectively. Lastly, we mention [[111-113,/120] where more involved models based
on the Cahn—Hilliard equation have been derived as flows of suitable free energies and
scalar products.
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1.4 Modelling and Biological Insights

Here, we present further modelling details behind the biological models (L.I))—(1.3) and
(1.4)—(1.6) and specify the most common choices in the literature for the source/sink
terms S! and S2. First, let us notice that the above models considered with o« = 3 = 0
and 7 = 1 for simplicity, are thermodynamically consistent and can be related to the
following local free energy function

EP(p,0) = G(p) + N(p,0). (1.19)

This latter combines a Ginzburg-Landau energy, defined in (1.13)), with a nutrient free
energy N defined as

1
N(p,0):= /Q (§|a|2 + X0 (1 — cp))dx (1.20)

taking into account the nutrient diffusion and the chemotaxis effects. In the context
of tumour growth, the energy G defined by (1.13)) accounts for cell-to-cell adhesion,
modelling the fact that tumour cells prefer to adhere to each other rather than to non-
tumour cells. Let us remark that the chemotaxis term in does not possess a
positive sign in general as we may not be able to show that the phase and nutrient
variables stay in the physical regions [—1, 1] and [0, 1], respectively.

While phase segregation described by utilising the local Cahn—Hilliard equation is
widely accepted, it is not effective in capturing possible non-local competitions such as
competition for space and degradation [[144], spatial redistribution [|18}|115]], and cell-
to-cell adhesion phenomena [7,31,[83,98]. Hence, in complete analogy of what has
been proposed above for the local case, it is possible to define a free energy functional
associated to the nonlocal model by simply substitute the Ginzburg—Landau part with
the Helmholtz contribution (1.16)) leading to the nonlocal free energy

gnonloc(sp’ 0.) — H(QO) +N(S0, 0-)‘ (1.21)

Next, as far as the source/sink terms are concerned, we point out that the two main
choices in the literature are the following:

o On the one hand, accounting for linear phenomenological laws for chemical
reactions A. Hawkins-Daarud et al. in [[103]] (see also [|102,{104]]) take

§'=8=P(p)(o+x(1 =) = p), (1.22)
where P(-) stands for a proliferation function. For this latter they suggest the
form

P(s) = 0Py(1 +5) Xpe>—13, sER, (1.23)

where 0 is a positive constant (very small in the applications), F, is a non-
negative constant, whereas X g(-) is the characteristic function of a set £ C R
defined by

XE(X> =

1 ifx€eE,
0 ifxeR\E.

10
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It is worth noticing that the expression (I.23) yields a proliferation function
which is not bounded. We stress this fact since in some works concerning the
mathematical analysis of similar models the boundedness of P is required. An-
other explicit choice has been postulated by D. Hilhorst et al. in [104] assuming
P(-) to possess the form

2
P(s) = - RV F(s) Xmizszy, s ER,

where ¢ stands for the thickness parameter introduced before, [ for the double-
well potential, while F is a non-negative constant. Let us point out that, despite
these meaningful explicit expressions, from the mathematical point of view clas-
sical assumptions to infer the well-posedness results of the associated systems
are that P is a non-negative, regular, bounded and Lipschitz continuous func-
tion. The form (1.22)) has been the choice of the tumor growth models analysed
in [30,36}38-40.42,43,45.78,97, 136H140].

o On the other hand, using linear kinetics H. Garcke et al. in [88,96] proposed to
employ

St =(Po—A)f(y), 8 =DB(o—os)+Caf(p), (1.24)

where P, A, B,C are non-negative constants taking into account the prolifera-
tion rate of tumoural cells by consumption of nutrient, the apoptosis rate, the
consumption rate of the nutrient with respect to a pre-existing concentration og,
and the nutrient consumption rate, respectively. Moreover, f(-) denotes an in-
terpolation function between —1 and 1 such that f(—1) = 0 and f(1) = 1
so to weight the corresponding mechanisms compared to the amount of cancer
located in that region and to switch off the associated mechanisms where the tu-
mour cells are not present. This form was the choice of the models investigated
in [46,[88-90,(95,196,126,/133,/134,|142].

In the next chapters, we will make use of both the paradigms as we will consider
the first choice for the local family (I.I)—(1.3)), and the second one for the nonlocal
family (L.4)—(1.6). For more details on the modelling aspects, we refer to [96] and the
references cited therein.

1.5 Structure of the Thesis

The rest of the thesis is organised as follows: Chapter [2] is primarily devoted to in-
troduce and set, once for all, the employed conventions and notation. Moreover, we
recollect there some selected topics and well-known results of functional analysis that
will be, sometimes tacitly, utilised in the forthcoming chapters.

Then, we can subdivide the remaining part of the thesis in two main parts: the
first one is dedicated to address several analytic aspects of the systems (I.1)—(I.3) and
(L.4)—(1.6) including the weak and strong well-posedness and the vanishing viscosities
analysis as the relaxation parameters o and 3 tend to zero. The second part takes

11
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advantage of some results obtained in those chapters and instead addresses non-trivial
applications in terms of optimal control problems in which the governing equations are
determined by the models previously examined.

More precisely, in Chapter [3] we discuss many mathematical aspects on the lo-
cal model (L.I)—(T.3): we first address the weak well-posedness for the system cov-
ering the scenario of singular potentials, and we then moved to establish the strong
well-posedness still including singular, while regular, potentials of which is the
prototypical example. It is worth noticing that Chapter 3| revisits some partial results
obtained by the author in [136]. Lastly, we present the asymptotic behaviour of the
local model (L.I)—(I.3) by discussing the singular limits of the system as o — 0 and
B — 0; these results are inspired by [36}/38,[39] and are propaedeutical to the asymp-
totic analysis as v and /3 go to zero performed in Chapter[5]at the level of the associated
optimal control problems.

An analogous investigation has been performed in Chapter [0]for the nonlocal class
(I.4)—(1.6). We remark that the results there established are reminiscent of the ones
in [134].

Concerning the associated optimal control problems carried out in the second part
of the thesis, we first analyse in Chapter [5|the optimal control for the local model with
a classical tracking type cost functional. We prove the existence of minimisers and
obtain the first-order necessary conditions for optimality. These results extend some-
how previous contributions by including in the analysis also singular potentials. Then,
we employ suitable asymptotic techniques to let « — 0 and § — 0 separately at the
level of the optimal control problem by exploiting the asymptotic results investigated
in Chapter [3] We remark that the results there provided are largely inspired by [[136]
and [137,/140].

By following similar lines, in Chapter [6] we study the optimal control problem for
the nonlocal model by revising the results achieved in [133]]. Instead of considering
the classical objective type cost functional, we postulate a specific form of the cost
functional and of the control variables by taking inspiration from [[109], which turns
the minimisation problem into a parameter identification problem.

12



CHAPTER

Mathematical Preliminaries and Notation

In this chapter we present and fix our conventions and basic notation. Furthermore, for
the reader’s convenience, we collect some selected topics and fundamental tools that
will be employed several times throughout the rest of the thesis.

2.1 Basic Notation

In what follows we assume 2 C R?, d € {2, 3} to be a bounded domain with smooth
boundary I' := 02 and that 7 > 0 is a fixed final time horizon. Then, we set for
convenience the parabolic cylinders

Qr:=0x(0,t), X, :=Ix(0,t), QI :=Qx(tT), te(0,T),
and, for brevity, we set

Q = QTa 2= ET’

For a given (real) Banach space X, we indicate with X™*, ||-||x and (-, -) x its topological
dual, its norm, and the duality pairing between X* and X, respectively. Moreover, we
employ the classical notation LP(2) and W*P(Q2), with p € [1, 00] and k > 0, for the
standard Lebesgue and Sobolev spaces over (2 along with their norms ||-||,, := |||/ z» ()
and ||-|lyyx.» (), respectively. For the special case p = 2 we have Hilbert spaces and we
convey to denote H*(Q2) := W*2(Q) for every & > 0. Since the spaces L?(f2) and

13
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H'(€) will be intensively used, we introduce the following notation
H = L*(Q), V= H(Q),
and also
W:={f€H*(Q):0,f=0 ae.onl},

and we equip them with their natural norms ||-|| := |||, ||-||v> and ||-||w, respectively.
As usual, H is identified with its own dual /7* through its Riesz isomorphism, so that

WccVccH~H ccV*ccWr,

where all inclusions are dense, continuous, and compact. In this regards, for arbitrary
Banach spaces A and B, we use A C B to denote the continuous embedding of A
into B and A CC B for the continuous and compact embedding. The duality pairing
between V* and V/, and the scalar product in H will be denoted by the symbols (-, -)
and (-, -), respectively.

For Bochner spaces with values in a generic Banach space X, we use the no-
tation LP(0,7; X) with p € [1,00] and if X = LP(Q2) we recall that it holds that
LP(0,T; LP(2)) =~ LP(Q) = LP(2 x (0,T)). For two given Bochner spaces A and B
we employ the symbol ||-|| 4np to indicate ||| 4 + ||-|| 5-

Besides, we define the generalised spatial mean value of a function v by

. {ﬁ Jov(x)dx ifv e L'(Q),

ﬁ(v,w ifveVH,

2.1)

where |Q2| stands for the d-dimensional Lebesgue measure of €.

As far as the constants are concerned, let us set once and for all our convention: the
symbol C'is used to indicate every constant that depends only on the structural data
of the problem, such as 7', {2, o or (3, the shape of the nonlinearities, and the norms
of the involved functions. On the other hand, with specific capital letters and possible
subscripts we specify particular constants. Therefore, notice that the meaning of the
constant C' may change from line to line.

2.2 Significant Inequalities

We recollect here some fundamental classical inequalities which will be employed later
on.

o The Young inequality (see, e.g., [6]): let a,b > 0 and 6 > 0. Moreover, let p,q €

(1, 00) be two conjugate exponents, i.e., > + ; = 1. Then, it holds that

5 5 —q/p
ab < —a? + ©
p q

b, (2.2)

14
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This estimate will be usually employed in a simplified form with the particular
choice p = ¢ = 2 so that (2.2)) reduces to (with a slight abuse of notation taking
as ¢ in the previous estimate 20)

1
b < da®+ —b. 2.3
a_a+46 (2.3)

For simplicity, we will simply refer to this latter as Young’s inequality and to (2.2)
as to generalised Young’s inequality.

o The Holder inequality: assume €2 C R? with d > 1 be a bounded domain. Let the
exponents p, q,r be such that 1 < p,q < oo, Zl) + % = %, and let f € LP(Q2) and
g € L%(€2). Then it holds that

fge L'(Q), and || fgll- < [If]5llglly

o The Poincaré-Wirtinger inequality: suppose 2 C R with d > 2 be a bounded
domain with Lipschitz boundary I'. Then,

[o][} < Ca([|[Voll® + |val®)  forevery v €V, (2.4)

where the constant C;, > 0 depends only on ).

2.2.1 The Gronwall Lemma

Let us collect here one version of the celebrated Gronwall’s lemma in integral form.
For the proof, we refer the reader to, e.g., [19].

Lemma 2.1. Let T > 0, g € L'(0,T;R) a.e. non-negative on [0,T], and a be a
non-negative constant. Moreover, let f : [0,T] — R be a continuous function such
that

f(t) < a—i—/otg(s)f(s)ds Vtel0,T].

Then, it holds that

f(t) <aexp (/Otg(s)ds> Vit € [0,T].

2.3 Continuous and Compact Embeddings

As far as some well-known results concerning continuous and compact inclusions of
Sobolev spaces are concerned, we recall the following results which can be found, e.g.,
in [[6, Thm. 10.9, Thm. 10.13] (see also [1, Thm. 4.12, Thm. 6.3] and [20]).

Theorem 2.2. Let Q) C R? with d > 1 be a bounded domain with Lipschitz boundary
I'. Moreover, suppose that 1 < p; < 00, 1 < py < 00, and k1, ko > 0 be some integers
with the convention that W°?(Q)) := LP(2) for every 1 < p < oo. Then, the following
holds:

15
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o If ky > ko we have the continuous embedding
ki,p1 ka, - d d
WrPLH(Q) C WPP2(Q)  if k’l—p—12k2—p—2.

Moreover, there exists a positive contant K which depends on ), d, p1, k1, pa, ko such
that

[ullwes e o) < Kllullwen ), for every u € WhH(Q).

o If k1 > ko we have the compact embedding

WhPH(Q) cC WRP(Q) if k- L >k - L

p2°
o If ky > 1 we have the continuous and compact embedding

I/Vkl’p1 (Q) CcC Ckz (ﬁ) lf k‘l — p% > k’g.

Remark 2.3. It is worth noticing that, as an easy consequence of the above results,
in the case d € {2,3}, we have the following well-known continuous and compact
embeddings:

o Foreveryp € [1,00],q € [1,00) ifd =2 and every p € [1,6],q € [1,6) if d = 3,

HY(Q) c LP(Q), HY(Q) cc LYQ).

o Ifd = 3 we have the following continuous and compact inclusion (which also holds

ford =2)

H?*(Q) cc C°(Q).

2.3.0.1 The Aubin-Lions Lemma

The Aubin—-Lions lemma, also known as the Aubin—-Lions—Simon lemma, is a funda-
mental tool in the theory of evolutionary partial differential equations since it provides
an important compactness criterion. In fact, a typical way to establish the existence
of a solution of an evolutionary PDE is to first construct approximate solutions (e.g.,
Galerkin solutions, see below) and then prove that there exists a subsequence of ap-
proximate solutions which converge, in a suitable sense, and whose limit yields a so-
lution to the original equation. In many instances, the Aubin—Lions lemma provides
sufficient compactness to ensure the existence of such a subsequence.

Lemma 2.4. Let X, X, X, be Banach spaces such that

X(] cCc X CX;.

Namely, we assume that X is compactly embedded in X and that X is continuously
embedded in X,. Moreover, let p, q such that 1 < p,q < oo. Then:
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o Ifp < oo it holds that

{ve LP(0,T;Xy) : 0w € L1(0,T;X,)} CC LP(0,T; X).

o If ¢ > 1 it holds that

{ve L*(0,T; Xo) : 0w € LU0, T; X1)} cc C°([0,T); X).

Proof. See, e.g., [141, Sec. 8, Cor. 4] (see also [[118, Thm. 5.1, p. 58]). O]

Remark 2.5. We will apply the Aubin—Lions lemma several times using the following
compact inclusions:

H*(Q) cc H'(Q) cc L*(Q), L*(Q) ~ (L*(Q)* cc (HY(Q))* cc (H*(Q))*.
In particular, for d = 3, it follows that

H(0,T; (H'(Q))") N L>(0,T; H'(Q)) < C°([0,T]; L*(9)),

0,
H'Y(0,T; L*(2)) N L*(0,T; H(Q)) cc L*(0,T; L"()), r € [1,6),
HY0,T; L*(2)) N L*(0,T; H*(Q)) cc L*(0,T; H(Q)),
HY0,T; L*(Q)) N L>=(0,T; H*(Q)) cc C°([0, T); W' (Q)), r € [1,6).

Moreover, using W' (Q) cC C°(Q), r € (3,6), we also deduce that

HY0,T; L*(Q)) N L>=(0,T; H*(Q2)) cc C*(Q).

2.4 Important Tools for the Well-posedness

2.4.1 The Neumann-Laplace Problem

The homogeneous Neumann—Laplace problem with source term f (which has to pos-
sess zero mean value to be solved) reads as

—Au=f in{,
Optt =0 onl.

(2.5)

Moreover, we recall that the Neumann—Laplace operator may be seen as a variational
operator by setting

—A:V =V (—Av,w) = / Vv -Vw, Yov,welV. (2.6)
Q

For convenience, we set

H(Q) :={veV ivg=0}, (H(Q) ={ eV :v5=0}, @7
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where v denotes the mean value of v as introduced by (2.1). Then, it is well known,
as a consequence of the Poincaré—Wirtinger inequality (2.4)), that the restriction of —A
to H'(92) is positive definite and self-adjoint with well-defined inverse

N = (A1 (HYQ) = HY(Q).

Namely, we have that for every f € (H(Q))*, u = N'f € H*(Q) is the unique weak
solution to (2.5)) with zero mean value, meaning that

(—Au,v>:/QVu-VU:<f,v>, Ve H'(Q).

This allows us to define the inner product
(u*,v%), := (VNu*, VNV, Yu*,v" e (H'(Q), (2.8)
and the associated norm ||-||, := (-, )i/ ?. Moreover, it follows that

(—Au, Nv*) = (v* ), Yue H(Q),v" e (H(Q)", (29)

(W, Nu*) = (W', Nv*) = (v*,u"),,  Vu o e (H(Q)" (2.10)

Besides, it is a standard matter to show that in the larger space VV* we can simply
introduce the norm, again indicated with ||-||., given by

Vi U= (IVN T = o)l + lpl?) 7, Yot eV

which yields an equivalent norm on V* (thanks, e.g., to the open mapping theorem).
Then, due to (2.10) we infer that, for every v* € H'(0,T;(H'(Q))*) and for almost
every t € (0,7T), we have the identity

(@ (1), Nv™(8)) = 5 — [l ()12
Furthermore, let us introduce the Riesz isomorphism of V' given by
R=I-A:V=>V" (Ruv) ::/(VU-VU—I—UU), Vu,veV.
Q

It is well-known that Ry yields an isomorphism from W to H with well-defined
inverse R~ : H — W. As above, for the inverse map R~! : V* — V, we have the
identities
(Ru, R™"0*) = (v*,u), Yu eV, Yo* e V™,
(w*, R = (v, R7Mu*) = (u*, v")y-, Vu*,v* € V¥, (2.11)
where the symbol (-, -)y+ denotes the dual inner product in V*. Furthermore, for every
f € V it holds that

1P =0 =RERT) < FIIVIRT flIv < I fIIvIIF
Besides, if v* € H'(0,T; V*) we have, for almost every ¢t € (0,7T), that

1d
(O™ (1), R0 (1)) = = —[|v* ()2 (2.13)

V. (2.12)

18



2.4. Important Tools for the Well-posedness

2.4.2 The Faedo—Galerkin Scheme

Approximation schemes such as the Faedo—Galerkin one are powerful tools to prove
the existence of solutions for evolutionary partial differential equations. The idea be-
hind this procedure can be schematised in the following steps:

o Select a Schauder basis by means of eigenfunctions {w, }; of a certain PDE which
allows to introduce the Galerkin approximated problem which consists in a finite-
dimensional ODE system in the finite subset W, := span{wy, ..., w, }.

o Employ well-known results for systems of (non-linear) ODEs, like the Picard—Lin-
delof theorem or the Carathéodory theorem, to establish the well-posedness of the
approximated system.

o Show that the approximating solutions are independent of n, being n the dimension
of the finite-dimensional subspaces W,,. This is usually checked by showing some
a priori estimates for the approximated solutions which are independent of 7.

o Pass to the limit in the approximating system in a suitable sense as n — oo and show
that the limit yields a solution to the original problem. This usually requires the use
of weak and weak star compactness arguments and the aforementioned Aubin-Lions
lemma.

From spectral theory we obtain the classical result below: see, e.g., [108]].

Theorem 2.6. The eigenfunctions of the Neumann—Laplace operator form an
orthonormal Schauder basis in L*(Q2) which is also orthogonal in H* ().

Next, we recollect some fundamental classical tool for establishing the existence
and uniqueness of an initial value problem. In this direction, let us refer, e.g., to [32]]
and the references therein for more details and the corresponding proofs.

The classical (forward) Cauchy problem can be formalised as follows:

Let D C R xR¥andlet f : D — R? with f = f(¢,y). For a given initial datum
(to,¥o) € D and an interval / C R containing ¢,, we consider the Cauchy problem:

{Y’(t) = [f(t,y(t) inl,

(2.14)
y(to) = Yo.

A fundamental result to solve (2.14) is the Picard-Lindel6f theorem, also known as
Cauchy-Lipschitz theorem.

Theorem 2.7 (Picard—Lindelof’s Theorem). Let D C R x R% and let f : D — R?
with f = f(t,y) be continuous and locally Lipschitz continuous with respect to its
second variable. Hence, for every admissible initial datum (to,yo) € D there exists an
interval I C R containing t, so that the initial value problem problem (2.14) admits

a unique classical solution y in [ in the sense that all the following conditions are
fulfilled:

y € CY(I; RY), y(t) € D forevery t eI, y(to) = yo.
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Notice that the above result require f to be continuous on D. However, after in-
tegrating the first equation in (2.14) and using the initial condition, it is clear that we
can consider a weaker notion of solution by just assuming that y satisfies the integral
equation

t
Y(t)ZYO+/ f(s,y(s))ds, VtelL (2.15)
to

The existence result that can be established for this formulation is known as
Carathéodory’s existence theorem.

Theorem 2.8 (Carathéodory’s Theorem). Let D C R x R% and let f : D — R< with
f = f(t,y) satisfies the Carathéodory conditions on D. Hence, for every admissible
initial datum (ty,yo) € D there exists an interval I C R containing t, so that the
initial value problem problem [2.14)) admits a unique weak solution in I. Namely,
there exists a unique absolutely continuous function'y : I — R which fulfils
and solves for almost every t € I.

2.4.3 Maximal Monotone Operators and the Yosida Approxima-
tion

Let us here briefly review some basic notions concerning maximal monotone opera-

tors in Hilbert spaces as well as the associated Moreau—Yosida approximation. Let us

mention that lots of the following results can be extended to the framework of Banach

spaces and that, as usual, we tacitly identified the dual 7* with A and denote the norm

and the inner product of H by ||-|| and (-, -), respectively. For further details and the

corresponding proofs, we refer the reader, e.g., to [19, Chapter 3], [10], [[135, Chapter
4].

Definition 2.9. Let H be a (real) Hilbert space and let A be a possible multivalued
operator A : H — 2% with domain, range and graph defined, in this order, by

D(A):={z e H: Az #0}, R(A):={ye Ax:x € D(A)},
G(A) :={(z,y) e Hx H:x € D(A),y € Az}.

Then, the operator A is said to be monotone if
(f—g,2—y) >0 Vx,ye D(A), feAx, ge Ay.
Moreover, the operator A is said to be maximal if
(f—g,x—y) >0 VY(y,9) € G(A) = z€ D(A), fe€ Ax.

For a maximal monotone multivalued mapping it can be shown that, for any A\ >
0, denoting by I the identity operator of H, the operator I + AA is surjective, i.e.,
R(I + AA) = H. This entails that for every given datum u € H, there exists a couple
(x, f) € G(A) which solves the problem

r+Af=u, f[fe€Ax.
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Hence, for every A > 0, we can introduce the so-called resolvent operator 7, and the
associated Moreau—Yosida approximation A, by

_ I—(IT+XA)™ 1

j/\ = ([—l—)\A) 1, A)\ = ( ) :—<[—j)\>
A A

Let us recall that 7y and A, are Lipschitz continuous operators with Lipschitz constant
equal to 1 and %, respectively. Moreover, we denote by A°x the element of minimum
norm of Az, i.e., forevery z € D(A)

[A%z]| := inf{[| f[} : f € Az},
and recall that it holds
[Axz| < [[A%][, A >0,
and, as A — 0,
Ayx — A°z  weakly in H,Vx € D(A).

As well-known, a fundamental class of maximal monotone operators, sometimes
referred to as subpotential maximal monotone operators, is given by the subdifferen-
tials of proper, convex and lower semicontinuous functions.

Theorem 2.10. Ler 3 : H — R := R U {400} be a proper (i.e., not identically +0o0),
convex and lower semicontinuous function. Then, its subdifferential § := 05 : H —

28 defined by
Ble)={f € H:By) > Bx)+ (f,y—=2) VyeH}, =ze€D(p)

is a maximal monotone operator.

Lastly, for every A > 0, we set the Yosida approximation of B by
A 1 A
- {20}
Ba(x) = inf Syl —yl"+ By)
and recall that B \ 1s convex, Fréchet differentiable and it holds that

Ba(z) < B(x) foreveryxz e HA>0, [Ba(z) /B(x) asA— 0.

Let us now present the following basic result which explains in which sense a
proper, convex and lower semicontinuous function in H induces a proper, convex and
lower semicontinuous function in L?(0, T’; H) in a canonical fashion.

Theorem 2.11. Assume that B tH — R be a proper, convex and lower semicontinuous
operator. Let B : L*(0,T; H) — R be the function given by

Blw) = {ffﬁ(u(t))dt if B(u) € L1(0,T),

+00 otherwise.
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Then, B is proper, convex and lower semicontinuous operator in L*(0,T; H) and it
holds that

£€dBu) < £(t) €df(ut)) foraete (0,T). (2.16)
Setting 3 := 83 and B := OB this reads as

€ Bu) < £(t)e€p(u(t)) foraete (0,T)

and, from the above theorem, that they yield maximal monotone operator on H and on
L*(0,T; H), respectively.

Proof. At first we note that Bis proper as B is so. Moreover, being ﬁ convex, let us
claim that B can not attain the value —oo anywhere. In fact, from the convexity of B
we infer the existence of a positive constant ¢ and y € H such that

B(z) > c+ (y,x) forevery z € H.
Let now u;, 1 = 1, 2, be two element of the domain of
D(B) :={u e L*(0,T; H) : B(u) € L'(0,T)}
and, without loss of generality, we can assume that
ui(t) e D(B) forae.te (0,T), i=1,2

Hence, it suffices to integrate over time the convexity condition of & given by

~

B (t) + (1= Nus(t)) < AB(ua(t)) + (1= N)B(us(t)) YA € [0,1].

As we will employ Fatou’s lemma we can directly assume that B is non-negative.
If that is not the case we can perturb 3 and define 3(u) := 5(u) + ¢(1 + ||u/|?), where
¢ has to be chosen large enough so to have the non-negativity of /3. Then the following
lines will imply that A is lower semicontinuous which in turn implies the same property
for (. Next, let {u, }, C L2(0,T; H) be a sequence such that

u, — u  strongly in L2(0,T; H). (2.17)

Assume by contradiction that B is not semicontinuous. Then, there exists a subse-
quence {ny }x such that

A

B(u) > lim B(uy,, ).

k—o0

Moreover, (2.17) entails the existence of a subsequence {ny, }; such that, as j — oo,

Un,, (t) = u(t) stronglyin H fora.e.t € (0,7T)
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and therefore that

B(u(t)) < lim infB(unkj (t)) fora.e.t € (0,7T).

Jj—00

Thus, integrating over time the above expression and using the Fatou’s lemma we
obtain a contradiction.

We are then reduced to show that (2.16) holds. In this direction, let ¢ € L?(0,T; H),
£(t) € dB(u(t)) for a.e.t € (0,T). Then, for a.e.t € (0,T) it holds that

(€(t), v(t) — u(t)) + Blu(t)) < B(u(t)) forevery v € L*(0,T; H).

Again, an integration over time produces § € QB(U) Thus, the proof is completed.
]

2.5 Minimisation Problems in Hilbert Spaces

In the second part of this thesis, we will deal with some optimal control problems
for the systems (L.I)—(1.3) and (T.4)—(1.6). Since these problems are essentially con-
strained optimisation problems in Banach spaces, we recollect here some basic results
related to constrained minimisation problems first in the Euclidian space R? and then
in a generic Banach and Hilbert space.

2.5.1 Minimisation Problems in R¢
To begin with, let us state the natural extension of the celebrated Weierstrass’ theorem.

Lemma 2.12. Let K be a closed subset of R% and f : RY — R be a lower semicontin-
uous function over K. Then, if K is compact the minimisation problem

min f(x) (2.18)

xeK

admits a solution x,, meaning that
dxo € K st f(xo) < f(x) VxeK.

Proof. Here, we just provide a sketch of the proof since the result is very standard and
classical.

o First step: consider a minimising sequence {x; }» C R, i.e., a sequence such that

lim f(x) = inf f(x)=:A

k—o00

and notice that A < +o00 or A = —o0.

o Second step: since K is compact, we are allowed to extract a convergent subse-
quence. Namely we deduce that there exists an element x, € I, since K is also
closed, and a subsequence {k;}; such that x;; — X, as j — o0.
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o Third step: we now make use of the lower semicontinuity of f to infer that

f(x0) < liminf f(xx;) = lim f(xz;) = A
0o j—s00

J1—
so that x; is the minimiser are looking for.
]

Lemma 2.13. Assume that the assumptions of Lemma hold. Moreover, suppose
that K is convex and that f is strictly convex over K, i.e., it holds that

fix+ A =ty) <tfx)+ 1 -0)f(y) Vte(01),xyeKx#y. (219
Then, the solution to the minisation problem (2.18) is unique.

Once the existence of a minimiser has been established, a natural goal is to obtain
some first-order necessary conditions for optimality. In this direction here is the main
result.

Lemma 2.14. Let K be a closed and convex subset of R? and f : R? — R be differen-
tiable on K. Hence, every minimiser X satisfies the following variational inequality

Vf(xg) (x—%9) >0 ¥VxeK. (2.20)
Proof. Let xy be a minimiser. Then, we have
f(xo+t(x—x%¢)) — f(x0) >0 VxeK,te(0,1).
Thus, we divide by ¢ and pass to the limit as ¢ — 0 to infer that
df(xo)(x —x0) = Vf(x0) - (x—%0) >0 VxeK
producing the claim. 0

Combining the above lemmas, we have:

Corollary 2.15. Let K be a bounded, closed and convex subset of R% and f : R — R
be a lower semicontinuous function (strictly convex) over K. Then, there exists a
(unique) minimiser xo € K. Moreover, if f is differentiable, the minimiser x, neces-

sarily (and sufficiently) fulfils the variational inequality (2.20)).

2.5.2 Extension to Banach and Hilbert Spaces

The above results have been presented since they contain all the key ingredients to
generalise the minimisation problem in the framework of Banach and Hilbert
spaces. Arguing in a similar fashion, let J : U — R be a functional and let U,q be
a subset of a reflexive Banach space U/. Then, we are going to study the following
optimisation problem:

min J (v). (2.21)

VEULq
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To prove the existence of minimisers, we aim at mimicking the strategy employed
in the proof of Lemma[2.12] The first step can be repeated exactly in the same fashion.
As for the second step, we would like to invoke some compactness principles. The
difference is that in infinite dimensions, bounded and closed sets are not necessarily
compact with respect to the strong topology. However, assuming {/ to be a reflexive
Banach space we can restrict ourselves to work with the weak topology as it holds that
from every bounded sequence we can extract a weakly convergent subsequence. It is
then enough to ensure that every minimising sequence is bounded which is straightfor-
wardly true if U,q4 1s bounded or if it satisfies some suitable weak coercivity property.
Notice that we will also employ that a closed and convex set of a reflexive Banach
space is weakly sequentially closed. Thus, we can repeat the proof of Lemma (2.12))
to obtain the following extension:

Thegrem 2.16. Let U be a reflexive Banach space, U,q C U be closed and convex and
let 7 : U — R. Furthermore, we assume that

o Either U,q is bounded or, if it is unbounded, it holds that

JW) = +o00 as vy — +oo.

o [J is weakly sequentially lower semicontinuous, i.e.,

u—v = J) < lilgninfj(vk).
—00

Then, there exists u € U,q such that

J (@) = min J(v).

VEULq

Moreover, if J is strictly convex, the minimiser U is unique.

Besides, we can generalise Lemma [2.14] and obtain the following variational in-
equality determining the first-order necessary conditions for optimality.

Thegrem 2.17. Let U be a reflexive Banach space, U,q C U be closed and convex and
let J : U — R be Gateaux differentiable. Then, every minimiser u necessarily fulfils

DeJ (@) (u—1) >0 Vu € Uy, (2.22)

where D(;j (w) stands for the Gdteaux derivative of j atu. In addition, if j is convex,
the minimiser u is unique and the above variational inequality yields also a sufficient
condition for minimality.

2.5.3 The Abstract Control Problem

Optimal control theory has undergone a fast development in the past few decades be-
coming an independent and fundamental branch of applied mathematics on its own.
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Roughly speaking, an optimal control problem aims at finding the smarter choice to
address the solution of a problem by minimising suitable quantities which may repre-
sent, in a general sense, some costs. Here, we follow the classical notation u for the
control variable which goes back to the first Russian’s contributions in which u was
employed in analogy with the Russian word “upravlenie” for control.

More precisely, if we should outline the mathematical structure of an optimal con-
trol problem, the following ingredients will be in order:

o A differential equation F'(y,u) = 0, called state equation, describing the governing
physical phenomenon we have to deal with.

o Two variables: the control variable u, which belongs to a set of admissible controls
U,q (which is usually a closed and convex subset of a Banach space), and the as-

sociated state variable y = y(u) which depends on u and solves the state equation
F(y(u),u) = 0.

o A cost functional 7 (y, u) to be minimised which depends both on the control vari-
able u and on the solution y to the state equation (in which u appears).

o Possible further constraints on the state variable y or on the control variable .

Thus, a generic optimal control problem consists of looking for the best admissible
strategy (i.e., the choice of the control v € U,q with the associated state y(u)) which
leads the cost functional J to be minimised. Namely, it can be formulated as the
constrained minimisation problem

min J(y,u), subject F(y,u) =0, u € Uaq. (2.23)

Classical goals from the theoretical viewpoint are establishing the existence of a min-
imiser and providing first-order necessary conditions for optimality. As these latter are
concerned, they usually read as a variational inequality that every optimal control has
to verify.

Once a well-posedness result for the state equation F'(y,u) = 0 has been proved,
it is possible to define the solution mapping, also known as control-to-state operator,
which assigns to every admissible control u € U,q4 the unique corresponding solution
to F'(y(u),u) = 0. Namely, we set

S:Ug— Y, S:urylu),

where the space ) stands for the functional space in which the solution y belongs.
Moreover, the operator S allows us define the so-called reduced cost functional

Trea(u) = T (8(u), u),
which reduce (2.23) to

min Jreqa(u), subject u € Uyg,
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where the constraint “y yields a solution to the state equation” is implicitely captured
by the definition of J..q. Notice that this last form of the optimal control problem
turns out to be a classical minimisation problem in Hilbert spaces as analysed in
the previous section (with the choice j = Jred)-

Let us refer the reader to the well-written book [[146]] for more details on basic no-
tions of optimal control theory for linear and semilinear parabolic differential equations
(see also, e.g., [105,(119}/128]).
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CHAPTER

Mathematical Analysis of a Family of
Local Tumour Growth Models

This chapter is devoted to the investigation of the well-posedness of the local model
(T.1)—(1.3), depending on « and 3, with the following specifications:

o The thickness parameter ¢ and the surface tension parameter -y are set to one.

o We postulate constant mobilities m and n: without loss of generality we let m =
n=1.

o We neglect the chemotaxis contribution (as well as the active transport effect), i.e.,
x = 0.

o For the source/sink terms S! and §? we consider linear phenomenological laws for
chemical reactions as introduced in (1.22).

Summing up, the family of models under consideration in this chapter reads as

adyp + Opp — Ap = P(p) (o — p) in Q, (3.1
= B0 — Ap + F'(p) in Q, (3.2)
0o — Ao =—P(p)(oc—pu)+yg in Q, (3.3)

with positive coefficients o and (. It is worth noticing that, compared to the abstract
system (T.1)—(T.3)), we add a generic source function g in equation (3.3) which will
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play the role of control variable later on in Chapter [5] Moreover, we complement
the above system with classical homogeneous Neumann boundary conditions for all
the involved variables and we prescribe some initial conditions. Namely, we endow

(B.1I)-(B.3) with

Onp = Onjt = Ono =0 on Y, (3.4)
©(0) = o, p(0) = po, 0c(0) =00 in Q. (3.5)

To begin with, we establish the weak and strong well-posedness of (3.1)—(3.5) under
general assumptions for the potentials F' assuming « and (3 to be fixed positive con-
stants; secondly, we discuss the asymptotic behaviour of the system as these relaxation
parameters approach zero. This family of systems have already been investigated as far
as weak well-posedness is concerned in [36,38,39] for the case «v, 8 > 0 and in [78]] for
the case a = 3 = 0, respectively. Moreover, P. Colli et al. established in [38,39] how
these relaxation parameters affect the behaviour of the solutions to system (3.1)—(3.5))
specifying in which sense the solutions to the relaxed system (3.1)—(3.3) converge to
the solutions to the limit system, obtained from (3.1))—(3.5) by formally setting o and/or
B equal to zero, as the parameters « and /3 approach zero both separately and jointly.
In this direction, let us anticipate that the results presented in Section [3.T]and Section
@ are not original but, however, we have decided to recollect there the statements of
the obtained results for reader’s convenience since they will play a fundamental role in
the asymptotic analysis for the corresponding optimal control problems performed in
Chapter[5]

Let us also mentioned the works by P. Colli et al. [42,45]], where the model (3.1)—
(3.5) has been extended to the fractional case with x = 0 (and g = 0). Namely, instead
of the Laplace operators, present in all the equations in (3.1)—(3.5)), they consider some
fractional powers of selfadjoint, monotone, unbounded, linear operators having com-
pact resolvents. Moreover, they discuss the asymptotic behaviour of the system as the
coefficients v and (3 tend to zero.

Concerning the long-time behaviour analysis for similar models, we point out the
paper [36]], where the omega-limit set is shown to be non-empty in the case « = § >
0,Xx = 0 (and g = 0). We also mention the contribution [30] by C. Cavaterra et al.,
where the convergence of any global solution to a single equilibrium as time goes to
infinity in the case «, 5 > 0, X = 0 is proved by prescribing suitable decaying property
for the source term g. Lastly, we refer to the recent work by H. Garcke et al. [97]]
which establishes the existence of the associated global attractor in a suitable phase-
space defined via mass conservation, including the highly non-trivial chemotaxis effect
in the case « = f = 0,x > 0 (and g = 0). In this direction, see also [126], where
A. Miranville et al. investigated the existence of the global attractor for a similar local
model as (3.I)-(3.5) with & = § = x = 0 (without any source term g) in which the
constitutive assumption (I.24) has been employed instead of (1.22).
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3.1. Weak Well-posedness

3.1 Weak Well-posedness

The weak well-posedness of the system (3.1)—(3.5) can be established under the fol-
lowing structural assumptions:

Al P : R — Ris non-negative, bounded and Lipschitz continuous.
A2 We assume
F:=F +F >0, (3.6)
where
Fy : R — [0,+00] is proper, convex, and lower semicontinuous,
and
F, € CY(R), Fy:R— R is Lipschitz continuous, F}4(0) =0

with Lipschitz constant denoted by L. Let us notice that the subdifferential OF} :
R — 2R is a maximal monotone operator (see, e.g., [19, Ex. 2.3.4, p. 25]) with
domain denoted by D(0F7) and we postulate that 0 € 9F;(0). For convenience,
with a slight abuse of notation we set F'(-) := 0F;(-)+ F3(-) and employ the same
symbol to denote the operator induced on L?(Q) (cf. Section .

Remark 3.1. It is worth noticing that all the classical choices for the potentials given
by (1.7), (1.8) and (1.9) comply with the requirement A2. Indeed, they enjoy the split-
ting required by (3.6) with the following prescriptions:

1 1
Frng(S) = _847 Freg,Q(S) - Z__l(l — 282)’

4
1+ s)In(1+5)+ (1= s)In(1 — )], s € (—1,1),
EOgJ(‘S) = 21910g27 l.fS < {_17 1}7
~+00, otherwise,
9
Eogg(s) - _70327

Faona(s) = I-11)(s),  Faoba(s) = ¢(1 — %),
where, for every subset E C R, Ig(-) stands for the indicator function of E defined as

1o(s) = {o ifs e E,

+00 otherwise.

Furthermore, we stress that the subdifferential of the convex part of the above poten-
tials may generate a multi-valued function (in the case (1.9)) so that, the term F'(y)
in 3.2) (¢f. (4.2)) has to be treated using a selection & € OF,(yp) or as a differential

inclusion.
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We now present the weak well-posedness result for the system (3.1)—(3.5) with
a, f > 0 which was first established in [36] and then slightly improved in [38]].

Theorem 3.2 (Existence of weak solutions: «, 5 > 0, [36, Theorem 2.2], [38, Theo-
rem 2.2]). Assume A1-A2 and let o, 3 € (0, 1). Let the initial data (o, 1o, o)

satisfy
wo € H'(Q), po,00 € L*(Q), F(po) € L'(Q), (3.7)

and let the source term g € L*(0,T; H). Then, the system B3.1)—-(3.3) admits a unique
weak solution (o, i1, 0, €) in the sense that

w € H'Y(0,T; H)N L>(0,T; V)N L*(0,T; W), (3.8)
w0 € HY(0,T;V*) N L®(0,T; H) N L*(0,T;V), (3.9)
£ L*0,T; H), (3.10)

and (907 M, 0, 5) veriﬁes

@lan+ o))+ [ Vi Vo= [ P = e,
p= Pop — Ap + &+ Fy(p), E€IFi(p) ae inQ,

(Bta,v%l—/ Vo =— /P v+/gv,
0 0

for every v € V and almost everywhere in (0,T), and the initial conditions
©(0) = o, p(0)=po, 0c(0) =00 inf
Proof of Theorem[3.2] For the proof we refer the reader to [36}38]]. O

Remark 3.3. In the case I' = Fo, the last condition of (3.7) is a straightforward
consequence of Sobolev’s embedding theorem and the growth rate of the potential. In
fact, we have that Fee(s) = O(s*) as well as oo € V C L*(Q) producing the claim.

Theorem 3.4 (Continuous dependence: «, 3 > 0). Assume A1-A2 and let o, €
(0,1). Then there exists a constant K, > 0 such that, for any triplet of initial data

{(ph, 1, 08) }iy i = 1,2, satisfying (3.7) and for any respective weak solutions {(p;, j1;, 0:, &) b,

1 = 1, 2, obtained from Theorem and source terms g; € L*(0,T; H) it holds that

[(cvptr + 1+ 01) — (oo + @2 + 02) || o0,y + |11 — 2l 220,700

+ H<P1 - %02HL00 0,7;H)NL2(0,T;V) T+ H01 - U2HL°°(0,T;H)mL2(o,T;V)
< K (Jlaud — 1) + (24 = #) + (0 — aD)llv-)

+ K1(llgr = gallzzoran + b = £l + llot = o). (3.11)
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Proof of Theorem First of all, let us set for convenience the following notation
P i=p1 =, L= = flg, 0i=01— 0y, §i=6 — &,

Ri = P(@z)(az - Mz) 1€ {17 2}7 g =391 — g2,
Yo =05 — g, Ho = fig — Mo, O = g — T (3.12)

We then write the system (3.1)—(3.3) for { (s, i, 04,&) }i» @ = 1,2, and take the dif-
ference of the equations to obtain that

Ot + Opp — Ap = Ry — Ry in Q, (3.13)
p=PB0kp —Ap+ &+ (Fy(p1) — Fi(p2))  inQ,  (3.14)

0o —Ao=—(Ry— Ry)+g in Q, (3.15)

Onft = Opp = Ono =0 on Y, (3.16)

©(0) = o, p(0) =po, (0) =09 inQ.  (3.17)

Now, we add (3.13)) with (3.15)) and add to both sides of the new equation the term
[t 4 o to obtain that

Olap+eo+0)+R(p+o)=g+p+o in Q, (3.18)

where R is the Riesz operator associated to V' defined in Subsection [2.4.1] Moreover,
recalling the properties pointed out by 2. 11)—([2:13), we multiply (3-18) by R~ (au +
¢+ 0), (3.14) by —¢, and (3.13) by o, add the resulting equalities, and integrate over
(); to infer that

slent ot Wit + [ Gt oontero)- [ on

oF
B 1
+Sle@P+ [ 1VeP+ [ ot gloiP+ [ 1VoP
Qt Q1 Q¢

2 E 2 1 2
b+ Sl + 5ol

= =1 +12413

1
= §||Oéﬂo + o + o0

t
+/ (g+pu+0,R (ap+p+0))
0

=:Is

- / (Fip1) — Fi2)) — / (P¢1) — P(¢2)) (o1 — )0

t t
/

Ly—11412
- [ Peo-wo+ [ go. (3.19)

—
=T, =T 412

From now onward, whenever an estimate will appear, let us convey to denote by I;
the i-th line on the right-hand side, whereas we specify with I the j-th term on the
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i-th line. Notice that the sixth term on the left-hand side is non-negative due to the
monotonicity of 0F} and that the second term on the left-hand side can be developed

as
o [l [ 1ot [ werara) [ pos [ o
t t t t t

so that we keep the first two terms on the left-hand side of (3.19), whereas the other
terms are moved to the right-hand side and include them in I,. Using the assumptions
on the initial data we readily have that I; is bounded above by a constant and
from Young’s inequality that

vV Oé,U+<,0+0’Hv*

t
|112|§/Hg+u+<f!
0

2
V*s

t t
§5/||9+M+0|%/*+C(5)/||04M+90+0|
0 0

for a positive ¢ yet to be chosen, and due to the continuous embedding V* C H and
Young’s inequality we also have that

t t a
5 [llg+u+olfe <8 [Ng+u+al?<$ [ WPac [ (P + o)
0 0 Qt t

provided we choose ¢ sufficiently small. Moreover, combining the Holder inequality
with the Sobolev continuous embedding V' C L*(2), and using the Lipschitz continu-
ity of P and F3, we realise that

t
Li<C / loll(lonlla + o)l + C /Q P
0 t

t
<c / lell(lolly + ) llolly + C /Q of?
0 t

1 t
<3 [ (P 19eR)+0 [l + hmlillel® +C [ 1of
t 0 t
1
<5 [ (ot ver)ee [ o
t Q¢

where we also use the regularity of the solutions ¢ and p; expressed by (3.9). Fur-
thermore, [, can be easily bounded owing to Young’s inequality and the boundedness
of P as

«
<5 [ WP+ [ (0P 41l + o)
Qu Qs

Hence, upon collecting the above estimates, we infer that, for a sufficiently small 6 and
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for every ¢ € [0, 77, it holds that

o] 8
S e
Qt Q¢

1 1
+ [l g [ 19eP 4 Sl
Q¢ Qt

o+ ¢ +0)(0)

1 3 1
< §||04M0 + o0 + oo+ + §||900H2 + §|\(70||2

t
+C/Hmu+¢+®@ﬂi%+CLJWP+wF+WW
0 t

so that Gronwall’s lemma produces the claim. U

3.2 Strong Well-posedness

This section is entirely devoted to discussing the strong well-posedness of the system
@B.I)-(B.3) with , 8 > 0, where with strong solutions we mean that the equations of
the system (3.1)—(3.3)) are fulfilled pointwise in ). Moreover, under natural additional
assumptions on the phase variable at the initial time we are able to establish the so-
called separation property which is of utmost importance to handle singular potentials
like (1.8)) and (1.9). For instance, for singular potentials, this property guarantees us
that, as soon as the phase variable remains strictly detached from the boundary of the
domain of the potential at the initial time, 1.e., g it is not a pure phase, then the order
parameter  stays away from the pure states and assumes values only in a compact
subset of the domain of the potential for the whole evolution. As a consequence, we
derive that the solution is a physical one, meaning that ¢ just assumes physically ad-
missible values between —1 and 1. Besides, the singular potentials may be regarded as
Lipschitz nonlinearities opening the possibility for further mathematical investigations.
For the strong well-posedness result, in addition to A1-A2, we require that:

A3 P e C*(R).
A4 Setting (—(, () := Int D(OF}), with ¢ € [0, +oc], we prescribe that

F e (4,0, lim F'(s) = +o0.

s—E(0)T

It is worth underlying that due to the regularity of the potential required above we no
longer need the selection & in equation (3.2)) as the derivative of I’ can be now defined
in the classical manner.

Theorem 3.5 (Existence of strong solutions and separation principle: a, 3 > 0).
Assume that A1-A4 are fulfilled. Moreover, let o, 3 € (0,1), g € L*(0,T; H), and let
the initial data satisfy

0o €W, o€ H'(QNLXEK), o9 HY(Q), (3.20)
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as well as that
(1o + Ao — F'(¢0)) € L*(9). (3.21)

Then, the system (3.1)—(3.5)) admits a unique strong solution (p, i1, o) which satisfies

o e Wh(0,T; H) N H"(0,T; V) N L>®(0,T; W), (3.22)
p,o € HY(0,T; H)N L™(0,T; V)N L*0,T; W), (3.23)
pE€ L=(Q), (3.24)
and that
@ € C([0,T];C°(Q)), p,0 € C([0,T];V). (3.25)

Moreover, there exists a constant Ky > 0, which depends only on structural data, o
and 3 such that

lpllw.00 0,7y (0.1 )L (0,05w) + ||| 51 0,751y oo (0,759 L2 (0,059 )L ()

+ ol a1o,7;m)nL 0,7 )nL2 0,1y < Ko (3.26)
In addition, let us assume that
Js0 € (0,€) : ||¢oll ) < so- (3.27)
Then, there exist a constant s* € (sg, () such that

sup [lo(t)[ L) < 87, (3.28)
te(0,7)

which entails the existence of a constant K3 > 0 such that

lellco@ + max |17 (0) =@ + max 1PV () 1<) < K. (3.29)

Remark 3.6. It is worth pointing out that (3.21) is automatically fulfilled in the case
of polynomial growth type potentials. In fact, let for instance F' be a q—polynomial
growth type potential for some q > 1, i.e.,, F(s) = O(s?). Then, the continuous
embedding W C LP(2), which holds for every p, directly produces the claim.

Proof of Theorem[3.5] The proof can be rigorously carried out within the framework
of a Faedo—Galerkin scheme by constructing approximate solutions and then passing
to the limit as the discretisation coefficient tends to infinity. For the sake of brevity, we
limitate ourselves to present formal a priori estimates for the solutions which can be
however reproduced rigorously employing a Galerkin scheme.
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A Priori Estimates

First estimate: To begin with, we add to both sides of (3.2) the term ¢. Next, we
multiply (3.1)) by u, the new (3.2) by —0,, and (3.3) by o, add the resulting equations
and integrate over (); and by parts to obtain

%Ilu(t)HQ + /Qt Vil + ﬂ/@t O ]* + %Hw(t)HQv
1 9 2 2
+ [ Fe®) s gloi+ [ 19of+ [ oo

a 1 1
Z—HuonJr—Honvar/Fl(wo)Jr—HO’oHQ
2 2 Q 2

(. 4

~
= =[1+12413+17

+/ 90+/ 90&:90—/ Fy(0)op =1 + L.
t t Qt

~
=l =I1+13+13

The boundedness of I; readily follows from the assumptions on initial data (3.20),
while [, can be handled using Young’s inequality to infer that, for every 6 > 0,

1 1
el <5 [ 1o+ [ 10428 | lal+0) [ (ol + )

Qt Q¢
Hence, we choose § < g so that Gronwall’s lemma yields that

1/2
||90||H1(0,T;H)0L°°(0,T;V) + ||M||L°°(O,T;H)0L2(O,T;V) + ||F1 (QD)HL/OO(O,T;Ll(Q))

+ ol Lo 0,31y 220,130y < C. (3.30)

Second estimate: We multiply (3.1)) by 0;u and (3.3) by 0,0, add the resulting equa-
tions, integrate over (); and use (3.30) and the boundedness of the proliferation func-
tion P to deduce that

||M||H1(0,T;H)0Loo(0,T;V) + ||U||H1(0,T;H)mLoo(o,T;V) <C. (3.3

Third estimate: Equations (3.1)) and (3.3)) show an elliptic structure with respect to
and o, respectively. Furthermore, we are assuming the initial data 1y, 09 € V' and both
the forcing terms are bounded in L?(0,T; H) due to the above estimates. Therefore,
straightforward computations along with the elliptic regularity theory produce that

|\l 20,0y + ol 220,y < C.
Fourth estimate: We rewrite equation (3.2)) as the nonlinear elliptic equation
—Ap + Fi(p) = f, = p— B — Fy(p), (3.32)

where the forcing term f,, is bounded in L?(0, T'; H) due to the above estimates. Next,
we multiply the above identity by —Ay and integrate over ). Again, this testing
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procedure can be rigorously justified within a Galerkin scheme. Then, using Young’s
inequality we have, fora.a.t € (0,7),

1801+ [ FEADIVROF < [ 1F0I1A0] < 51001 + 51701

The last term on the right-hand side is bounded and the terms on the left-hand side are
non-negative since I}’ is so. Hence, we realise that

Al 2200 < C

so that elliptic regularity theory and then comparison in (3.32)) leads us to obtain that

el 20,0y + 1 FL (@) L200,mm) < C. (3.33)

Fifth estimate: The following estimate can be carried out rigorously, e.g., within a
time-discretisation scheme which we avoid by virtue of simplicity. Thus, we formally
differentiate equation (3.2)) with respect to time, multiply the resulting equation by 0;,
and integrate over (), to get

/ 1o =B | O dhp — / (ADp) Do + / (FI () + FY(9)) |0rgl?.
t Qt t t

Using integration by parts, the boundary conditions (3.4) and the first of (3.20), we
deduce that

t

Slaetl+ [ v+ [ Finaek = Jlago)F

_/ Fy (9)|0vp]? + 0 Ot Orep,

where the terms on the left-hand side are non-negative. The first term of the right-
hand side is bounded due to assumption (3.21]), whereas the last two integrals can be
estimate as follows by using the Young’s inequality and the Lipschitz continuity of £/

1
_/ F2”(80)|8t80’2 + Ot Opp < C |at80|2 + 3 |8tu|2.
t Qt Qt Qt

Thus, recalling (3.30) and (3.31)) we obtain that

HSOHWLOO(O,T;H)mHl(o,T;V) <C.

Sixth estimate: We take again into account the form of equation (3.32)). Due to the
above estimate, we realise that the source term f, is now bounded in L>(0,7"; H).
Hence, by repeating the previous argument we end up with a L>°(0,7"; H)-bound of
A so that elliptic regularity and comparison in (3.32) leads us to improve (3.33)) and
deduce that

el Loe 0,5y + 11 (@) || oo 0,731 < C, (3.34)
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which, by the Sobolev embedding W C L*°((2), also entails
lellz(@) < C- (3.35)

Moreover, let us notice that (3.23) are now immediate consequences of classical com-
pact embedding results.

Seventh estimate: Before moving to proving the separation principle (3.28), we obtain
a propedeutic uniform bound for the chemical potential x in L°°(¢). This can be
achieved by applying [114, Thm. 7.1, p. 181] to the first equation (3.1). In fact, (3.1))
can be rewritten as a parabolic equation as

alye — Ap = f, == P(p)(o — ) — Opp in Q,
Onpt =0 on Y,

w1(0) = po in Q.

Due to (3.20) and to the above estimates we readily deduce that g € L*(2) and
fu € L*=(0,T; H) so that a direct application of [114, Thm. 7.1, p. 181] produces

el ey < C, (3.36)

which concludes the proof of the first part of Theorem [3.5]

The Separation Property

With the above estimates, we are now ready to address the separation property for the
phase variable given by condition (3.28). This property will be crucial to obtain (3.29),
i.e., some uniform bounds on the phase variable and on the nonlinear functions F(y)
and P () as well as on their higher-order derivatives. This bound will be fundamental
in Chapter [5] to handle the optimal control problem since it will allow us considering
singular, while regular, nonlinearities like the logarithmic potential Fj,,. Moreover,
notice that (3.29) straightforwardly follows once we show that the phase variable ¢
enjoys the separation property.

Eight estimate: Let us refer to [41, Proof of Thm. 2.6, pp. 992-994], where sim-
ilar computations were performed to infer the separation result. To begin with, we
rearrange equation as the parabolic system

Bowp — Ao+ Fl(¢) = f=p—Fj(p) inQ,
Onp =0 on Y, (3.37)
©(0) = w0 in Q.

Using the above estimates, we readily infer that f € L>°(Q). Then, we multiply the
first equation of (3.37) by

[Fi(@)[~" signy = [F{(¢)P*Fi(p)
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for a fixed p > 2, and integrate over (J; and by parts to derive that, for every ¢ € [0, T,

8 / Fololt) + (- 1) / FIQIF P2Vl + [ E)P

Q¢
3 / Fie)+ | TIF@F " signe, (338)

where we put

Fu(s) ::/ |F(s)[P~! sign s ds.
0

Furthermore, notice that the terms on the left-hand side are non-negative since p > 2
and F}' is non-negative. As the right-hand side is concerned, the first term can be
handled owing to (3.27) which entails that | F} ()| is bounded by a positive constant.
Namely, implies the existence of a constant A/ > 0 such that

5/97:17(900) SBMP_I/QWM <P,

As for the last term of (3.38)), by using the generalised Young inequality (2.2), we
obtain that

. 1 1 1 1
FIF(@)  signe < =C7+ — | |F{(p)|"™" <+ — [ |Fi(p)]",
Q: p p Q¢ p Q¢

where p’ stands for the conjugate exponent of p, i.e., % + I% = 1. Upon collecting the
above estimates, we infer that (3.38)) reduces to

1 /

— [ [Fi(p)" <7,

Qt
leading to
IF1()llr@) < C, (3.39)

for a positive constant C' which is independent of p. Since the above procedure is
independent of p, we can iterate the argument and deduce that (3.39) holds for every
p > 2 so that it is a standard argument to pass to the limit and deduce

IF1 (@)l =@ < C
which in turn implies that
IF"(@)llz=@) < C

so that (3.28)) follows. Lastly, from (3.28) we easily deduce (3.29) concluding the proof
of Theorem =
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Exploiting the strong well-posedness established in Theorem [3.5] we are able to
improve the stability estimate presented in Theorem[3.4] This new result will be crucial
to handle the corresponding optimal control problem addressed in Chapter [3]

Theorem 3.7 (Refined continuous dependence: o, 5 > 0). Suppose that A1-A4 hold
and let o, € (0,1). Then there exists a constant K, > 0 such that, for any pair of

initial data {(}, b, 08)}i, @ = 1,2, satisfying B20)~(3-21) and for any respective
strong solutions { (i, i, 0;) }i, i = 1,2, obtained from Theorem[3.3] and source terms
gi € L*(0,T; H) it holds that

||901 - 802||H1(0,T;H)0Loo(o,T;V) + ||M1 - ,UQHLOO(O,T;H)OLQ(O,T;V)

< Ki(llgr = g2l + b — GRllv + g — wdll + llog = o3l (3.40)

Proof of Theorem[3.7} Here, we employ the same notation as in (3.12)) and consider
again the system of the differences (3.13)—(3.15). We then add to both sides of (3.14)
the term —¢, test (3.13) by 1 and this new second equation by —0,¢. After adding the
resulting equalities and integrating over (); and by parts we obtain that

Qo 1
Sl + [ 1vul+5 [ 1062+ SleIR
Q¢ Q¢

o 1
< Sl + 3lenll + [ (i = ol

t

- / (F/(@l) - F/<%02))at80 +/ O =: I + Iy. (3.41)

t t

The first two terms on the right-hand side are readily bounded due to the assumption on
the initial conditions, whereas the third term on the right-hand side T3 can be bounded
using (3.9), Young’s and Holder’s inequalities, the boundedness and Lipschitz conti-
nuity of P and the Sobolev embedding V' C L*(€2) to conclude that

1< [ 1Plel + bl + | 1P = Pleal(on] = Dl
t
SC/UW+WW+CAM%MMM+MMMM
t
SC/UW+WW+QAWMNM@+MMJ

< C(llgr = gell o an + o = &1l + llod — o)

where we also used that oy and p; enjoy (3.9) and Theorem [3.4] Let us notice that we
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also tacitly employ that

1P(p1) — P(p2)]|4
< C[|P(p1) — Ple2)llv
< O([[P(p1) = P(p2)l| + [[P'(01)Vipr — P'(02) Vi)
< Cllgr = @2/l + CI(P (1) = P'(02))Vipr + P(02) V(o1 — 02|

< CO(llgr — @2l + o1 — 2l IVl + [V (1 — @2)|)
< Cllelly

which follows from the Cauchy—Schwarz inequality and the regularity enjoyed
by (1. On the other hand, the last two terms on the right-hand side can be handled by
using Young’s and Holder’s inequalities to infer that

Io| <26 [ [Depl* +C ) [ |ol?+C(6) | [F' (1) = F'(g2)
Q¢ ¢ Qt

Q
<2 [ 0wk +C) [ 1o
Q¢ Q1

for § > 0 yet to be fixed and where in the last estimate we invoke the fact that F” turns
out to be Lipschitz continuous in its domain due to the separation property (3.28).
Hence, we take o small enough and apply the Gronwall lemma to obtain that

[l mr 0,7z 0,73v) + I 1ell £oo 0,752 (0,13v)
< Cllgollv + [leoll + llooll + [lgllz2o.7:m)) (3.42)

concluding the proof of Theorem 3.7 O

3.3 Vanishing Viscosities Analysis

This section is completely devoted to addressing the asymptotic behaviour of the sys-
tem (3.1)—(3.3) as the relaxation parameters « and /3 approach zero. This investigation
has been the main goal of some papers by P. Colli et al. [36,[38,39]. In those works it
was addressed the asymptotic behaviour as & — 0 with 8 > 0 and fixed, the asymp-
totic behaviour with o > 0 and fixed as § — 0, as well as the joint asymptotic & — 0
and 5 — 0. Moreover, the authors pointed out the specific mathematical framework
under which the asymptotic can be performed and also proposed the corresponding er-
ror estimates which in turn allow them to derive the uniqueness of the solutions to the
limiting systems. Before diving into the details by stating the results there established,
let us briefly mention the mathematical challenges that they have to overcome in those
passages.

Passage to the limit as o — 0: In the first asymptotic scenario o — 0, the parabolic
relaxation term «0,p in (3.1)) vanishes resulting in a lack of temporal regularity on the
chemical potential ;. Hence, as usually happen for the classical Cahn—Hilliard equa-
tion, to bound 2 in L%(0,T'; V'), a key argument is to derive some bounds on the spatial

44



3.3. Vanishing Viscosities Analysis

mean of the chemical potential which can be deduced from the second equation (3.2))
as soon as we prescribe that the potential is defined on the whole real line and that it
possesses some ‘“controlled" growth. In this direction, a natural growth condition on
the potential has to be assumed (c.f. (3.46)), allowing for any polynomial or first-order
exponential potentials. As far as the error estimate is concerned, which in turn entails
the uniqueness of the solution to the limit system, a rate of convergence of order o'/?
is obtained under the further restrictions that the proliferation function P(-) is a non-
negative constant and that /" has a polynomial growth of power four, still covering the
case of the classical quartic potential F., (c.f. (3.53)).

Passage to the limit as 3 — 0: As for the vanishing of the viscosity term [S0;¢
in equation (3.2) we obtain, as expectable, a loss of temporal regularity on the phase
variable. However, the presence of the relaxation term a0t with @ > 0 in allows
passing to the limit in a very general setting including singular potentials. In fact, we
only requiring some smallness type assumptions on the relaxation parameter « (c.f.
Theorem [3.13). Again, a corresponding error estimate is obtained with a convergence
rate of order 3'/2, and therefore the uniqueness for the limit system is guaranteed.

Passage to the limit as a, 3 — 0: The joint passage to the limit as both the pa-
rameters « and 5 go to zero has been investigated by [38] under a combination of the
above restrictions.

3.3.1 Asymptotic Analysis as o — 0

As mentioned, the discussion of the asymptotic analysis as & — 0 in (3.1)—(3.5) has
been addressed in [39]]. For the reader’s convenience, we recollect here the main results
there obtained which will be useful later on in Chapter[5] To begin with, let us specify
the notion of weak solution to the system (3.1)—(3.5)) with o = 0.

Definition 3.8. A quadruplet (¢, p, 0,&) is said to be a weak solution to system (3.1))—
@B.5) with a = 0 if

0 € H'(0,T; H)N L>(0,T; V)N L*(0,T; W),
pe L*0,T;V),
o€ HY(0,T;V*)YNL>(0,T; H)N L*(0,T;V),
€€ L*0,T; H),

and (. 1,0, €) verifies
@)+ [ Ve vo= [ Plo)o - (3.43)
Q Q
=00 —Ap+E+Fp), E€dF(p) aeinQ, (3.44)
(0o, v) + / Vo -Vu=— / P(p)(o — p)v + / qu, (3.45)
Q Q Q
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for every v € V, almost everywhere in (0, T') and the initial conditions
p(0) = o, 0(0)=00 inQ.

The existence of a solution to (3.1)—(3.5) with & = 0 in the sense of the above
definition is obtained in [[39]] under the following restriction for the potentials:

AS There exists a positive constant C'p such that
D(Fy) =R, [0F°(s)| < Cr(1+ Fi(s)) foreverys € R, (3.46)

where OF7 () stands for the element of OF) (-) having minimum norm as intro-
duced in Section

Let us remark that condition (3.46) is satisfied by (I.7) and by any other polynomial
growth type potential (or first-order exponential potentials), whereas it is not verified

by singular potentials like (1.8)) and (1.9).

Theorem 3.9 (Asymptotics: o — 0, [39, Theorem 2.5]). Suppose that A1-A2, AS
hold and let o, 3 € (0,1). Let the initial data (o, o, 00) satisfy (3.7) and let the
source term g, 5 € L*(0,T; H) be such that gs € L*(0,T; H) and go.3 — gg strongly
in L*(0,T; H) as a« — 0. Then, denoting by (pa. g, la.s, OapsEap) the unique weak
solution to (3.1)~(3.3) obtained by Theorem[3.2] it holds, as o — 0,

ap — ps  weaklyin H'(0,T; H) N L*(0,T; W), (3.47)
Hap — tg  weakly in L*(0,T;V), (3.48)
Ouap — 0p weaklyin H(0,T;V*) N L*(0,T;V), (3.49)
Cap — & weaklyin L*(0,T; H), (3.50)
Qo — 0 weakly in H(0,T;V*), and strongly in L*(0,T; V), (3.51)

possibly for a subsequence and the limits (g, jig, 05,&3) and gs solve system (3.1))—
(3.5) with o« = 0 in the sense of Definition[3.8] Moreover, up to a subsequence, we also
have the strong convergence

o — s stronglyin L*(0,T; H). (3.52)
Proof of Theorem 3.9} For the proof we refer to [39]. O

The uniqueness of the limit system is proved as a consequence of a suitable error
estimate between the solution to (3.1)—(3.3) with « > 0 and with a = 0, respectively.
In this direction, two further restrictions have been postulated:

A6 P is a non-negative constant.

A7 F € C*(R) and there exists a positive constant C such that

|F”(s)| < Cp(1+s]?) forevery s € R. (3.53)
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Notice that (3.53) prevents the singular choices (I.8)) and (1.9)) to be considered, whereas
(1.7)) is still included.

Theorem 3.10 (Error estimate: o — 0, [39, Theorem 2.6]). Assume A1-A2, A5-A7,
and let o, 3 € (0,1). Let the initial data (o, o, 00) satisfy (3.7). Then, the solution

(¢s, 1, 03, &) to BID-(B3) with o = 0 in the sense of Definition 3.8 obtained from
Theorem [3.9)is unique.

Moreover, denoting by (Yo g, la.s Oa., Ea,p) the unique weak solution obtained by
Theorem[3.2|with o, § > 0, it holds that
[0a,8 = ©sllLeo.r;mnrz0,rv) + [|Ba,s — #sllL20,1v)
+ |oa,s — 08l Loe 0,120,y < K (041/2 + 1908 — 98ll20mm))  (3.54)

for a positive constant K which may depend on 3 but it is independent of .
Proof of Theorem For the proof we again refer to [39]. U
Combining the above theorems we end up with:

Corollary 3.11. Assume A1-A2, A5-A7, and let § € (0,1). Then system (3.1)—(3.5)
with o = 0 admits a unique solution in the sense of Definition 3.8}

3.3.2 Asymptotic Analysis as 3 — 0O

Here, we follow the same structure of the previous section by first introducing the
notion of weak solution to (3.1)—(3.5) with 5 = 0 and then presenting the results
related to the asymptotic as 5 — 0 for the system (3.1)—(3.5).

Definition 3.12. A quadruplet (p, i, 0,£) is said to be a weak solution to (3.1)—(3.5))
with 8 = 0 if
0 € L0, T; V)N L*0,T; W),
e L(0,T; H)Y N L2(0,T; V),
ap+@ € HY(0,T;V*),
o€ H'Y(0,T;V*)N L>*(0,T; H)n L*(0,T; V),
€ L*0,T; H),

and (p, 1,0, €) verifies

(Ohlap + ), / V- Vo= [ Ple)e = (355)

= —Ap+E&+ Fp E€IFi(p) ae inQ, (3.56)

(00, v) + / Vo - Vv = —/ P(p)(o — p)v + / gu, (3.57)
Q Q Q

for every v € V, almost everywhere in (0,T) and

(ap+¢)(0) = apg + po, (0) =0¢ infd (3.58)
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Theorem 3.13 (Asymptotics: S — 0, [39, Theorem 2.2]). Assume A1-A2. Let the
initial data (pq, 110, 00) satisfy and let the source term g, 3 € L*(0,T; H) be
such that g, € L*(0,T; H) and go5 — g strongly in L*(0,T; H) as § — 0. Then,
there exists o € (0, 1) such that, denoting by (Yo g, fta,8: Oa8, Ea,p) the unique weak
solution to (3.1)-(3.5) obtained by Theorem 3.2\ with o € (0, ) and B € (0,1), it
holds, as 5 — 0,

Dap — Yo weakly star in L=(0,T; V)N L*(0,T; W), (3.59)
Lo — Ho weakly starin L°°(0,T; H) N L*(0,T; V), (3.60)

Oup — 0o weakly in H'(0,T;V*) N L*(0,T;V), (3.61)

Oi(Qpia s + Pap) = O + ©a) weakly in L2(0,T; V™), (3.62)
Cap — Ea weaklyin L*(0,T; H), (3.63)

Bas — 0 stronglyin H'(0,T; H) N L*(0,T; W), (3.64)

possibly for a subsequence and the limits (pq, lio, Oa, &) and g, solve system (3.1)—
(3.5) with B = 0 in the sense of Definition Moreover, up to a subsequence, we
also have the strong convergence

Vap — o strongly in L*(0,T; H). (3.65)
Proof of Theorem[3.13] For the proof we refer to [39]. O

Here, a suitable error estimate can be derived in a general framework under an
additional smallness type assumption on the relaxation parameter c.

Theorem 3.14 (Error estimate: 5 — 0, [39, Theorem 2.3]). Suppose A1-A2. Let the

initial data (q, o, 00) satisfy (3.7). Then, the solution (py, lia; Ta,Ea) to BI)—B.3)
with 8 = 0 in the sense of Definition is unique.

Moreover, there exists gy € (0, o) such that denoting by (9o g, fta.8s Ta8,Eap)
the unique weak solution obtained by Theorem [3.2|with o € (0, ) and 3 € (0,1), it
holds, as 5 — 0,

HSOa,,B - SDaHLQ(O,T;V) + Hﬂa,ﬁ - ,UaHLQ(O,T;H) + HUa,ﬁ - UaHLOO(O,T;H)mL?(o,T;V)
+ [(apta,s + Pap + 0a,s) = (Al + Pa + o)l L0177+
< K, (@1/2 + 1908 — gaHLz(O,T;H)) (3.66)

for a positive constant K, which may depend on o but it is independent of 5.
Proof of Theorem For the proof we again refer to [39]. O
Combining the above results we conclude that:

Corollary 3.15. Assume A1-A2 and let o € (0, o). Then system (3.1)—(3.5) with
B = 0 admits a unique solution in the sense of Definition[3.12]
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CHAPTER

Mathematical Analysis of a Family of
Nonlocal Tumour Growth Models

This chapter provides a unified mathematical treatment of the family of nonlocal dif-
fuse interface models for tumour growth (T.4)—(1.6) which takes into account long-
range interactions occurring in biological phenomena. In particular, we are now con-
sidering the nonlocal system (T.4)—(T.6) with the following specifications:

o The thickness parameter € and the surface tension parameter y are set to one.

o We prescribe constant mobilities m and n: without loss of generality we let m =
n = 1.

o For the source/sink terms S' and S? we assume linear kinetics as expressed in (T.24).

o We consider two different non-negative constants X and 7 for the chemotaxis param-
eter and the active transport rate, respectively. Let us refer to [96] (see also [90]),
where the authors explained how these two mechanisms can be decoupled. This
choice will be extremely useful since several mathematical results hold under the
assumption X > 0 while n = 0.

As already pointed out, the model in consideration couples a nonlocal Cahn—Hilliard
type equation for the tumour phase variable with a reaction-diffusion equation for the
nutrient concentration, and allows for significant mechanisms such as chemotaxis and
active transport effects. The first part of the chapter is devoted to the analysis of the
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system when both the regularisations a0, 1 and S0, are present, i.e., o, 3 > 0. Under
this assumption, a rich spectrum of results is presented: weak well-posedness is first
addressed, also including singular potentials like and (I.9). Despite the generality
of the existence result, we can provide a stability estimate, which in turn entails the
uniqueness of weak solutions, just under the restricting assumption 1 = 0. Then, under
suitable conditions on the potential setting, existence of strong solutions enjoying the
separation property is proved. This allows also to obtain a refined stability estimate
with respect to the data, including both chemotaxis and active transport. In the second
part, we study the asymptotic behaviour of the system as the relaxation parameters o
and (3 approach zero both separately and jointly, and exact error estimates are obtained.
As a by-product, the well-posedness of the corresponding limit systems is established.

Summing up, the two-parameter class of nonlocal models we are going to deal with
in this chapter reads as:

QO+ Opp — Ap = (Po — A) f(p) in Q, 4.1)
p=Bowp +ap—Jxp+ F(p) —xo in Q, (4.2)
0o — Ao + B(o — 05) + Cof(p) = —nAgp in Q, (4.3)
Ot =NOnp — Oqo =0 onY,  (4.4)
1(0) = po,  ©(0) = o, (0) =09 in Q. (4.5)

It is worth pointing out that it corresponds to a nonlocal variant of the local model
proposed by H. Garcke et al. in [96]. In fact, at least formally, by setting « = 5 = 0
and by substituting the nonlocality ap — J * ¢ with the “corresponding local term”
—Ap, we obtain exactly a particular case of the system analysed in [96]. We refer to
Section[I.4]for more details on the modeling aspects and the meaning of the occurring
variables.

Let us immediately point out that the above nonlocal model is new in the literature
so that all the mathematical results revisited in this chapter are original and established
in [[134]] by the author in collaboration with L. Scarpa in contrast to the situation of the
local model (3.1)—(3.5)) for which lots of results were already known.

Up to the author’s knowledge, there are still few contributions devoted to the math-
ematical analysis of nonlocal tumour growth models of phase-field type of which we
mention [[79,/81}84,(133]] (see also [59,/124]], where some results for the standard non-
local Cahn—Hilliard equation with source terms can be found).

4.1 Weak Well-posedness

This first section is devoted to the weak analysis of the system (4.1)—(@.5]) when both
the regularisations v and [ are present. In this setting, we investigate existence of
weak solutions, even when singular potentials as (1.8) or (1.9) are present, including
chemotaxis and active transport. Secondly, we show that without active transport,
1e., 7 = 0, continuous dependence on the data (hence uniqueness) holds for weak
solutions. This limitation will be overcome later on when dealing with strong solutions
(cf. Theorem [4.8)), which however restricts us to avoid considering the singular and
non-regular double-obstacle potential (I.9).
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B1
B2
B3

B4

BS

The following structural assumptions on the data will be in order in this section.

P, A, B,C, x,n are non-negative constants.
f R — [0,400) is bounded and Lipschitz continuous.
os € L>(Q) and

0 <os(x,t) <1 forae. (x,t) € Q.

F = F; + F, > 0, where
Fy : R — [0,+00] is proper, convex, and lower semicontinuous,
and
F, € C*(R), Fy:R — R is Lipschitz continuous, F3(0) =0.

In particular, the subdifferential 0F; : R — 2R is well defined in the sense of
convex analysis, and we require that 0 € 0F}(0). The Moreau regularisation of F}
and the Yosida approximation of 0F} are defined, respectively, as

Fi )R —[0,+00), Fi\(s) :== F1(0) +/ Fi\(r)dr, seR,
0

and I—(I+XoFy)™!
Fl,:RoR, Fl, = +A D

where [ stands for the identity operator (see Section for more details). We
recall that F7 , is +-Lipschitz continous and we set

F)\ = Fl,)\ + FQ.

The kernel J € W' (R) is such that J(x) = J(—x) forae. x € R?, d € {2,3}.
For any measurable v : {2 — R we use the notation

(5 0)(x) = / J(x—y(y)dy, xeQ.

and set a := J x 1. Moreover, we suppose that

x€eQ xeQ

a, := inf / J(x —y)dy = inf a(x) > 0,
Q

a* = sup/ |J(x —y)|dy < +o0, b* = sup/ IVJ(x —y)|dy < +o0,
o 0

xeN xEN

and we set ¢, := max{a* — a, 1}. Finally, we suppose that there exists a positive
constant C such that, for i = 1, 2, and s; # s5, we have

wp — W2

Ay + > C(), Vs; € D(@Fl), Yw,; € 8F1(sz) + FQI(SZ)

§1 — 82
Note that if F is of class C?, the last condition is equivalent to the classical one

a.+ F"(s) > Cy Vs e D(F).
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For convenience, we introduce the following upper bounds for the coefficients o and 3

. 1 1 2Cy

o = {4_ca’ max{1,a* — min{a*, Co}} 3(a* + b*)2 K2 }’ for=1, (46
where K|, denotes the norm of the continuous inclusion 4 C V*. This is only a
technical requirement on the coefficients, which is clearly not restrictive as a and 3
have to be considered as small perturbations.

The first main result deals with existence of global weak solutions to the system
(@.1)—(@.4) under very general assumptions on the data. In particular, we stress that
any type of potential as in (1.7)—(1.9) is included in this first result.

Theorem 4.1 (Existence of weak solutions: «, 5 > 0). Assume B1-BS, and let o €
(0, a0) and B € (0, By). Moreover, let the triplet of initial data (i, 11, 00) satisfy

o€V,  pm,oo€H,  F(g)e L' Q). 4.7)
Then, there exists a quadruplet (o, i1, 0, &) such that
w € H'Y(0,T; H)NnL>(0,T;V), (4.8)
w0 € H(0,T;V*)N L*0,T;V), (4.9)
£ L*0,T; H), (4.10)

where
= Bop+ap—Jx*p+E&+ Fy(p) — Xo, E€ Ol (p) aeinQ, (4.11)
with
©(0) =@, p(0)=po, 0o(0)=09 inQ,

and such that

@lan+ oo+ [ Vo= [(Po- s, 4.12)

(00, v) + /QVO‘ -V + /Q(B(O’ —o0g)+Coaf(p))v= 77/9ch Vv,  (4.13)

for every v € V, almost everywhere in (0,T).
Furthermore, if n = 0 and

0<o0p(x) <1 foraexeq, (4.14)
then o(t) € L*>(Q) forall t € [0,T] and it holds the comparison principle
0<o(x,t)<1 foraexecQ, Vte]|0,T]. (4.15)

It is worth mentioning that, in the case of singular potentials such as (I.8) and
(T.9), the assumption F'(¢y) € L'(Q) entails that ¢y € L>(Q) and that |py(x)] < 1
for almost every x € ).

Proof of Theorem To prove the existence of solutions we rely on an approximation
procedure based on two parameters n € N and A > 0, involving a Faedo—Galerkin
approximation on the functional space and the Yosida approximation on the potential,
respectively.
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The Approximation

Let {e;};en and {/;},en be the sequences of eigenfunctions and eigenvalues of the
Laplace operator —A endowed with homogeneous Neumann conditions, renormalised
in such a way that |le;|| = 1 for all j € N. Then it is well known that {e;}; yields
a complete orthonormal system in /H, and orthogonal in V. For every n € N, let
W, = span{ey,...,e,}, and define P, : H — W, as the orthogonal projection on
W, with respect to the scalar product of H. Then, as n — oo, it holds that P,v — v
in H (resp. V or W) for every v € H (resp. V or W). We then consider the following
approximated system: find a triplet (¢ ., ftan, Oxn) such that

Qs pixn + Orprn — Apian = (Poxn — A) f(oan) inQ, (4.16)
tan = BOxn + a0xn — J * ©xp 4 FX(@rn) — XOxn inQ, (4.17)
010xn — Aoan + B(0Orxn — 0sn) + Cornf(oan) = —1A@xn in@Q, (4.18)
Onfirn = NOnPrn — OnOrn =0 onY, (4.19)
fan(0) =Popo,  ©xn(0) =Prgpo, 0n(0) =P,og inQ, (4.20)

where 0g,, := P, 0g, in the form

SOAn X, t Zﬁkn ej X ) ,u)\,n(xy t) = Zw;\’n(t)ej(X%

U,\nxt Z

fort € [0,7],x € ©,and j € {1,...,n}. Moreover, we introduce the vectors
M W A0, T] — R,
by setting
IV = (0", 9T WM = (W W) A = ()T

Plugging these expression in (#.16)—(#.20) and taking arbitrary e; € W, as test func-
tions, for i = 1,...,n, we deduce that (¥, tixn, Orn) solves the approximated sys-
tem above if and only if the triplet (19’\’”, whn, 4*1) solves the following system of
ODEs, fori=1,...,n

aatwj’” + 8t19;\’n + liw;\’" = /Q (77 g ’y;"nej — A)f(i ﬁ;’”e])ei,

J=1
n

w)‘" = B@tﬁf"" + Zﬁ?’n / a€;eé; — Zﬁj’n/(ej * €j)€i
j=1 Q Q

=1

+ / F/{(Zﬁ;""eOei — Xy,
0" + 17" + B (7? " / US,n€i> +CY " / f ( > 192”%) eje; =Nl
Q - Q
j=1 m=1

ﬁj’n(o) = (9007 ei)v wi)\,n(o) = (M07 61'), ’Yi)\’n(o) = (UOvei)'
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Since f, F} : R — R are Lipschitz continuous and f is bounded, such initial value
system can be written in the form

{8t(19’\’”, w)\,n’ ,Y)\,n) — g)\,n(ﬁ)\m’ w)\,n’ ,},)\,n>7
(19)\7717 w)\,n’ WA’H)(O) = ((9007 61')7 (,U'Oa ei)7 (007 62')),

where gy, : R¥ — R3" is locally Lipschitz continuous and linearly bounded. Hence,
by the Cauchy—Peano theorem (cf. Section [2.4.2)), the system above admits a unique
global solution

,'_9>\,n’ ("))\,n7 ,Y)\,n c Ol([(], T], Rn),
implying that

QOA,na ,U/)\,ny O-A,n c Cl([oa T]y Wn)
are the unique solutions to the approximated problem (4.16)—(4.20).

Uniform Estimates

To justify the forthcoming passage to the limit, as n — oo and A — 0, we show that the
approximate solutions verify some energetic estimates which are uniform with respect
to A and n, still keeping o and 5 > 0 positive and fixed.

Testing @.16) by (i), by —0:prn, @.I8) by o) ,,, taking the sum and inte-
grating over (0, t), yields by symmetry of the kernel J, for every ¢ € [0, T,

(0]
i@+ [ 19sal?+5 [ forgaal?
t Q1
1

s [ I ylenale ) = aaly P dxdy + [ Bean(o)
QxQ Q

1
+ §||<7A,n(1t)||2 + [ IVoaal*+ / (B + Ch(pxn))loanl®
Q¢ t

Q 1
= Bl + / J(x — 9)|Papo(x) — Popo(y)P dxdy + / Fy(Paoo)
2 4 QxN Q

1
+ §||Pn0'0||2 +/ (,PO-AJL - A)f(gp)\,n),uk,n + X/ O-A,nat@)\,n

t t
+ B OsnOxn +1N VQOA,H . VO')\,n.
Q1 Qt
Now, note that by assumption BS we have that

1

3] Iy lona(xt) = onaly. O dxdy
QxQ

1
=5 [alonn = (5 orpnal(x,1) e
Ay 5 1
> S lern®IF = 317 % ern®llllora(®)]
a, —a*
> =5l I (4.21)
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and similarly that

1
3] I 3P~ Py dxdy
QxQ
1
— 5/[@|Png00\2 — (J * Prpg) Prpol(x) dx
Q
a* ‘I’a* i
B [P0l < a*[lpoll*.

Using that F\, > 0, (4.21)) along with the definition of ¢,, recalling also that f is non-
negative and bounded and that IP,, is a contraction on /7, owing to the Young inequality
we infer that

[0
Sisa®l +
t
Q 2 * 2 1 2, Ca 2
< EHMOH + a*||@ol|” + | Fa(Pro) |l 1) + 5“%” + 5”90An(t)”

1
+/Xpmm—Aﬁmeun+—/|mA2Hwa@M&M@
t Q¢

1
Visal 48 [ oueanl + Slorn@l? + [ [Voral
oF Qt

4

+ X/ O-)\,nat(p)\,n + n VQD)\JL : VU}\JL- (422)
t Q¢

Here, we recall that a* — a, > 0 which entails that ¢, = max{a* — a., 1} > 0. Then,

we test equation (.106) by 4c, (avpiy n + @a ) and by 4c, Ay, add the resulting
equalities and integrate over (0, ¢) and by parts, getting, thanks to assumption BS,

QCaH(O‘M)\,n + @A,n)(t)HQ + 4Caa/ |v:u>\,n|2 + 2caﬂ||v90>\,n () ”2

Q1

+ 4¢,C IViorn|?
Qt
< 2¢4||Pr(rpio + 900>||2 + QCaBHVPnSOOHQ

6y [ (Porn = A)f (o) @i+ ora)
t
+ 4ca></ Vorn - Vorn + 8cab™[oxnllr2 @0 Veornllr2 s,
t
from which we infer, thanks to the Young inequality and the boundedness of f, that
2¢a|l(apinn + rn) (O + deocr /Q [Viral* +2¢aB8 Viora()]1*
t

-+ QCaCO ‘VQO,\,nIQ

< dea||poll® + 4calloll® + 2¢aBl Vpol|* + 4eax Voxn - Vioan
Q¢

+C(1+/ |auA,n+soA,n|2+/ |¢A,n|2+/ |oxnl?) (4.23)
¢ Qt Q1
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for a constant C' > 0, independent of A\, n, , and 5. Summing (4.22) and @.23), we
infer that, possibly updating C,

(8%
§Hux,n(t)Hz + (1 +4ca) [ [Vinl? +8 [ [0wpanl®
Qt Qt

1
s lonaIP+ [ 1Vonal? + 2@ + orn) O]+

t

2Caﬂ||v90>\,n(t)”2 + 2¢,Cy |VSD>\,n|2
Q¢

(X *
< (5 + 4ca®) ol + (a* + 4c)llgoll* + 2681V ol + |F(Busgo) 2o

1 Cq
+ ool + SleantOF +x | orndipnn+ (4460 | Von - Von,

t t

+C(1+ ’@MA,n+90A,n|2+ \SOA,n|2+ ‘O-A,n|2)
Qt Q¢ Q¢

+ / (Poxn — A)f(oxn)ban- (4.24)

Note that
Cq
5Hw,n(t)||2 < Call(aprn 4+ oxn) (O + cac?®|lan (817,

where the two terms on the right-hand side can be incorporated in the left-hand side of
@24) as 2¢, — ¢, = ¢, > 0and § — c,0® > ¢ since a € (0, o). Furthermore, using
the Young inequality we have

X/ OrxnOrprn + (N + 4CaX)/ Vorx, Vo,
Q¢

Q¢
B X2 1 + 4c X)?
<O [ oona 4oz [ lonal?+ g [ Vol + T [ g,
Qt B Q¢ Q¢ t
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Collecting the above estimates, we infer that

o B
ZHMA,n(t)HZ + (1+4cea) | [Viaal* + 5 |0vpanl”
Qt Qt

1
4 lonalOIP + [ 1Vonal + call@pnn + onn) O

Qt

+2¢.8||Vprn(®)|)? + 2¢4Co / |V<,0A7n|2

t

3 "
< sallpoll® + (" + dea) [ 2oll” + 2¢aBlIVioll” + 1ExPaspo) 1)

1
4 gloal+ €+ [ ot onal+ [ lonal?+ [ fonal?)
Q1 Q¢ t

X2 1 + 4cX)?
+ o a2 [ Vo + (n + dea)” Vo2
25 Qt 2 Qt 2 Qt
+ / (PUA,n - A)f(SD)\,n),u)\,n- (425)

Moreover, the last term on the right-hand side can be easily bounded owing to Young’s
inequality.

Then, we fix A > 0, and since F) has at most quadratic growth (depending on \)
and ¢y € H, we have that || F;(P,¢0)| 1) < C» uniformly in n € N, for a certain
C\ > 0 independent of n. Therefore, Gronwall’s lemma yields that

2 2
||MA,n||Loo(o,T;H)mL2(o,T;V) + ||<PA,n||H1(0,T;H)mLoo(0,T;V)
2
+ HU/\,n”Loo(o,T;H)mm(o,T;V) < C, (4.26)
where the constant C), is independent of n (but not of « and ). Furthermore, by
comparison in equations (4.16) and (4.18]), we in turn deduce that

[0 (cvpirn + @A,n)Hi%o,T;v*) + ”atMA,nH%%o,T;v*) + |‘ata>\,nH%2(0,T;V*) < Cx. (4.27)

Passage to the Limit

We pass now to the limit, keeping « and [ fixed, first as n — oo and then as A — 0.
From the estimates (4.26)—(4.27) and Lemma we deduce that the exists a triplet
(¢, tia; 01), with
©ox € HY(0,T; H) N L™®(0,T;V), pir, ox € HY0,T; V)N L*(0,T;V),
such that, as n — oo,
©an — px  weakly starin H'(0,7; H) N L>(0,T;V),
and strongly in C°([0, T]; H),
fn — px  weakly in H(0,T;V*) N L*(0,T;V),
and strongly in C°([0, T); V*) N L*(0,T; H),
oaxn — 0y weakly in H'(0,T;V*) N L*(0,T;V),
and strongly in C°([0, T]; V*) N L*(0,T; H).
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Since F} is Lipschitz continuous and f is Lipschitz continuous and bounded, it is a
standard matter to pass the limit in the approximated problem @.16))—(@.20) as n — oo
to obtain, for every test function v € V,

(Or(apn +@r),v) + / Vi - Vo = /('PO')\ —A)f(pr)v, (4.28)
Q Q
o = BOipx + apy — J * ox + Fi(pr) — X0, (4.29)
(Orox,v) + / Voy - Vo +/[B(0A —og) +Coxf(pr)v = 77/ Vs - Vo, (4.30)
Q Q Q

almost everywhere in (0,7"), and

pa(0) = o,  ©x(0) = o, 0oA(0) = o9 a.e. in € 4.31)

meaning that the triplet ¢y, 11, o)) satisfies the analogous of conditions @.1T))—@.13))
at level \.

Clearly, by weak lower semicontinuity of the norms and the convex integrands,
passing to the inferior limit as n — oo in the estimates (4.26) and (#.27), and recalling
that ), < F', we infer that there exists C' > 0, independent of A\ (but not of a and f3),
such that

il 0,75 )nL2 vy + @Al 0,002 (0.13v)
+ ||0A||H1(0,T;V*)mL2(o,T;V) <C. (4.32)

Furthermore, estimate (4.32) readily implies, by comparison in equation (4.29), that
HF1/,,\(90A)”L2(07T;H) <C. (4.33)

Hence, there exists a quadruplet (¢, i, 0, §), with

p e H'(0,T; H)NL>(0,T;V), &€ L*0,T; H),
p,o € HY(0,T;V*) N L*0,T; V),

such that, as A — 0,

¢ — ¢ weakly starin H'(0,7; H) N L>(0,T; V),
and strongly in C°([0, T]; H),

iy — o weakly in H*(0,T;V*) N L*(0,T;V),
and strongly in C°([0, T); V*) N L*(0,T; H),

oy — o weakly in H*(0,T;V*) N L*(0,T; V),
and strongly in C°([0, T); V*) N L*(0,T; H),

Fi\(px) = & weakly in L*(0,T; H).
The strong weak closure of the maximal monotone operator OF; implies that £ €

OF) () almost everywhere in (). Moreover, by the Lipschitz continuity of F) and f,
and the boundedness of f, we have that

f(pr) = f(p)  strongly in LP(Q) Vp =1,
Fy(¢x) — Fy(p)  strongly in L?(0,T; H).

58



4.1. Weak Well-posedness

Consequently, letting A — 0 in the variational formulation of (4.28)—#.31)), we obtain
exactly (. TT)—@.13) completing the proof concerning the existence of weak solutions
in Theorem

Comparison Principle for o

We prove here the last assertion of Theorem (.1} concerning a comparison principle
for o under the additional requirement = 0. Testing equation (.13) by f (o) :=
(0 — 1), we have

GO+ [ £@VoP 4B [ fio)o-os)+¢ [ ful@latie) =
Q1 Q1 Q¢

where we have used the fact that f, (oy) = 0, being (-), the positive part function
defined by
(s)+ :=max{0,s}, seR.

Since f, is non-decreasing and f is non-negative, we infer that the second and fourth
terms on the left-hand side are non-negative so that

1
S e@IP+B | fi(o)(o—as) <0. (4.34)
Qt
Moreover, since og < 1 by assumption B3, we have that

B f+(a)(a—05):l’>’/ (60 —1)(c —0og) > 0.
Qt Qtn{o>1}

Therefore, coming back to (4.34), we realise that f, (o(f)) = 0 which gives us the
upper bound o (t) < 1 a.e in €, for every t € [0, 7], as desired. The lower inequality
follows by a similar argument testing by f_ (o) := —(o)_, where

(s)- = max{0, —s}, seR.
[

The second result concerns the continuous dependence of the data for weak solu-
tions. This result applies again to any choice of the potential £, but we are forced (so
far) to restrict ourselves to the case without active transport (i.e., n = 0). As a conse-
quence of the following result, we infer the uniqueness of the weak solution obtained
in Theorem 4.1 under the only additional requirement that 7 = 0.

Theorem 4.2 (Continuous dependence: «, 5 > 0). Assume B1-BS, and let n = 0,
a € (0,a0) and € (0, By). Then there exists a constant K > 0 independent of 3 such

that, for any pair of initial data {(o}, uh,08)}i, @ = 1,2, satisfying @.7) and @14),
and for any respective solutions {(p;, iti,04,&)}i, @ = 1,2, obtained from Theorem
it holds that
[(ps + ¢1) = (apa + @2)|| Lo rve) + [l — pall L2
+ 51/2”901 — ©2|lcoqom:my + 101 — @2l L2000y + |lo1 — 02|l coo,r1;mynL2 0,0
< K(|I(aug + w5) — (g + @) llv- + 8205 — @oll + llog — a3 l). (4.35)
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Proof of Theorem To begin with, we set

Q=1 — P2, fi= g — o, O0:=01—03 §:=& &,
o =00 = @0, Ho = fig — Mg, 00 = 0p — 0.

Then, we consider the difference of system (4.1)—(4.5]) written for the two solutions to
obtain

ad + Opp — Ap = Po f(p1) + (Poz — A)(f(e1) — flg2)) inQ, (4.36)
p=B0p+ap—Jxpo+E+ Fylp1) — Fy(p2) — Xo inQ, (4.37)
0o — Ao + Bo + Co f(p1) = Coa(f(p2) — [(p1)) —nAp in@Q, (4.38)
Ot = N0n — Ono =0 onY, (4.39)
1(0) = o, p(0) = o, a(0) =09 in Q. (4.40)

Next, we test the equation (#36) by R~ (ap + ¢), by —¢, @.38) by o, and take
the sum to get, after integration on [0, ¢],

sl + @O+ [+ Sl + [ lalol + 66 + (Fior) = Filea)gl

Q1
1 2 v 2 B C 2
+2H<f(t)|! + [ [Vol"+ [ (B+Cf(¢1))lo]
Qt Qt
1 3 1
= §H04M0 + wolly + EHSOOHQ + §H<70H2

+n Ve - Vo. (4.41)

Note that the last term on the left-hand side is non-negative due to the non-negativity
of f. Hence, using the monotonicity of 0F}; and recalling assumption BS, we have

| 1olol 0+ (Filon) — Fipael + | (BCrtonlel 2y [ 1ol

Moreover, under the assumption 77 = 0, we have, owing to the comparison principle
@.15) that oy € L>°(Q) with ||oa]|z(g) < 1 and that the last term on the right-hand
side of (#.41) disappears. Let us estimate the remaining terms on the right-hand side.
First of all, recalling that Ky denotes the norm of the inclusion H C V*, by the Young
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inequality we have that, for every 1, 5 > 0,

[+ Paften) + (Pos = ) (1) = F(ea)]R ap+ )

t
P2 f e
<o [ et [ el g [ o
Qt Q1

11 (P e
K2 - (R) /

ds.

Secondly, analogous computations yield

@/f¢+/]c@uwg—fwmw

X2+ C2| | F oo
S (52 |90’2+ 25 (R)
Qt 2 Q1

ol

Finally, we have that

v ds

/@uwws[wamewm

V* ds

smwwwlnﬂ@wmﬂ

a* +b*)? [*
s&(ﬂ@ﬂi———l/uﬂ$2

vds

(a* +b*

<o [ JolP+ /waw 9)IE.ds
Qt

ala* + b*)QKO2 9
= a/JM .

Rearranging the terms we deduce that

1 B
Shan+ QO +a [ 1+ S+ o [ 1o
Qt Q¢

1
+5lo®lP+ [ [voP
Q¢

I*

1 1,
< Sllaso + ol + 3ol

2 B
Ve T 2H<P0

+Cl0na) [ (oI + o+ ))IR) s

ala* + b*)2K?
+(&+( )O)a 2+ 35 [ lof
252 Qs Qs
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for some positive constant C'(dy, d2, @) depending on the data of the problem and «,

but independent of 3. Now, it clear that the last two terms on the right-hand side can be

incorporated in the corresponding ones on the left provided to choose and fix d;, o > 0

such that

ala* +b* ) K¢
209

An elementary computation shows that this is possible if and only if

ala* +b*)*K? _ Co

o1 + < 1, 309 < Cp.

2 3
which is indeed guaranteed since o < «y and by the smallness assumption on «y. The
thesis then follows by the Gronwall lemma. [

4.2 Strong Well-posedness

We then aim at investigating regularity properties of the solutions, and prove existence
of strong solutions as well as the separation result from the potential barriers.

Theorem 4.3 (Regularity: «, 5 > 0). Assume B1-BS5, let o € (0, ) and 5 € (0, fo).
Moreover, let the triplet of initial data (o, 1o, 00) satisfy (4.7) and also

350 e H: fo S aFl(gO()) a.e.in Q, Mo, 0o € ‘/, (442)

and suppose that t = 0 is a Lebesgue point for os with

o5(0) € H. (4.43)
Then, the solution (¢, j1,0,§) to @8)—~@13) given by Theorem{. 1| satisfies
@ € WH°(0,T; H) N L>®(0,T; V), (4.44)
p,o—ne € HY(0,T; H) N L>(0,T; V)N L*(0,T; W), (4.45)
o€ H(0,T; HYNn L>(0,T;V). (4.46)

Proof of Theoremd.3] To begin with, we improve the regularity of ¢ and o by show-
ing that the approximate solutions (p,, iy, o) to the system (4.28)—(@.31)) satisfy
further estimates uniformly in \. We proceed formally, to avoid a further regular-
isation on the system based on time discretisations. First, we analyse the system
(4.28)—@.31) at the initial time ¢ = 0 and let us claim that there exists a unique pair
(0402 (0), Oy ux(0), 0,02 (0)) € H x V* x V* such that, in €,

a@tm(O) + atQD)\(O) — Appy = (PUO - A)f((p()%
to = BOkpa(0) + ape — J * o + FX (o) — X0y,
0;0A(0) — Acg + B(og — 05(0)) + Coo f(po) = —nAepo.

Indeed, the existence and uniqueness of 9,0, (0) is given by the third equation and the
assumptions (@.7), @.42) and @.43)). It follows directly then from the second equa-
tion the unique definition for J;,(0), and finally from the first equation the one of
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Oy12(0). Furthermore, from the second equation and assumption (4.42)) it follows that
{0k (0)}, is uniformly bounded in H, which in turn yields that {0;u,(0)}, is uni-
formly bounded in V'*.

Bearing this in mind, we test (4.28) by 0,1, the time derivative of (4.29) by —0;,
(4.30) by 0;(ox — n¥2y), and take the sum: after integrating in time we obtain

1 i
o [ 10+ SO + S1oea®IF + [ @+ File)ioes

Qt

1
A [00x* + 511V (ox = nex) (D1

1 1
= S IVkl? + S10es O + 51900 = g0l + [ (Pox = A)f(ex)hen

t

+ / (J * (Dpr) + (1 + X)0102) Dupx
+ / (B(os — ax) — Cf(px)on) (Oior — ndipn). (4.47)

Now, the second term on the right-hand side is uniformly bounded in A thanks to the
remarks above, and so is the first one by assumption. Hence, recalling again BS, we
infer that

1 Ié]
a / Bunl + 51V O + S0t + G / Dpl?

o

1
+ 0,0 + §HV(0A —nex) (@)]1?
Q¢
o 1
<C+—= | |ogm]?+ —
9 a

1
L[ Pos— )R + 5 [ foon
Qt Q¢

2Jq
2

3
) [ ool + 5 [ IBlos — 0) = Cr(er)al*

+ (a* + (n+X)* +
2 Qt Qt

Taking the estimate (4.32)) into account and using the boundedness of f and og we
infer that

||Q0/\||I2/V1a°°(O,T;H) + ||:u/\||12L11(0,T;H)QL°°(O,T;V) + ||U>\||§{1(O,T;H)
+ llox — 7790/\||%°°(0,T;V) <C

for some C' > 0 independent of \. As we already know that {,}, is uniformly
bounded in L>(0,7; V) by (@.32), it is now a standard matter to pass to the limit as
A — 0. Recalling then (.8)-(.9) and using a comparison argument for the linear
combination o — 7¢, we have

© € W (0,T; H) N L>(0,T; V),

o —np € H(0,T; H) N L>(0,T;V),
o€ H(0,T; H)N L*(0,T;V).
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Moreover, note that (4.1]) and (4.3]) can be rewritten as
Oy — Ap = fi = (Po— A)f(e) — Oip in@, (4.48)
O(o —np) = Alo =np) = fo := =Blo —0s) =Cof(p) —ndp inQ, (4.49)

endowed with homogeneus Neumann boundary conditions and initial data pg, o9 —
neo € V. Since the forcing terms satisty f,, f, € L*(0,T; H), the classical parabolic
regularity theory yields

fy O — M € L2(07 T; W)7
completing the proof of Theorem[4.3] O

Our next result is concerned with the separation property, magnitude regularity, and
existence of strong solutions. In this direction, we postulate the following assumptions
for F'and J.

B6 Setting (—¢, () := Int D(0F), with ¢ € [0, +00], we assume that

FeCt -t lim [F'(s) — = +o0.
€ C (=L, 0), Hgg)?[ (s) = xns] = £o0

It is worth pointing out that B6 excludes potentials /' of double-obstacle type as in
(I.9). Nevertheless, the logarithmic potential (I.8)) and any polynomial super-quadratic
potential as is allowed.

As for the kernel, a natural requirement from the analytical point of view is to
require

J €W (Br). where By = {x € R': [x| < R:=diam(®)}, R >0. (4.50)

However, this condition prevents some relevant cases of kernels such as the Newtonian
or the Bessel potential from being considered if d = 3. Following the ideas of [75,86]
(see also [14, Def. 1]), it is possible to cover also these situations by replacing the
above condition by assuming that .J is admissible in the following sense.

Definition 4.4. A convolution kernel J € W' (R?) is admissible if it satisfies:

o J e 3R\ {0}).

o J is radially symmetric, i.e., J(-) = J(| - |) for a non-increasing J : Ry — R.

o There exists Ry > 0 such that s — J"(s) and s — J'(s) /s are monotone on (0, Ry).
o There exists Cy > 0 such that |D3J(x)| < Cy|x|~%! for every x € R4\ {0}.

Let us point out that the above definition ensures the kernel J to be radially symmetric
and non-repulsive and, moreover, both the Newtonian and Bessel potentials do verify
the above conditions for d € {2,3}. Thus, we require:

B7 J satisfies (4.50) or it is admissible in the sense of Definition §.4
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Theorem 4.5 (Existence of strong solutions, separation property: «, 3 > 0). Assume
conditions B1-B7, and let o € (0, ) and 8 € (0, By). Let the initial data (py, 10, 00)

satisfy (4.7), @4.42), and also

wo € H*(Q), po,00 € L®(Q), 350 € (0,€) : [l@ollz=() < so- (4.51)

Then, the solution (i, i1, 0, &) to @.8)—-@.13) given by Theorems . 1|and 4.3| satisfies

@ € WHh(0,T; V)N H*(0,T; H*()), (4.52)

dhp € L™(Q), nyp € L*0,T;W), (4.53)

Is* € (s0,€) 1 sup |lo(t)]|re@) < 55, (4.54)
t€[0,T]

p,o € HY0,T; H)N L®(0,T; V)N L*0,T; W) N L=(Q). (4.55)

In particular, equations @.1)-@.3) hold almost everywhere in Q).

Remark 4.6. (i) Note that the equation (4.2)) at time 0 reads as

to = BOyp(0) + apy — J * po + F' () — X0y,

where 0,p(0) “represents” the initial value of the time-derivative of . Under the
assumptions @A.7), @.42), and @.51) we have that 0,p(0) € V N L>(R2), so that
the improved regularities Oyp € L>®(0,T;V) N L*(0,T; H*(Y)) and 0,0 € L*(Q)
obtained in Theorem are naturally expectable.

(i) Let us point out that, in the case of Fiog, (4.51) prevents the initial tumour distri-
bution to possess any region occupied by solely tumorous cells. In this setting the best
one can do is to invoke some approximation argument.

Proof of Theorem Let us remark that the separation result will allow us to exploit
the regularity of the linear combination o — 7 to derive further regularity for ¢ and o
separately.

First of all, by virtue of Theorem [4.3| we realise that consists of a parabolic
equation in the variable p with source term f, € L*°(0,7"; H), and with initial datum
po € L(Q) by (@.57)). Therefore, an application of [114, Thm. 7.1, p. 181] yields that

pe L2(Q).

In a similar fashion, we notice that in (4.49) we have initial datum oy — ¢y € V' N
L>°(€2) and forcing term f, € L>(0,T; H) by virtue of Theorem[4.3] Hence, again an
application of [114, Thm. 7.1, p. 181] produces

o—np € L=(Q).

Furthermore, we claim that owing to assumption B7, we can deduce further regularity
also for the convolution term .J (. Indeed, every kernel verifying Definition[4.4]satisfy
the following result, whose proof can be found, e.g., in [[14, Lemma 2].
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Lemma 4.7. Assume that the kernel J is admissible in the sense of the Definition
Then, for every p € (1,00), there exists a constant Cp > 0 such that

[div(V.T )| ayins < Colldllimey Vo € LP(Q). (4.56)
As a consequence, by taking p = 2 in the formula (4.56)), we deduce that
[ % @l oo 0,102 (0)) < Coll@llzoe 0.1y,
which readily implies, thanks to the continuous inclusion H?(2) C L>(f), that
J* e L™0,T; H*(Q)) N L™(Q).

We are now ready to prove the separation property. To this end, note that, taking
these remarks into account, under the assumption B6 on ', we can rewrite equation

(@.11)) as
Bowp + ap + F'(¢) —xnp = f, = p+ xX(o —np) + J x . (4.57)

Besides, we have already proved that f, € L*(0,T; H*(2)) N L>(Q), so that there
exists a constant C' > 0 such that

||fsz>||L°°(Q) < C.

Next, by B6 and (4.51)) we infer the existence of s* € (s, ¢) such that
F'(s) —xns > C Vse(s%,0), F'(s) —xns < —C Vs e (L —s").

We claim that this choice entails ¢(¢) < s* almost everywhere in €, for all ¢ € [0, 7).
In fact, by testing by (p — s*) and integrating on [0, ¢, we immediately infer
that

) (0 — )4

(o0) =)+ [ apto =571 =51

t

" / o= (F(0) = xnp)) (o — 5°)s.

vanishes. Moreover, by definition of C and s* we have that

Now, since s* € (sg,?) and ||@o||r=@) < So, the first term on the right-hand side

/ [fo = (F'(¢) = xn)](p — ") 4 = /Q [fo = (F'(¢) = xn)](p — s*) < 0.

tN{p>s*}

Recalling also B5, we infer that, for every ¢t € [0, 71,

e -5l +a [ pe-s <0

Qin{p>s*}

Hence, since the second term on the left-hand side is non-negative, we deduce that

(p(t) —s )y =0 Vtel0,T], ie, pxt) <s* forae.xeQ Vitel0,T],
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as required. The other inequality ¢ > —s* can be deduced analogously by testing by
—(¢ + s*)_ instead. Thus, we have shown that

sup [[@(t)[|ze(e) < 8% with 5™ € (s0,£).
t€[0,T)]

Let us now show the L?(0,T; W)-regularity for o and np. To this end, we test
the gradient of equation by |V¢|P~2V and integrate over @; to obtain, by
assumption BS, the Holder inequality and the generalised Young inequality (2.2)), that

5
= sup [|V(s) o) + Co [ [Vl
D sefot] Q:

B -
= DIVl 0 [ 1968 = [ (Taolver v

t

Vfcp ’ ‘V(:D'piQV(P
Qt

Hwoumm i / IVs0|”+— s 1966

A(p — 1)1P-1(b* 4p—1))P
—i-[ (p pﬁ)j ( ) || HLl 0,T;LP(Q +%va@”L10TU’(Q))

Owing to the already proved regularities f, € L*(0,T; H*(Q?)) and ¢ € L?(0,T;V),
we deduce in particular that V f, € L*(0,T; V) so that, using the continuous embed-
ding V' C L%(Q2), also V f,,, p € L*(0,T’; L°(Q2)). Moreover, ¢, € H?($) also entails
that Vi, € L5(€2). Choosing then p = 6 and using the Gronwall lemma yields

0 € L>(0,T; WH5(Q)). (4.58)

For brevity we proceed formally: a rigorous argument can be reproduced on suitable
approximations. Applying the second-order differential operator Oy,x; (1,7 = 1, ...,d)
to equation (4.57), testing it by Oy, ¢, and integrating on [0, ¢] lead to

0an, el + [ (a4 F'(0)]0n, ol

Qt

s
= EHaxiijOOHQ + axix]- fcpaxixjd) + Xn |axix]-90|2
Q1 Q1

— / [0x,a0x, ¢ + Ox,a0x, 0 + (Oxix;a)p + F®)(10) 0, 00x, 0] 0xix, .

t

Now, due to the already proved separation property ||¢||z~(q) < s* < ¢, and recalling
that ' € C3(—/, () by B6, we have that F®(¢) € L>(Q). Hence, exploiting BS,
using the Young inequality, and summing on ¢, j = 1,...,d we deduce, recalling that
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o € L*(0,T;V), that

ot By + C / lo() ey

Q

< Zlgollm + 2+ ) / i5) ey s

||f<p||L2 (0,T;H2(Q ))+2/ |Va| WSO|2 / Z |axlx]a| |80|2

Qe 1,7=1
+ IO g [ 196l
Q¢

Moreover, as ||Val| @) < b* by BS, ||a||w2rq) < C, forall p € (1, +00) by #.56)
and o € L>(0,T;V), the Holder inequality yields

g IVal*IVel* < () llell 20y < C

and, by the continuous embedding V' C L*(€2), also that

/ Z |8szga| |<P|2 < ||aHW24(Q)||90||L4 0.TLAQ) = C||%0”L4 orv) = C.

tzy 1

Using then (4.58)), we are left with

t t
§I|so(t)||?p(g) + Co/0 le(s)l[7r2(e) ds < g”‘POH%I?(Q) +C0( +/O ()72 ds)
so that a Gronwall argument produces
o € L™(0,T; H*(Q)).
At this point, the equation for o can be written also as
0o — Ao = fo:=—B(c —0g) —Cof(e) —nAp € L=(0,T; H),

with initial datum oy € V' N L>(Q2). Hence, by parabolic regularity theory and again
[114, Thm. 7.1], we deduce that

o€ HY(0,T; HYN L>®(0,T; V)N L*(0,T; W) N L™=(Q).
Since we already know that ¢ — np € L*(0,T; W), by comparison, we also infer
ne € L*(0,T; W).

To conclude, we go back to equation (4 and note that, by difference, we have also
the regularity
dip € L0, T3 V) N L*0,T; H*(Q)) N L™(Q)

which completes the proof of Theorem[4.5] O
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Relying on the extra-regularity and the separation property, we can now show a
refined continuous dependence result for strong solutions, where the stability estimates
are verified in stronger topologies. Let us stress that in this case, we can include in the
analysis both the chemotaxis and the active transport mechanisms, complementing thus
the previous Theorem 4.2

Theorem 4.8 (Refined continuous dependence: «, 5 > 0). Assume B1-B7, and let
a € (0,ap) and B € (0, By). Then for any pair of initial data {(p}, i, 08) i i = 1,2,
satisfying (4.7), @.42), and ([@.51)), there exists a constant K > 0 such that, for any
respective strong solutions {(p;, j1;, 0;) }i obtained from Theorem{.5] i = 1,2, it holds
that

|11 — MzHHl(O,T;H)mLoo(o,T;V)mLQ(o,T;W) + [lp1 — 902|’W1’°°(O,T;V)ﬂHl(O,T;HQ(Q))
+ |lov = a2l 5 0,7 myn Lo (0,73 ) L2 (0,1w)
< K(lluo — wgllv + lloo = 3l + lloo — agllv), (4.59)

where K only depends on Q,T,«, 3,P, A, B,C,Cy, a,a*,b*, s*, || F||ca(—ss)) and
the initial data {(p}, b, 05) biz1 2.

In turn, the uniqueness of strong solutions in the sense of Theorem (4.5 holds.

Proof of Theorem Employing the same notation of the proof of Theorem 4.2 we

consider the system (4.36))—(4.40) and test (4.36) by J,x, the time-derivative of (4.37)
by — 0, @38) by 0;(0 — 1), and integrate over [0, ¢], to obtain

1 Ui
o [ 10wl + SITHOI + Sl + [ @t P

t

1
+ o 00 + 511V (e =ne) (O]

= 19l + Z1a O + 19 (00 — n)
+ [ Poron + Pos = Alf(en) - fe)low

+ / [(F"(2) — F" (1)) O + X000 + J * 0y0]0sp + 77/ 0io0yp
t Q

t

" / Cou(f(g2) — F(1) — Cof (1) — Bol(@ro — o).

t

First of all, notice that d;¢(0) is such that
to = Bp(0) +apy — J * go + F' () — F'(g5) — Xop.

Since the initial data satisfy @.7), @.42), and @.5I), for i = 1,2 we have that
dyp(0) € VN L>(). Now, recalling that F' € C®([—s, So]), we have

10:0(0)| < Z(Iloll + 2a”[[oll + 1]l co(=s0.50 20l + X[looll)-

|
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Secondly, by the separation property for 1 and o, we have ||¢;|| gy < s* < £ for
i = 1,2 and combined with F' € C3([—s*, s*]) we have F" € W1 (—s* s*), so that

|F" (1) — F"(92)] < [|F®|co(se s o1 — ¢2| ae.in@.

Taking this information into account, using BS, and exploiting the regularities
f € WH(R), 05 € L™(Q), and O, € L>*(Q), we invoke the Young inequality
to infer

/Q il + V()2 + 18 (®) 2 + /Q Bl + /Q B0 + V(0 — ) (1)
< Cluoll® + llgoll? + llooll2 + 11V (00 — m00)|
+/ (lo” + [o]* + [0ee]?)), (4.60)
Q¢

where the constant C' > (0 may depend on «, 5 and on structural data. Now, we take
the gradient of and test it by Vi, getting

IV + [ (@t P o) TP

Qt

= DIl + [ () = F(e) Vi Vi

Qt

+/ (Vi +xVo+ (VJ)xp— (Va)p) - V.

Using BS, along with the Lipschitz continuity of F” on [—s*, s*|, the identity
XVo -V =x(V(e —np) +nVe) - Vo,
and the Young inequality lead to
g 5
SIVe®I” + Co g Vel < SVl + IFP | cog-sr s g ol Vea|[ V|
+ [ Vel [ V(e =)l
Q¢ Q+

+(L+xn) [ Vo> +206%) [ o]
Q¢ Q+

From the embedding V' C L*(2), Holder’s inequality and the ¢, € L>(0,T; H?(2)),
we find

t t
[ 1oVl Vel < © / le() v Il 92(5) 2o [ o(s) ] ds < © / lo(s) 2 ds.

We deduce then that, for every ¢t € [0, T,

t
IVe@II* < C(IVoll* + . Vul* + o |V(<f—"7sf>)l2+/0 le ()7 ds).
(4.61)
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Collecting (4.60) and (@.61]), we infer that, for all ¢ € [0, T7,

/ [Optl* + V@I + 1100 (DI + V()1 + / O * + Vo (®)]

Qt Qt

< Cllmoll + ligolly + llooll5)

+ /0 VI + o (1T + le ()T + 10se(s)]1*) ds.

Since the quantities || 02| (@) |02 || L (@) and ||@2]| Lo (0,112 (02)) appearing implic-
itly in the constant C' can be in turn handled in terms on the norms of the initial data ap-
pearing in (4.7), (4.42)), and (4.51)), we can close the estimate by the Gronwall lemma.
Moreover, comparison in equation (4.36) produces

Az < CUlell o + 10l L2 0,m:m) + ol z207))

where all the terms on the right-hand side have already been estimated. Similarly, from

we get
10pllLe0,mv) < Clllpllzeo,rv) + 1@l 0,mv) + lollzeo.r3)),
while from (#.38) we get

[1A(e = no)llz20.m;m) < Clllolmiorm + [lellzomm)-
Collecting the above estimates, along with elliptic regularity theory, we deduce that
||/L||?{1(O,T;H)OLOO(O,T;V)QLQ(O,T;W) + ||4p||12/V17°°(0,T;V) + HUH%P(O,T;H)QLOO(O,T;V)
+ [lo — 7790”%{1(O,T;H)HLOO(O,T;V)QL2(O,T;W) < C(HMOH%/ + ||900||%/ + ||UO||%/)- (4.62)

To complete the proof, we need to show a stability estimate for 0, and o also in
L?(0,T; H*(Q)) and L*(0, T'; W), respectively. In this direction, forany 7,7 = 1, ..., d,
we apply the differential operator Oy,x, to (4.37) and test the obtained equation by
Ox;x,; > getting

e AR () e

Q¢

8
= ool 4 [ O (430 =) T ¢
+Xn ‘aXinSO‘Q - / (aX¢aaxg'90 + anaaxz-SO + (axz'xg‘ @)80)3&-:«]-%0
Qt ¢
+/ [(F"(p2) — F" (1)) Ox,x, 02 + (F® (02) = F® (1)) 0,010, 02] Ox,x,

_ / [F®) (1), 0105, + F©) (02) Osc,pOsc; 02O, -

We recall that, due to B6, F' € C*([—s*,5*]), so that F©® is Lipschitz continuous on
[—s*,5*], and as a consequence of the separation result, also F®)(;) € L>(Q), for
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t = 1,2. Now, we use the Holder and Young inequalities and sumon ¢,j = 1, ..., d:
proceeding as in the proof of Theorem {.5] and exploiting assumptions BS and B7, we
get

t
SOl + Co [ ols) ey ds

B
§||soo||H2(m+C(I|MIIL2<0TW +llo = nellZa.rw) + ||90 )iz ds)

+OZ / (02O, 2l? + 1001105, 22]2)

2,7=1

+ [ (0P 10s, 0P + 10 105,221

t

The first bracket on the right-hand side can be controlled using (#.62) and the Gron-

wall lemma, while the sum-term can be estimated using the Holder inequality and the
continuous inclusions V' C L*(Q) and H?*(Q2) C L>(Q) by

t
/ ()17 0 (2 () 7122y + Ve () [T Vipa(s)][7) ds
0
t
+/ IV ()17 (V1 ()1 Zaay + IV 2(s) [ 1a(0y) ds
0
< C(”S@”%W(O,T;H?(Q)) + HSDIH%OO(O,T;H%Q))HSD2”%<>O(0,T;H2(Q)))/0 HQO(S>H§{2(Q) ds

t
+ O(HSOlH%OO(O,T;H?(Q)) + ||902||%°°(0,T;H2(Q)))/ ||90(3)||%{2(Q) ds.
0

Taking these estimates into account, and recalling o1, o € L°(0,T; H*(Q)), we
conclude that

()12
t
< ||900||%IQ(Q) + O(HMH%?(O,T;W) + |lo — 7790||%2(0,T;W) +/ ||@(3>||%IQ(Q) dS)
0
so that Gronwall’s lemma, along with the above estimates, produces

ol 20y < Clllnolly + llollzrz@) + loolly)-

The stability estimate for o in L?(0,T;T) follows by comparison in (#.38) and
elliptic regularity theory. Finally, by comparison in equation we also infer the
stability estimate for 9, in L2(0,T; H%(2)), concluding the proof of Theorem

]

4.3 Vanishing Viscosities Analysis

The second part of the chapter is focused on the study of the asymptotic behaviour of
the system @.1)—(4.5) as « — 0 and/or 5 — 0. These investigations are performed
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both separately (i.e., « — 0 with § > 0, and  — 0 with a > 0) and jointly (i.e.,
a,  — 0). In each of these cases, under suitable conditions, we are able to show con-
vergence of the system to the respective limit problem, hence also the corresponding
well-posedness. Also, we give the exact rates of convergence through precise error
estimates. Before entering the details, let us briefly mention here the mathematical
challenges that we have to overcome.

Passage to the limit as o« — 0: In this first asymptotic study, the parabolic regu-
larisation on x is “removed”, resulting in a lack of regularity on the chemical potential.
As a consequence, due to the presence of proliferation term in the Cahn—Hilliard equa-
tion, a very natural growth condition on the potential has to be required (c.f. (4.63)),
allowing for any polynomial or first-order exponential potentials. The passage to the
limit, hence the existence for the limit problem with o = 0, is proved in the setting of
no active transport term, i.e., 7 = 0, due to the need of a comparison principle argu-
ment for o (cf. Theorem [.1I). As for the error estimate, and therefore the uniqueness
for the limit system, a rate of convergence of order o'/* is obtained by showing refined
estimates on the solutions and exploiting a locally-Lipschitz assumption on the poten-
tial, still including the classical quartic case (1.7).

Passage to the limit as 3 — 0: In the second passage to the limit, the viscosity
of the Cahn-Hilliard equation vanishes, and this results in a loss of temporal regular-
ity on the phase variable . Anyhow, the presence of v > 0 still allows passing to
the limit in very general settings, such as singular potentials, chemotaxis, and active
transport, only requiring some compatibility conditions (smallness type assumptions)
on the involved constants. The separation from the potential barriers is not preserved
though, as it is naturally expectable. Moreover, a corresponding error estimate show-
ing a convergence rate of order 3'/? is obtained, and therefore the uniqueness for the
limit system is guaranteed.

Passage to the limit as o, 3 — 0: In the last passage to the limit, the parameters
« and S vanish simultaneously. Here, the convergence is proved by showing some
refined estimates on the solutions, depending on both parameters, and combining the
assumptions above on the potential and the coefficients. Moreover, the error estimate
(and the resulting well-posedness of the limit problem) is obtained with a rate of con-
vergence of a''/* + 31/2, under a suitable scaling on the two parameters.

4.3.1 Asymptotics Analysis as a — 0

We now will present the results concerning the asymptotic analysis of (#.I)—(@.5) with
respect to the parameter «, assuming 5 > 0 to be fixed. In this direction, we need to
enforce some additional conditions on the potential F'. In fact, proceeding with classi-
cal estimates, just a bound of V. in L?(0, T'; H) can be proved, having no information
on the behaviour of in L?(0, T'; H). This gap is usually bridged via the application of
a Poincaré type inequality, which yields the control of y in the full space L*(0,7; V).
To this end, some control on the spatial mean of p is in order: if o > 0 is fixed, this
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automatically follows from the estimates, whereas in the limit &« — 0 it has to be
obtained from a suitable prescription on potential growth. Namely, the assumption

D(OF) =R, 3Cr>0: |0F7(s)| < Cp(Fi(s)+1) VseR, (4.63)

has to be prescribed for F', where OFY(s) stands for the element of 0F(s) having
minimum modulus introduced in Section This implies that for every z € H and
w € 0F(z) it holds

[1ul<cr [(me)+.

Let us point out that the above requirement is met by all the regular potentials every-
where defined on the real line with polynomial or first-order exponential growth-rate.

Theorem 4.9 (Asymptotics: « — 0). Assume that B1-B5, and (4.63)) hold, and let
B € (0, 5y) and n = 0. Suppose also that

vos €V, oo € H, F(pos) € LY(Q). (4.64)

For every a € (0,qy), let the initial data (pg a8, [40.0.8, 00.a,3) SAtisfy assumptions

@.7) and @.14), and denote by (9o g, lta.8; Ta3,Ea,p) the respective unique weak so-
lution to the system ([A.1)-(@.5)) obtained from Theorem In addition, we assume

that, as o — 0,
©o,a,8 = Yo,z WweaklyinV, 00,08 — 0o Strongly in H, (4.65)
and
IMy>0:  a?|poesll + 1 F(poas)liie < My Va€ (0,ap).  (4.66)
Then, there exists a quadruplet (g, 113,05, &3), with

wp € H'(0,T; H) N L>(0,T; V),

g € L*(0,T;V),

os € H'(0,T;V*)N L*(0,T; V)N L®(Q),
0<os(x,t) <1 foraexecQ, Vtel0,T],
s € L*(0,T; H),

such that
(Orpp,v) +/QVM/3'VU:/Q(7’Uﬁ—A)f(¢B)U,
<at0'5,’0>—|—/VO'g'VU‘FB/(O’g—Us)U—FC/U/jf(gOB)UIO,
Q Q Q

for every v € V, almost everywhere in (0,T), and

ps = BOwps + aps — J x o+ §g + Fy(ps) — Xog, &g € OFi(pp) acein@Q,
©3(0) = o3, 08(0) =00 a.e. in €.
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Moreover, as o — 0, along a non-relabelled subsequence it holds that

Yap — s weakly starin H'(0,T; H) N L>®(0,T; V), (4.67)
[ — g weakly in L*(0,T;V), (4.68)
Oup — 05 weakly starin H'(0,T;V*) N L*(0,T;V) N L®(Q), (4.69)
Eap — &g weakly in L*0,T; H), (4.70)
Qfias — 0 strongly in C°([0,T); H) N L*(0,T; V), (4.71)

hence in particular that

Yap — ps  Stronglyin C°([0,T); H), (4.72)
Oup — a5 stronglyin C°([0,T); V*) N L*(0,T; H). (4.73)

Proof of Theoremd.9} Proceeding as in the proof of Theorem 4.1} we perform the
analogous estimates that we used to deduce (.25)). In particular, since the implicit
constant C' in (4.25) is independent of « and 3, recalling that we are assuming 1 = 0,
we realise that

a B
4mme+u+M@/|WMW+—/|@%w+/FwW@>
4 O 2 0 Q
1
+;mme+/Wv%m%cmm%ﬁ+%muwz

+ QCaB”VSDaﬁ(t)HQ +2¢,Co |v90a,ﬂ|2

3 .
< Salltoasl® + (" +4ca)loasl” + 2¢aBI V005’ + [1F (P00l

1
4 lo0asl? + O+ [ Japtns + easl+ [ Toual+ [ fousl)
Qt Qt Qt

X2 1
435 [ Vw5 [ 190ual +82 | Vigusl
25 Q¢ 2 Qt Q1
+ / (Poa,ﬁ - 'A)f(gooz,ﬁ),ua,/ﬁ' (474)

All the terms referring to the initial data on the right-hand side are uniformly bounded
in « by virtue of assumptions (4.65)—@.66). Moreover, all the remaining terms can
be handled using the Gronwall lemma, except for the last one. To this end, note that
by the Poincaré-Wirtinger inequality (2.4)), using the fact that f is bounded, and the
uniform bound |04 5| () < 1, recall that now 1 = 0, we have

/Xp%ﬁ—Aﬁwwmwﬁ

t

s/Xp%ﬁ—Avwmew—o@mm+/Xp%ﬁ—Aﬁwwmea

t

1
= 5/@ IV ttas> + C + (P + A | £l o)t/ (o) | 22(0.1)-
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Furthermore, noting that (a@, s — J * ¢a )o = 0, by comparison in equation {.2)) we
get
(Hap)a = B(Orpap)a + (Cas + F3(0as))e — X(0as)e,

so that thanks to assumption (4.63) implies that

[ (ta,8)ell 20, < BllOwasllzz@.) + I1€as + Fo(@as)ll 20401 @)) + Xl 0asll L2060

< COA+ 8% | |0ipapsl* + sup /F(%,ﬁ(s)H sup [|oa,5(5)[1%),
Q¢ s€l0,t] JQ s€[0,¢]

for a certain constant C' > 0, independent of «.. Putting this information together, we
first choose ¢ € [0, 7o), where Ty € (0,7 is fixed sufficiently small so that the term
corresponding to ¢'/2 can be incorporated on the left-hand side, for example by picking

a Tj such that

1
P+ Alf =@ < &

We then take supremum in ¢ € [0, 7] on the left-hand side of the inequality and
rearrange the terms: the estimate can be closed on the time interval [0, 7p] using the
Gronwall lemma. As the choice of 7} is independent of «, (3, and of the initial data (it
only depends on A, P, CF, f, and X), repeating the same argument we can close the
estimate also on [7p, 27], and so on, so that a classical patching argument guarantees
the existence of a constant C' > 0, independent of «, such that

|0a.sll m10,1:m)L (0,1:v) F+ | Tass | Lo 0,75 L2007y < C, 4.75)
(Ha,8)all20.1) + IV el 20, + @' o sl Loy < C. (4.76)
From estimate (4.76)), the Poincaré—Wirtinger inequality (2.4)) yields
||:uaﬂ||L2(0,T;V) <C. 4.77)
Lastly, by comparison in (4.3]), we also deduce that
HUa,B”Hl(o,T;V*) <C, (4.78)
while by comparison in (4.2]) we have that

Hfaﬁ”L%O,T;H) <C. 4.79)

Passage to the Limit

From the estimates (4.75)—(.79) and classical compactness arguments, we infer the
existence of a quadruplet (@3, 115, 03, {z) With

pp € H'(0,T; H)NLX(0,T;V),  pg € LX0,T;V),

os € HY(0,T; V)N L*(0,T; V), ¢ € L*(0,T; H),

such that, as &« — 0, along a non-relabelled subsequence, it holds that the weak, weak

star and strong convergences (4.67)—(@.71)) and (4.72)—(4.73) are fulfilled. We are then
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left to show that (yg, us, 05,&3) yields a solution to @.I)—-@.5) with @ = 0 in the
sense of Theorem In this direction, let us exploit the strong convergence of the
phase variable along with the continuity and boundedness of f, and Lebesgue
convergence theorem, to deduce that, as a — 0,

f(@ap) = flpg) strongly in LF(Q) Vp>1,
Fy(ap) — Fy(ps) strongly in C°([0, T]; H).

Moreover, the strong-weak closure of 0F7 (see, e.g., [12, Cor. 2.4, p. 41]) entails that
&s € OF1(pp) almost everywhere in (). Lastly, it is not difficult to pass to the limit in

the weak formulation of (4.1)—.5)) to conclude that (13, pg, 05, €s) solves @.I)—-@.5)
with o = 0, as we claimed. The comparison principle for oz can be then obtained

repeating the argument of the proof of Theorem leading to o5 € L*™((Q). This
concludes the proof of Theorem [4.9] O

Theorem 4.10 (Error estimate: o — 0). In the setting of Theorem suppose also
that

FeCYR), |F'(r)—F'(s)|<Cr(1+r>+]|s])|r—s|, ms€eR, (4.80)
and that there exists My > 0 such that
([l po.asllv + lovaslly + 1F (voas)ll) < My Ve € (0,a0). (4.81)

Then the solution (g, jip,0p,&3) to the system @.1)-@.5) with o = 0 is unique, the
convergences obtained in Theorem hold along the entire sequence o — 0, and
there exists Kz > 0, independent of «, such that the following error estimate holds:

a8 — sllLocrm) + e — tll20,0v) + 1008 — 05l Lo 0,130 220,750
< Ks(a* + |l@oas — ol + 100,06 — 00,6))-

Remark 4.11. Note that given (¢ p, 00 ) satisfying 4.64), a natural choice for the

approximating sequence of initial data (o.a.p,00.4.5) satisfying (#.65)-@.66) and
(4.81) is given by the solutions to the elliptic problems

(p07a»ﬁ + a1/2R¢07a7ﬁ = ()00767 O-Ova7ﬁ + al/ZRUO,Q:B = 0-0757

being R the Riesz isomorphism introduced in Section In this case, if for example
oo, €V, itis immediate to check that

100,08 — o8]l + 100,08 — T05]| < Moa'*

for a certain My > 0, so that the rate of convergence given by Theorem is exactly
1/4.

Proof of Theorem First of all, we need to deduce an additional estimate of Oyt 3.
Arguing as in the proof of Theorem 4.3 by considering and multiplying it by
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a'/? (recall that » = 0), we obtain

2 al/? 2 fall? 2 1/2 2
|(9tua,ﬁ| +—!|Vua,ﬂ()|! +— s + Coax 0P8

t

# [ 0, + 19,50

al/ o 1/2 , aQl/?
Y s E A S T

+ a1/2/ (Paaﬁ — A)f(SOa,ﬁ)at/“La:B
+al/? / (J * (Opas) + X010a,5)01pas
+ a1/2/ (B(os = 0a,5) = Ch(Pa,5)00,5) 0t0a,s.

The last two terms on the right-hand side can be easily handled as in the proof of
Theorem using the averaged Young inequality. Moreover, since 0y, 5(0) satisfies

10,08 = BOtpap(0) + apoas — J * Qoas + F’(ﬁpo,a,ﬁ) — X00,a,85

the first three terms on the right-hand side of the inequality above are uniformly bounded

in « thanks to the assumptions (#.65)—(.66) and (.81]). As for the fourth term, this
can be treated using integration by parts in time and the boundedness of o,, 5 in {.15))
as

a'/?Pp 8750045]((900&76)“@#? - al/Q/ (Paa,ﬂ - A)f,(gpaﬁ)@t@aﬁ:uaﬁ
Q¢ t

Y. / (Poas(t) — A)F (a5 (D) ttap (1)

—a'’? / (Poo.as — A) f(@o.a,8)Hoas
Q
< L 00asl? + 0P eyt
=71 ), t0a, Loo(R) |Ha,BllL2(0,1;H)
t
+ a2 (P + A fllwroe @ (10608l 20,7:m l as 220,78 + 2l assllcogorym),

where the right-hand side is uniformly bounded in « thanks to (4.73)—(4.79). Putting
this information together, we deduce that

o ol 0.0y + @ gl e 0.1y < C, (4.82)
051/4”@&,,8

|W1v°°(0,T;H) + a1/4||0a,ﬂ”Hl(O,T;H)mLOO(o,T;V) <C. (4.83)

We are now ready to show the error estimate. Taking the difference between the
unique solution (/i g, Ya.8; Ta.8; Ea,8) to @.I)-@.5) with o, 5 > 0 and = 0 and the
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solution (us, pg, 03, &s) to EI)-E3) with v = n = 0 obtained in Theorem 4.9 leads
us to

aOiptap + 0rp = App = Po f(pa,s) + (Pog — A)(f(¢a) = f(pp)) inQ, (4.84)

o= B0 +ap —J* o+ F'(pags) — F'(ps) — X0 inQ, (4.85)
0o — Ao + Bo + Co f(pa,s) = Cos(f(wp) — f(¥as)) inQ, (4.86)
Ot = 0o =0 on X, (4.87)
©(0) = o, (0) =00 in ), (4.88)

where the equations are intended in the usual variational setting, and where we have
set

¥ = Paps— ¥ M= Haps — Hg, 0= 0qp — 0g,
Yo ‘= Po,a,8 — P08, 00 = 00,0,8 — 00,8-

Next, we multiply (.84)) by S, (@.85) by 1t — p, (#.86) by o, add the resulting equality
and integrate over (); to obtain, thanks to assumption B5,

15} 1
=+ 5 [ 19+ S1eIP + o [ 16+ 3o
Qt Qt Q1

+ [ 19oP+ [ (B+Chiens)lof
Qt ¢

& 1
< Sloll® + Sllooll* = [ adipta sn

t

[ o [ eanlion - flgano
t Q1

+ 3 g [P0 f(@as) + (Pog — A)(f(pas) — flys)] 1

Jr/ (ap — J x o+ F'(pap) — F'(pp) —xo)p =11 + I + I3 + L.

t

Let us estimate the terms on the right-hand side separately. The third and fourth ones
yield, thanks to the Young inequality and the refined estimate (4.82),

1 X2
G+ 5] <5 [ |ul®+ 820 0masl 2oz +2 | el +— [ lof
2 Q¢ Qt 4 t
12 1 2 s X 2
SCa 4o [ ulP+2 [ fel"+— [ o],
2 Q1 Q1 4 Q1
for a certain constant C' independent of «. The fifth and sixth terms can be easily
handled using the Young inequality, the Lipschitz continuity and boundedness of f,
and the uniform bound ||o || gy < 1, as

1
Bl < | s (25 ) | o

+ (i +26%(P + A)?) /Q 1),
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Moreover, the last term satisfies, thanks to the Young inequality and the growth as-
sumption (4.80),

1 *
<5 [ P12y [ o [ o
Q¢ Qt oF
#Cr [ (1t usl + sl
t

where, thanks to the inclusion V' C L%(2) and the Holder inequality,

| @t lnsl + lesPlell

Qt

t
< /0 (122 + Npaslls + llosllE)le(s)H(s)ll ds

t
< C(L+ l@aplioory) + HWH%m(o,T;V))/O () Hl(s)llv ds,

which yields, thanks to the estimate (4.75) and again the Young inequality, that

/ (1+ lpas
Q¢

for a certain constant Cz > 0 independent of . Hence, collecting the above estimates
we obtain

> 4 sl elll < min{L/16, 872} |l 00 + Cs /Q P

: B 1
min{1/16, B/2}ull72 0,41 + §l|¢(t)|\2 + §||<7(75)||2 + ; Val?

o] 1
< (a4 Fleal? + 5ol + | I+ [ 1of?).
2 2 Q

Q¢

where the updated constant C' depends on 3, and the initial data (o g, 0o 3). The error
estimate follows then by the Gronwall lemma.

Finally, it is not difficult to check that the error estimate performed here yields
uniqueness of the solution (yg, g, 05, &s) for the system @.1)—(4.3) at o = 0. This
reality implies then that the convergences as & — 0 hold along the entire sequence «
which completes the proof of Theorem .10 O

4.3.2 Asymptotics Analysisas 3 — 0

The second asymptotic study that we are going to address is the one as § — 0, when
a € (0, ap) is fixed. In this case, the presence of the parabolic regularisation on y pro-
vided by a0, ;0 with a > 0 allows considering also very general potentials and to avoid
limiting assumptions as (4.63)). Let us mention that the limit as 5 — 0 corresponds to
a vanishing viscosity argument on the system in consideration. We expect then to lose,
at the limit 5 = 0, temporal regularity on the phase variable, as well as the separation
principle.
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Theorem 4.12 (Asymptotics: 5 — 0). Assume B1-B5, o € (0, ), and
0 <X < /Cq, (X + 1 + 4caX)? < 8¢, Co + 4xn. (4.89)
Moreover, let us suppose that
Po.as e Toa € H, Flpoa) € L'(9). (4.90)

For every 5 € (0, By), let the initial data (o a8, 110,08, O0,a,3) Satisfy @.7), and denote

by (Paps Ha.fs Tapy Eap) the corresponding weak solution to (@.1)-@.5) obtained from
TheoremH.1} Suppose also that, as  — 0,

$0,0,8 = Po,a Stronglyin H, [o.08 — Moo Strongly in H,
00,08 —* 00, Strongly in H, (4.91)

and
IMy>0: B @oasllv + IF(0oas)llii@ < My VB €(0,5) (492
Then, there exists a quadruplet (o, fia, Oa,Ea ), With

Das fta € L0, T H) N L*(0,T; V),
Qi + o € HH0,T; V)N L*0,T; V),
oo € HY(0, T; V)N L*(0,T;V),

o € L*(0,T; V),

such that

(Ou(atta + 9a),0) + / Vo - Vv = / (Poa— A)f ().

<8taa,v>+/QVJa-VU—l—B/ﬂ(oa—as)v—i-C/Qaaf(cpa)v

ZU/VS%‘V%
Q

for every v € V, almost everywhere in (0,T), and
fo = Apo — J * o+ Ea + Fy(0n) — X0u, & € OF1(pa) a.e.in @,
©a(0) = @00, 0a(0) =004 a.e. in €.

Moreover, as f — 0, along a non-relabelled subsequence it holds that

Pap = Pa  weakly starin L®(0,T; H) N L*(0,T;V),  (4.93)
s — Ho weakly starin L°(0,T; H)N L*(0,T;V), (4.94)

Qflas + Pop — Qe + Po weakly in H (0, T;V*) N L*(0,T; V), (4.95)
Oap — 0o weaklyin H'(0,T;V*)N L*(0,T;V), (4.96)
€ap — Eo  weakly in L*(0,T; H), (4.97)
Bpas — 0 strongly in H'(0,T; H) N L>(0,T; V), (4.98)
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hence in particular that

Do — Qo strongly in L*(0,T; H),  fias — Ha Strongly in L*(0,T; H), (4.99)
Oap — 0o strongly in C°([0,T);V*) N L*(0,T; H). (4.100)

Furthermore, ifn = 0 and 0y ,, 3 satisfies (@.14) for all 5 > 0, then the limit o,, satisfies

@.13) as well, and

Oap — 0o weakly starin L>(Q).

Proof of Theorem To begin with, we present some a priori estimates.

Uniform Estimates

Performing the same estimates as the proof of Theorem (.1} and noting that the con-
stant C' in (4.24) is independent of « and 3, we infer that

(0%
5”“%6(0”2 + (1 + 4cq) |vﬂa,ﬁ|2 + B |at90aﬂ|2
Q1 Q¢

1
+ 5 lloasOI” + /Q Vasl” + 2call(attas + Pas) (O]
t

26| Vas(®)2 + 26aCo / Vipusl

t

3 .
< Sollioasll” + (07 + dca) [ 0.08]" + 26aBl VP00l

1 Ca
P oal + 5 l0nsl + Fleas®IF + | ousdipas

Qt

+ (n + 4cXx) / Va5 Voas

t

+O(1+ / | o s + Capl” + / |0a8l” + / |0a,51%)
Qt Qt Qt
+ / (Poas — A)f (o) o (4.101)

First of all, note that all the terms on the right-hand side referring to the initial data
are uniformly bounded in 3 due to assumptions (.91))—(4.92). Moreover, since o €
(0, /=) we have a bound from below on the left-hand side in the form

) 4eq

0%
2¢a|(tttas + pa )OI + 5l as @)

> 2¢a|[(thtas + o) (D + 2¢a07 |0, (B) I
> (ca = P)lleas (I + 2007 10,5 (1)I* (4.102)

for every p € (0,¢,). Hence the corresponding term % /¢, s(¢)||* on the right-hand

side can be incorporated on the left-hand side of (.10T]), provided we choose p < ¢, /2.
Furthermore, from the boundedness of f the last term in (4.101)) can be easily handled
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using the Young inequality and the Gronwall lemma. Hence, we only need to estimate
the terms involving X and 7. To this end, we first use integration by parts and the

equation (4.13)) to deduce, thanks to the Young inequality and the boundedness of f,
that

X / 0a,801Pa,6
t

t
= x / (0100 5(5), Pas(s)) ds + X / Cap(B)pas(t) — X / Com5P0ms
0
= X/Q Voag - Voas+ X/ (B(0a,s — 05) +Coapf(Pap))Pas

— X7 IWa,gIQJrX/

Ta(t)Pa,s(t) — X / 00,0,8%0,0,83
Qt Q

Q

<X [ Vous Veons—xn [ VeusP +C0+ [ fouslt [ foush)
Qt t Qt Qt

1
+ 6| @a,s(t)|I” + 5\|aa,ﬁ(t)\|2, (4.103)

for every 6 > 0. Now, it is immediate to check that assumption (4.89)) yields % < =

2X?
(with the convention that % = 400 if X = 0): hence
_ 1 ¢ - C, 1 1
3 (——) h th 2 G L 4.104
6622)(2 such that (5X<2 45<2 (4.104)

so that we can incorporate the last two terms on the right-hand side of (4.103)) on the
left-hand side of (4.10T)). Taking these remarks into account, we are left with

Ca =
290 s O + (5 = p = 5 aaF + (14 4600) | Vol

Q1
1 1
+8 [ 10nsl + (G = llowa®l + [ [T0usl
Q1 Q¢
+ 268 Veas O + (2eaCotxa) | Vigasl
o
<C+ [ luapP+ [ lonsl+ [ 10al)
Qt Qt Qt
+ (X n+deX) [ Vous- Vs, (4.105)

Q¢

which holds for every p € (0, c,/2). By choosing § such that (@#.104) are fulfilled, it is
also possible to choose and fix p € (0, ¢,/2) such that
Ca

2 _5—0x2>0.
2

Next, we use again the averaged Young inequality to obtain, for every x > 0,

X + 1+ 4c,X)?
(X +n+ 4caX)/ Voap Voas <k | |Voas|” + (Xt ) Va5l

t Qt 4K Qt

83



Chapter 4. Mathematical Analysis of a Family of Nonlocal Tumour
Growth Models

where the two terms on the right-hand side can be incorporated on the left-hand side
of (4.105) provided to choose ~ such that

(X + 1+ 4c.x)?
4K

Easy computations show that this is possible if and only if

k<1, < 2¢,Co + Xn.

(X + 1 + 4c,X)?
<1,
4(2¢,Co + xn)
which is verified owing to (4.89).
Therefore, after rearranging the terms and using the Gronwall lemma, we infer that

there exists a constant C' > 0, which may depend on «, but it is independent of 3, such
that

||90a,/3||L°°(0,T;H)mL2(0,T;V) + ||Ha,,8HLoo(o,T;H)mLQ(o,T;V)

+ loasll L 1:m)nL201vy < C, (4.1006)
B2\ @a sl i 0.1y + B | Pasll Lo orvy) < O, (4.107)

yielding in turn, by comparison in equations (.1)) and (4.3),

|vtta,8 + Casllmrorve) + [|0asll 1070+ < C. (4.108)

Testing equation (.2)) by &, 5 and using the estimate {.106), its is a standard matter
to deduce also that

a8l L2000 < C. (4.109)

Passage to the Limit

The estimates (4.106)—(.109) and Lemma [2.4] ensure that there exists a quadruplet
(90067 MOC) O-Ot7 50() With

Das fla € L0, T; H) N L*(0,T; V),
Ao 1= Qg + 9o € H(0,T; V)N L*0,T; V),
oo € HY(0,T; V)N L*(0,T;V),
ga S L2(07 Ta H)7
such that, as 5 — 0 (on a subsequence) it holds that (4.93)—(4.98]) and (4.99)-#.100)

are satisfied, and also that

Mg — Ao weakly in H'(0,T;V*) N L*(0,T; V),
Mg — Ao strongly in CO([0, T); V*) N L*(0,T; H).

Moreover, let us claim that the above strong convergences imply the strong conver-
gences

o — o strongly in L*(0,T; H), a5 — pa strongly in L(0,T; H). (4.110)
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4.3. Vanishing Viscosities Analysis

To this end, we argue as in [39, Sec. 3], checking that the sequence {\, 5} 5 is a Cauchy
sequence in L?(0,T; H). In this direction, let us pick two arbitrary 3, 3’ > 0 and take
the difference of the corresponding equation (4.2)) written for 3 and /', respectively.
Next, we multiply the resulting equation by «, add to both sides the term o, g — ¢, g,
test the resulting equation by ¢, g — ¢, 4, and integrate over (J; to obtain

[Pap = Papl’
Qt

+ a/ (a(@a,ﬁ - 900460 + ga,ﬁ - ga,ﬁ’ + FQ/(QDozﬁ) - Fé(‘ﬁa,ﬁ’)) (900476 - Sooz,ﬁ’)

t

< / (()‘a,ﬂ - )\a,ﬁ/) - a(@@t%ﬁ - 5,3t%0a,5') + OéX(O'aﬁ - Ua,ﬁ'))(%,ﬂ - SOa,ﬁ’)

Qt

+a | Jx(Pas— Pap)(Pap — Pag)-
Q

Owing to (4.93)-(#.98) and (4.99)—(4.100) we easily infer that the first term on the

right-hand side goes to zero as 3, 3/ — 0. Moreover, on the left-hand side we have,
thanks to assumption BS,

/ (a(gpaﬁ - 9004,[3’) + 504,5 - ga,ﬁ’ + FQ/(QOa,ﬁ) - FQI(QDa,B’))(QOmB - 3004,5’)
>Co | |Pap — Papl
Q1

I

while the last term on the right-hand side satisfies

/ T % (s = 90) (P~ 00r) S | lpus ~ sl
t t

Rearranging the terms leads us to

(1+(Co—a")a) ; [Pas — Pap|”

< / (Mg — Aap) — (BOpas — B'0tap) + X(0ap — 0ap))(Paps — Cap)

where the right-hand side converges to 0 as § — 0. Since aa® < aCy + 1 as a
consequence of the smallness assumption on «y, this yields the second of (.110) and
by comparison also the first one follows, as we claimed.

With the strong convergence of the phase variable at disposal it is now straight-
forward to infer by combining the boundedness of f and the Lebesgue convergence
theorem that, as 5 — 0,

f(pap) = flpa) stronglyin LP(Q) Vp > 1,
Fy(¢ap) = Fy(¢a) strongly in L*(0,T; H).
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Hence, since £, € 0F;(p,) by the strong-weak closure of OF7, it is a standard matter
to pass to the limit as § — 0 in the weak formulation of @.1)—.5)) and deduce that the

limit (s, Pa, Oa; &) yields a solution to (@.1)—(4.3) with S = 0. Notice in particular
that by difference in the limit equation (4.2)) we deduce the further regularity &, €

L*(0,T;V), while the last assertion of Theoremfollows as before by repeating the
computations of the proof of Theorem [.1| completing the proof of Theoremd.12] [

Theorem 4.13 (Error estimate: 5 — 0). In the setting of Theorem suppose that
n = 0. Then the solution (pq, lha, O Ea) to the system @.I)-@.5) with 5 = 0 is
unique, the convergences obtained in Theorem hold along the entire sequence
B — 0, and there exists K, > 0, independent of 3, such that the following error
estimate holds:

[(ttas + Pap) = (Qpta + o) llLo@©rv) + [[Pas = PallL2o7;m)
+ ||Ma,6 - Ma||L2(o,T;H) + ||Ua,5 - 0a||Loo(o,T;H)mL2(o,T;V)
< K, (51/2 + [ (0,0,8 + ©0,0,8) — (0,0 + Co.0)lve + 00,08 — Toall) -

Remark 4.14. Note that given (g o, [10.q, O0.o) satisfying #.90), a natural choice for
the approximating sequence (g o 3, Ho.0.8, 00.0.8) i given by the solutions to the ellip-
tic problems

©0,a,8 + 57?'900,04,6 = Yo0,a; Ho,,8 + /BRM(La,ﬁ = Ho,a, 00,0, + /BRO—O,Q,B = 00,a-
In such a case, hypotheses (4.91)—(4.92)) are readily satisfied. Moreover, if for example

P05 0,05 00,0 €V, it is immediate to check that, there is My > 0, independent of 3,
such that

00,8 = Poall + lt0,a,8 = Hoall + 100,08 — Foall < M051/27
so that the rate of convergence given by Theorem is exactly 1/2.

Proof of Theorem The last result of this section follows with few changes from
the proof of the continuous dependence estimate (4.35) established in Theorem [4.2]

Indeed, we can repeat almost the same computations performed the proof of Theo-
rem 4.2] with the choices

(@17:“170-17&1) = (gpa,ﬁuua,ﬂyaaﬁufa,ﬁ)u (@2;#2702752) = (90047/1’0470-047504)'

Moreover, by setting

Y = Pa,p — Pas M= Ua,p — Ha, 0 =0q8 — Oa,

$o ‘= ¥Y0,a,6 — P00 M0 ‘= Ho,08 — HO,ar 00 = 00,08 — 00,a
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and recalling that we are assuming 1 = 0, we infer from (4.41) that

1
bova [ PG [ oP 4 glo@lP+ [ Vo
Qt Q1 Q¢

1 1
<=8 [ upupot 3o+ ol + glonll + [ (xrt Tx o)
Q¢

Qt

s+ )0

+ [ 1Cous(e) — Fgaslo
T / [+ Pof(pas) + (Poa— A)(f(gap) — f(ga))]R Mo+ o).

All the terms on the right-hand side, except for the first one, can be handled in exactly
the same way as in the proof of Theorem 4.2] As for the first one, we use the Young
inequality and estimate (4.107) to infer, for every o > 0,

2

_ﬁ at@oa,ﬁsp S d |§0|2 + 4_5 |at(poz,ﬁ|2 S ) |90|2 + C(SB:
Qt Q1 Q1 Q1

so that the first term on the right-hand side can be absorbed on the left provided to
choose again ¢ small enough, which is indeed possible as we noted in the proof of
Theorem 4.2 We can now argue as before and conclude using Gronwall’s lemma.
Moreover, the same argument on the limit problem yields uniqueness of solution for
the system with 3 = 0, hence also that the convergences hold along the entire sequence
and the proof of Theorem@.13|is concluded.

[

4.3.3 Asymptotics Analysis as o, 3 — 0

The last two results we present deal with the asymptotic study of the system (@.1))-@.5)
as the parameters o and 5 go to 0 simultaneously.

Theorem 4.15 (Asymptotics: «, § — 0). Assume B1-BS5, (4.63), (4.89), n = 0, and
suppose that

w0, 00 € H,  F(po) € L'(). 4.111)

For every a € (0,a9) and € (0, py), let the initial data (o a.g, 110,0.8, 00,0,3) Sat-

isfy @.7) and (4.14), and denote by (pa g, a3, Oa,p: Eag) the respective unique weak
solution to the system [{.1)-(d.5) obtained from Theorem Suppose also that, as

(a, B) = (0,0),
©o,a,8 — Yo Strongly in H, 00,08 — 0o strongly in H, 4.112)
and that there exists Mo > 0 such that, for every («, 8) € (0, ap) x (0, Bo),

B2l 0.mallv + a2 ol + | F(9o.0,8) |10 < Mo. (4.113)
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Then, there exists a quadruplet (p, 11, 0, &), with
o€ H(0,T; VYN L*0,T;V),
p=ap—Jxo+E&+ Fy(p) —xo € L*(0,T; V),
o€ H'(0,T;V*)N L*(0,T;V) N L®(Q),
0<o(x,t)<1 foraexeQ, Vtel0,T],
£ L*0,T;V), £ € 0F1(y) a.e.in Q,
©(0) = o, 0c(0) =09 a.e. in (Q,

such that, for every v € V, almost everywhere in (0,T), it holds

@)+ [ V- vo= [ (Po— s,
<8ta,v)—|—/QVJ-VU+B/Q(J—JS)U+C/QJf(gp)v:0.

Moreover; as (c, 3) — (0,0), along a non-relabelled subsequence it holds that

Yap — @ weakly starin L>(0,T; H) N L*(0,T; V), (4.114)

s — i weaklyin L*(0,T;V), (4.115)

Qlas + Paps — @ weakly in H'(0,T;V*) N L*(0,T; V), (4.116)
Oap — 0 weakly starin H*(0,T;V*) N L*(0,T;V) N L™(Q), (4.117)

Qfias — 0 strongly in C°([0,T]; H) N L*(0,T; V), (4.118)

Bpas — 0 stronglyin H(0,T; H) N L>(0,T; V), (4.119)

hence in particular that

Yap — ¢ stronglyin L*(0,T; H),

Oap — o strongly in C°([0,T); V*) N L*(0,T; H). (4.120)
Proof of Theorem Let us come back to estimate (4.24) with n = 0. We have

Q
St + (1 +deie) [ 1Vmaslt 48 [ 1oousl+ | Flenstt)

1
+ 5 lloas®l + / Voasl” + 2¢all(aias + ¢ap) ()]

t

1 26| Vias(B)2 + 26aCo / Veusl

t

3 *
< Salloasl® + (@ + o)l @oasll’ + 208l Veoasll® + | F(0oas)]h

1 Cq
+ Sotsll? + Elpua O 4% [ Gupdigus+ e [ Vous: Vous

t t

+C(1+/ |04,Ua,6+<)0a,6|2+/ |90a,,3|2+/ |0a,51)
Q¢ Qt Q1

+ / (Poas —A)f(Pa,s)a,s (4.121)
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where the constant C' > 0 is independent of both o and 5. Now, all the terms on
the right-hand side referring to the initial data are uniformly bounded in both « and 3

thanks to assumptions (.112)—.113)). Moreover, as done in (4.102)), on the left-hand

side we have
0%
2¢a|(thtap + ©a,p) )II° + §||ua,a(t)\l2 > (ca = P)Laps®)® + 2002 |t s(t) ||

for every p € (0, c,/2), so that the term on the right-hand side of the above inequality
can be absorbed on the left-hand side of (4.121). Furthermore, proceeding again as in
the proof of Theorem .12 and recalling that here = 0, we have

t
¢ Gasdhpns = = [ (0100a(5) ps(s)) ds
t 0
+ X / Ta,p(t)pas(t) — X / 00,0,80,0,8
(9] Q
<x / V005 Vipas+C(1+ / (sl + / 0apl?)
t t Q¢

1
+ 0 [as (I + Zzlloas@I,

for every § > 0. Moreover, we can choose § such that are satisfied, so that the
corresponding two terms on the right-hand side can be incorporated on the left. The
remaining terms on the right-hand side of (4.121)) containing x can be handled as, for
every Kk > 0,

X + 4c,X)?
(X + 4egX) Voas Vas <k |V0a75|2 + w

IVoasl*.
Qt Q¢ 4k Qt ¢

Again, the two terms on the right can be incorporated on the left-hand side of (@.121])
provided that we choose « such that

(X + 4, x)?

<1
& ’ 4Kk

< QCaCQ,

. .. . . o . (X+4ca X)?
which is indeed possible since #.89) and the fact that n = 0 yield =2~ < 1.
To close the estimate, we only need to handle the last term on the right-hand side of
(@.121)): this can be done exactly in the same way as in the proof of Theorem {4.9
Indeed, on the right-hand side we have, thanks to the boundedness of f and the fact

that |0 5]l (@) < 1.

1
| Pows = A usitas < 5 [ 190l + COE T N paslallizon)

for every ¢t € [0,75] and Ty < T'. Furthermore, by comparison in equation (#.2) and
thanks to (4.63)), since 8 € (0, 1), we have

ool < (148 [ orgasF + s [ Flgus(s)) + s loas(o))

s€[0,t] s€[0,t
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Hence, using a patching argument as in the proof of Theorem §.9] we deduce the
following uniform estimates

HSOa,BHLoo(o,T;H)m?(o,T;V) + HMa,,BHL?(o,T;V)

+ loasll Lm0z 0rvy < C, (4.122)
||F(90a,ﬁ)||Loo(o,T;L1(Q)) <C, (4.123)
O‘I/QHl‘aﬁHL“(O,T;H) + 51/2||90a,6||H1(0,T;H)mL°°(o,T;V) <C. (4.124)

Comparison then in the system gives us in particular that

1€a,sll 220,30y F+ |oassll @t (0,mv) + | tta,s + Casllar0rvey < C, (4.125)

as well as

aB"? || papll o) < C (4.126)

The uniform bound for o, g in L*°(()) can be obtained as before using the same lines
of argument employed in the proof of Theorem #4.1]

Passage to the Limit

The estimates (4.122)—(#.126) ensure, thanks to the classical compactness results, that
there exists a quadruplet (o, i, 0, §), with

w € HY(0,T; V)N L*0,T;V), e L*0,T;V),
o€ HY(0,T;V)YNL*0,T; V)N L™(Q),
0<o(x,t) <1 forae.xe€Q, Vte]l0,T],
£ € L*0,T; H),
such that, as («, #) — 0 it holds that, along a non-relabelled subsequence, (4.114)—
@.119) and (4.120) are fulfilled. In addition, setting A\, g := Qfta g + o g, We have
Ao — ¢ weakly starin H'(0,T;V*) N L*(0,T;V),
and strongly in C°([0,T]; V*) N L?(0,T; H),
€up — € weakly in L*(0,T; H).
In particular, by difference we deduce that
Do = Aas — Uflas — ¢ strongly in L*(0,T; H)
which readily implies that £ € OF; () almost everywhere in (), and that

f(Pas) = f(p) stronglyin LF(Q) Vp>1,
Fy(¢ap) = Fy(¢) strongly in L2(O,T; H).

It is then a standard matter to let o, 3 — 0 in the weak formulation of @.I))-#.5)) to
conclude. Note in particular that by difference in the limit equation (4.2)) we deduce the
further regularity ¢ € L?(0,T; V'), which concludes the proof of Theorem [4.15] O
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Theorem 4.16 (Error estimate: «, 3 — 0). In the setting of Theorem assume
(4.80). Suppose also that there exist a positive constant cp such that

F(s) > cpl|s|* —cz! Vs €eR, (4.127)

and there exists My > 0 such that, for every (o, B) € (0, ) x (0, Bo),

ol/4
W(Huo,a,a!\ +IF (poas)l) + ' (toaslv + looaslv) < Mo (4.128)

Then the solution (@, i, 0, €) to the system @ 1)—-@.5) with « = § = 0 is unique. More-
over, the convergences obtained in Theorem hold along every zero subsequence

{(ow, Br) }i satisfying

1/2
limsup S5 < fo0, (4.129)

k—o0 k

and in this case, there exists K > 0, independent of k, such that the following error
estimate holds:

k8. — Pllooqomvanceomm) + 10ay.8, — ollooqommnczo.rv)
1/4 | l/2
< K(oy" + 8 + I 9oans = ollv + |00a,5, = o0ll)
Proof of Theoremd.16] The idea is to adapt the argument presented in the proof of

Theorem 4.10] First of all, we need to prove a refined estimate. Proceeding as in the
proof of Theorem .10} we know that

3/2 9 2 al/? v NE Ball? 9 D2+ Chal/? 9 2
", [Ortta " + =5 Vhas O + == 1010a,s(O)” + Coa g 010
t t
1/2 2 al/? 2

+al/ . [Oi0a,6]" + —=[[Voast)l]
t
1/2 1/2 1/2

[0
< THVMo,a,,BHQ +

[0
1025 O)I + Z = [Vt

+ al/Q/ (Pga,ﬁ — A)f(‘;paﬁ)atﬂaﬁ
i 041/2/ (J % (0rpap) + X000 5)OrPu s

40l [ (B(0s = 0as) = Ohl2as)0s)000s (4.130)

The first and third terms on the right-hand side are uniformly bounded in o and 3 due
to assumptions (4.113) and (.128). As for the second term on the right-hand side,
using (4.2)) we realise that

Ho,a,8 = ﬁat(pa,ﬁ([)) + ao,a,8 — J * $0,a,8 + FI(SOO,Q,B) - XUO,a,Ba
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so that, multiplying both sides by o'/*/3'/? and squaring,

ol/2 .
Ba' 2 0pa,s(0)|* < 57(Huo,a,ﬁ!|2+2(a ) 10,0,8l1° 11 F (¢0.0,8) 117+ [[00,0,51);

from which we deduce by (4.128)) that the second term on the right-hand side of (.130))
is uniformly bounded in v and 3. Let us focus on the fourth term on the right-hand
side: proceeding as in the proof of Theorem .10} this can be bounded using integration
by parts and the Young inequality by the quantity

«
— ’ataa,ﬁ|2

4 Jo,
+ 0&1/2<”Maﬁ||%2(0,T;H) + 10a,sl 2015 + 2| pasll oo,

for a positive constant C' independent of « and . The first term can be then incorpo-
rated on the left-hand side, and the remaining others are uniformly bounded in o and

( thanks to the estimates (4.122), (4.124), and condition #.129) on («a, 8). Finally,

noting that

t
o2 / (J % D1 p)Oupas < (a° + b7)a? / 1k005(3) [ 10eas(s) v -ds
t 0
< 0041/2Hat@a,ﬁH%?(o,T;H)-

The remaining terms on the right-hand side of (4.130) can be handled similarly, using

the averaged Young inequality, estimate (4.122)—(.124), and condition (@.129). Thus,
there exists C' > 0, independent of both o and /3, such that

o sl iy + @ sl Lo 7y < €, (4.131)
B2 M| a sl ..y + &Y ow sl oL oy < C. (4.132)

We are now ready to show the error estimate. Setting

D= Pap =P, Hi=flap— M, O0:=0a8=0,
Po = Po,a,8 = Po; 00 = 00,a,8 — 00,

we write the difference of the system (. 1)-(@.5) withn = Oata,5 > 0anda =5 =0
to find that

QOifta,p + 0 — Al = PG f(pa,p) + (Po — A)(f(pas) — fl¥)) inQ, (4.133)

fi = BOpas + 0B — J x G+ F'(pas) — F'() —X@ inQ, (4.134)
0,0 — AT + B + Cof(pap) = Co(f(p) = f(Pas)) inQ, (4.135)
Onfl = 0T = 0 onY, (4.136)
?(0) =%y, ©0(0) =00 inQ, (4.137)
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where the equations have to be intended in the usual variational framework. We then

test by N (% — (@)a), by ¥ — (¥)a, by 7, integrate over Qy,

add the resulting equalities and use BS to get
= @01+ [ B+ gm0+ [ 9o+ [ (B oo
= 317~ Goal? + Il —o | 2o NG~ @)
+ [ 0T~ Bikgas) + / F@at / R
e f U0 = Seus))7

+ [ (Pof(gus) + (Po = Af(ens) =SNG~ @a). @138)
Now, note that the Young inequality and the estimates (4.124)) and (4.131) yield

OuttasN (@ — (@)a) + / BT — BOupnp)

Qt
2 2 C 2
<o ||0t:uoa7,3”L2(0,TH ||N ®)a)(s )||HdS+z o 2l
(5 10xa,6 11220 50y + X° |5| )
< g 2 C 1/2 2d —2
1 Q|90| + + 8+ || J)[ids+ [ [a]%),

for a certain constant C' > 0 independent of a and 3. Furthermore, using the bounded-
ness and Lipschitz continuity of f, and the fact that ||o|| () < 1, the last two terms
in can be handled again by the Young inequality as

C | o(f(p) = flvas))T

Qt

T / (PO (pas) + (PO — A)(F(005) - f<so>>)N<¢—<¢>Q>

<& [ o / ol + / 17 — @)a)(s)] ds)

for a certain C' > 0 independent of « and /3, and similarly we have the estimate

[orop<@n) [Ieepenas S [ |¢!2+C/H<p s,

Finally, as for the fifth term on the right-hand side of (#.138)) we have, for a positive §
yet to be chosen,

/ Q—|Q|/ ds<5/| ds+—/| )al*ds,
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where, by comparison in equation (4.134) and by using the estimate (4.124),

/0 (sl ds < C.(5 + / 1 (gas(s) — o) 2ds+2 [ [P

Q1

for some C, > 0 independent of both « and . Next, owing to (4.80) and the Holder
inequality, we infer that

t t
/0 1 (0ap(s)) — F'(o(s) 2 ds < C2 / 1L+ Lpasl? + P2 ds

t
<C(1+ |’90a,6“%<>0(0,T;L4(Q)) + "SOH%OO(O,T;L‘l(Q)))/O H@(S)HQd&

which yields in turn, due to assumption (4.127) and to the previous estimates,

J 1P asts) = Pletopias < | g

t

for a constant C* > 0 independent of « and 5. Thus, collecting the above estimates
and rearranging the terms, we see that choosing 6 > 0 sufficiently small, for example

0= 4C %=, we are left with

1@ - @i+ L [ jieor+ [ v

1
§||%||2 +3lool?+ 0o 1/2+/3+/|r (@)o)(s)]2ds

. I7|° + /| )al? ds (4.139)

To conclude, we only need to handle the last term on the right-hand side of (4.139).
To this end, note that integrating equation (4.133) on 2 and testing by () yields,
using the estimate (4.131)), the Young inequality, the boundedness of o and f, and the
Lipschitz continuity of f,

@00l
= 51@0nF — o [ @)a(0uas()n ds
+ [ (PE(S)f(soa,a(S))Jr(PG(S)—A)(f(soa,ﬁ(S))—f(sD(S)))> ((s))ads

Q

< Il + Cla 2 + / (B(5))al?ds + / o+ e [ R @

Summing then (4.139) and (#.140)), we infer that

B2 + /Q B + o) + /Q Vol

t
_C(II@oIIer||50||2+041/2+5+/ II¢(S)II3dS+/Q|5|2)
0 t
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for a certain constant C', independent of « and 3. Therefore, we invoke the Gronwall
lemma to complete the proof of Theorem O
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CHAPTER

Optimal Control Theory of the Local
Model

The goal of this chapter is to investigate an optimal control problem whose governing
equation is given by the local system (3.1)—(3.5)) analysed in Chapter 3| with standard
tracking type cost functional, and where the role of control variable is played by the
source term g appearing in equation (3.3).

First, we assume the presence of both the relaxation parameters a and 3 and we
establish the existence of a minimiser and the related first-order necessary conditions
for optimality. Then, by using asymptotic approaches, we let the parameters o and
/3 go to zero to solve similar minimisation problems associated with (3.1)—(3.5) with
a=0and > 0and o > 0 and 5 = 0, respectively.

5.1 Optimal Control Theory of the Local Relaxed Model

In this first part of the chapter, we aim at minimising the cost functional of standard
tracking type form

b1 ) b3
J(p.0:u) = Zllo = wallizg + F19(T) = palliz@ + 5 lo = oaliz

by bo
+ 5 0(T) = oalliz@) + S lullz ) (5.1)
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subject to (3.1)—(3.3) with g = w and the control constraint
U € Uyq,

where by, b1, by, b3, by denote some non-negative constants (not all zero), and ¢q, o :
Q@ — R, pq,0q : 2 — R some prescribed target functions. Moreover, we assume that
the space of admissible controls is defined as

Usg :={u € L7(Q) : u. <u<u"ae. inQ}, (5.2)

for fixed functions w,,u* € L*(Q). Notice that assuming u, < u*a.e. in () implies
that U,q is a non-empty, closed and convex subset of L?(Q). In addition, since in the
following it will be sometimes necessary to work with an open superset of U, 4, we fix
some constant /2 > 0 such that the open ball

Ur :={u e L*(Q) : ||ull12(q) < R} contains  Usq. (5.3)

Thus, the control u may represent a supply of a nutrient or a medication in chemother-
apy.

Before moving on, let us spend some words on the classical tracking type structure
of the cost functional J of which is an example. As the functions pg, 0g, pa, 0o
are fixed, they represent some targets we want to approach. In fact, for instance, the
first term in the cost functional 2 || — g ||%2(Q) is mininimised when the state variable
¢ is as close as possible to the given ¢ in the sense of L?(Q)-norm. In a similar
fashion, it goes for the other variables. Thus, in the context of tumor growth, the
functions ¢q, 0¢, Yo, oo should be chosen as stable configurations of the system or
as some desirable objective configurations which, e.g., are meaningful for surgery.
Differently, the last term %0||u||%2(Q) is a classical L2-penalisation on large values of
the control variable designing the side-effect that the dispensation of too many drugs to
the patient may cause. Moreover, let us notice that the constants by, by, b, b3, b4 can be
chosen accordingly to the therapeutic goal we are interested in. Other terms of interest
that can be possibly included in the cost functional are the initial data, in the context of
parameter estimation, as in [81]], the time treatment as in [30,93,/139]], sparsity effects
as in [94,142]], and the estimation of the physical parameters appearing in the model
as in [[109,/133].

Summarising, the optimal control problem we are going to deal with in this chapter
is:

(CP)nps Minimise J (¢, 0, u) subject to:
(i) (i, p, o) yields a solution to (3:I)—(3-3) obtained from Theorem [3.3]
with g = u;
(11) v € Uyg.
In the second part of the chapter, after the minimisation problem (C'P),, 3 has been

treated, by employing the asymptotic results established in Chapter [3| we show that
the obtained results for (C'P), s allow us to investigate the asymptotic behaviour of
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(CP)ap as o and [ approach zero in the state system (3.1)—(3.5). We will employ the
symbols (C'P)s and (C'P),, to denote the corresponding optimal control problems in
whicha =0, 8 > 0and 5 = 0, o > 0, respectively. Namely, we set

(CP)s Minimise J (¢, o, u) subject to:
(i) (¢, p, o) yields a solution to (3-I)—(3-3) obtained from Theorem [3.9]
with g = u, a = 0;
(1) u € Uypg.

The optimal control problem (C'P), can be defined analogously by using Theorem
[3.13] Throughout this section, we employ the notation w instead of g (cf. Chapter [3)
since here the source term g in (3.1)—(3.5) plays the role of control variable. For the
optimal control problem, we postulate the following structural assumptions:

C1 by, by, by, b3, by are non-negative constants, not all zero.
C2 ©Q,0Q : Q — R, pq,0q: Q2 — Rand ©Q,0qQ € LZ(Q), wa,0q € Lz(Q)
C3 u,,u* € L™(Q) with u, < u*a.e.in Q.

By virtue of the well-posedness result established by Theorem [3.5] we already
know that the solution mapping, also referred to as the control-to-state operator, is
well defined between the spaces specified in the statement. Namely, we have

S:Up =Y, ur—Su)=(p,u0),

where the triplet (¢, i1, o) is the unique strong solution to (3.1)—(3.3) obtained from
Theorem and the solution space ) is identified by the regularity requirements
(3.22)—(3.24). Moreover, we use S; to denote the i-th component of the solution oper-
ator S.

Besides, a wide number of results concerning optimal controllability for similar
tumor growth models have been performed. Up to the author’s knowledge, the first op-
timal control problem for system (3.1)—(3.3) is the work by P. Colli et al. [40]. There,
the authors investigate the classical control problem with tracking type cost functional,
with the choices « = = x = 0 and where the source term g, there called u, acts
as a control. Moreover, they were forced to restrict the investigation to the case of
polynomial-growth type potentials. The inclusion of singular, while regular, potentials
has been tackled by the author in [136] for (3.1)—(3.5) with the choices a, 5 > 0,
X = 0. As appears in the strong well-posedness result presented in Chapter |3 (cf.
Theorem [3.5)), the relaxation terms ad;u and S0, allow establishing the separation
property so that the optimal control problem treated in [40]] can be extended to the case
of the logarithmic potential (I.8)): this extension will be presented in this first part of
this chapter. Next, the same author, using the so-called deep-quench asymptotic tech-
nique, proved in [138] how non-smooth potentials like the double-obstacle potential
can also be admitted. The second part of this chapter is devoted to the asymptotic
analysis performed in [137,140]. There the author showed that it is possible to let «
and [ approach zero separately in order to recover the existence of optimal controls

101



Chapter 5. Optimal Control Theory of the Local Model

and to characterise the corresponding first-order necessary conditions for optimality.
A control problem similar to [[136]] has been addressed recently by C. Cavaterra et al.
in [143]] with a different choice of the cost functional which includes long-time treat-
ment penalisation with the choices « = = x = 0 taking inspiration from the previous
contribution [93]] (see also [[139]]). For optimal control problems with different choices
for the source terms like (1.24)) and for different phase-field models of Cahn—Hilliard
type which may also include velocity flow effects, we mention [37,43,46,47,63,64].
We also refer to [109] (see also [110]]) by C. Kahle et al., where a different choice of
the cost functional and control variables turn the optimal control problem in a parame-
ter identification problem: this idea will be used in Chapter [6| for the nonlocal models
@.1)—@.5) studied in Chapter {4}

To conclude the overview, let us mention the work by C. Orrieri et al. [130]], where
a phase-field model for tumor growth is analysed also taking into account possible
stochastic perturbations of the system when two Wiener type noises act on the prolif-
eration of tumor cells and the evolution of nutrient.

5.1.1 Existence of a Minimiser

The first issue we are going to address concerns the existence of minimisers of the
minimisation problem (C'P), g. In this direction, let us point out that the proof eas-
ily follows from combining the direct method of calculus of variations presented by
Theorem [2.16] with the strong well-posedness result established by Theorem [3.5]

Theorem 5.1. Assume A1-Ad4, C1-C3, and o, € (0, 1). Then, the optimal control
problem (CP), g admits at least a minimiser.

Proof of Theorem[5.1] To begin with, let us note that the cost functional 7 is non-
negative so that we can consider a minimising sequence {u,, },, of elements of U,q with
the corresponding sequence of states { (¢, fin, o) }n- Namely, we have

(©n, tn, 0n) = S(u,) foreveryn € N,
lim "7<90n’0—n’un) = inf {‘7(9070—7 U) Tu e uada (9070—) - (81<U),83(u))} =\ > 0.

n—oo

Furthermore, from the estimate (3.26)), which is uniform in n, we infer the existence of
limits @ € U,q and (@, 1, &) such that along a non-relabelled subsequence, as n — oo,

u, — u weakly star in L>(Q),

tn — i weakly starin H*(0,T; H) N L>®(0,T; V)N L*(0,T; W) N L™(Q),
©n — P weakly star in W0, T; H) N H*(0,T; V)N L>(0,T; W),

o, — & weakly starin H*(0,T; H) N L>(0,T;V) N L*(0,T; W).

Moreover, owing to standard compactness results (cf. Lemma [2.4) we have that, pos-
sible up to a further extraction and as n — oo,

¢on — @ strongly in C°([0,T]; C°(Q2)) and a.e. in Q.
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Using then the Lebesgue dominated convergence theorem and the continuity of the
nonlinear functions F” and P it is a standard matter to deduce that

F'(,) — F'(¢) and P(p,) — P(®) strongly in C°([0, T]; C°(Q)).

These considerations allow us passing to the limit as n — oo in the variational formu-
lation of (3.1)—(3.5) written for (¢, fin, 0,,) so that S(w) = (P, i, 7). Lastly, due to the
weak sequential lower semicontinuity of 7 we eventually realise that w and (@, fi, 7)
is indeed a minimiser for (C'P), g. This conclude the proof of Theorem 5.1 [

5.1.2 Linearised System

In this section, we start investigating the first-order necessary conditions for optimality.
The first step consists in establishing the Fréchet differentiability of the solution opera-
tor S. It can be shown (cf. Theorem [5.3)) that the control-to-state operator S is Fréchet
differentiable between suitable Banach spaces and that its directional derivative is cap-
tured by the unique solution of the linearised system of (3.1))—(3.5]) along a suitable
direction. Thus, let us set some preliminary notation: with 7 we denote a fixed admis-
sible control, not necessarily optimal, with the corresponding state (, iz, 7) := S(u).
Hence, for every h € L*(Q), the linearised system to (3:-1)—(3.3), expressed in the
variables (¥, v, p), reads as

adw + 09 — Av = P'(p) (@ — )0+ P(@)(p — v) in Q, (5.4)
v = B0 — A+ F"()0 inQ, (5.5
0p—Dp=—P@E -1 - PEp-v+h  nQ 66

On = Ohv = Onp =0 on Y, 5.7

9(0) = v(0) = p(0) = 0 nQ (58

Here, is the corresponding well-posedness result.

Theorem 5.2 (Well-posedness of the linearised system: «, 5 > 0). Assume that Al-
A4, C1-C3 hold, and o, 3 € (0,1). Then, for every h € L*(Q), the linarised system
(3.4)—(5.8)) admits a unique solution (U, v, p) such that

d,v,p€ HY0,T; H) N L®(0,T; V)N L*0,T; W). (5.9)

Proof of Theorem[5.2] The idea of the proof consists in applying a Faedo—Galerkin
scheme (cf. Section 2.4.2)). Due to the well-known spectral property of the operator
—A + I, we consider the family {w;}; of eigenfunctions for the eigenvalue problem

{—AU)J' + wj = )\jw]’ in Q, (5 10)

Onhw; =0 onl,

which produces an orthonormal Schauder basis in /4. Moreover, {w,}; can be renor-
malised to have a complete orthonormal system in (H, (-, -)) which is also orthogonal
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in (V, (+,-)v). For every given n, we denote by W, := span{wy, ..., w,}, and with P,
the corresponding projection. We then aim at finding functions (¢,,, v, p,,) of the form

n n

On(x,t) = ) ap(wp(x),  va(x,t) = br(t)wg(x),
pn(x7 t) = Z CZ(t)wk (X)7
k=1

for suitable unknown sequences a}, b}, ¢! such that, for every v € W,

/&@an—l-/@tz?nv—l—/vyn-Vv:/P’(@n)(ﬁn—ﬁn)ﬁnv
Q Q Q Q
—i—/P(@n)(pn—Vn)v, (5.11)
Q

/an:/5@19,4}%—/Vz?n-Vv+/F"(¢n)19nv, (5.12)
Q
/ Dup + / V- Vo = — / (@)@ — Tin) Ot

/QP(%)(,O V)V + /h v, (5.13)
9,(0) = 1, (0) = p(0) = 0, (5.14)

where

@, =Pu(®), @,:=P.(n), 7,:=P,@), h,:=P,(h).

Using (5.12), we infer that the above system can be expressed in terms of «! and
cl', 1 <4 < n so that it can be reformulated as a Cauchy problem for a nonlinear
system of 2n first-order ODE in the unknowns a?', ¢i'. Due to the Lipschitz continuity
and regularity of the nonlinear terms, we obtain by the Cauchy—Lipschitz theorem the
existence of a unique solution such that (af,...,a", ¢}, ....c") € (C*(0,T))*" which
entails that (J,,, v, pn) € CH([0, T]; Wh)3.

A Priori Estimates

Here, we point out some uniform estimates with respect to n which allow us to rigor-
ously pass to the limit as n — oo and show that the limit of the approximated solutions
(9, Vn, pr) produces a solution to the original problem (5.4)—(5.8)). To avoid a heavy
notation, in the following estimates we avoid writing the subscript n, while we will
reintroduce the correct notation at the end of each computation. Notice that all the
employed test functions are admissible within the approximation scheme.

First estimate: Firstly, we add to both sides of (5.5) the term ©). Then, we test (5.4) by
v, the new second equation by —0d;v, and (5.6) by p, add the resulting equalities and
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integrate over (), and by parts to obtain

a 1 1
§W®W+ Vol 45 [ 10 + 0l + 5o
Qt

Qt

9o+ [ P@o—

/thp /tF” ﬁ@tﬁ—i-/t P'(p )(U—u)ﬁ(y—p)—i-/tﬁ@ﬂ?,

=1 =I} -HI% +I3+11

where, as above, we convey to indicate by [; the i-th line on the right-hand side,
whereas with ]Iz the j-th term on the i-th line. It is worth noting that all the terms
of the left-hand side are non-negative since they all are squares and P attains non-
negative values by Al. Using Young’s inequality along with the estimate (3.29)), we
easily infer that, for every o > 0,

1
B+ [ v [ aopco [ e
Q¢ Qt Qt

Moreover, using Holder’s and Young’s inequalities, the bounds for z and & pointed out
by (3:26)) and (3:29), and the Sobolev embedding V' C L5(2), we find that

t
L] < C/O ([lls + 7lle) 91ls 1l + ol

t
gclma@+m%mm%+c/uﬁ+wm

Qt

t
<c [l +0 [ (o + o)
Thus, we adjust § € (0, 1) sufficiently small so that Gronwall’s lemma yields

Ol 72 0,735y L e (0,75v) + [Vl oo 0,750y 22 0,131y
+ [lnll Lo 0,75 m)L200,05v) < C (5.15)

for a positive constant C' independent of n.

Second estimate: Multiplying (5.5)) by Av and using (3.29) and the previous estimate
lead us to deduce that

A 20,7,m) < C
so that elliptic regularity theory entails that

|9l 20.75m) < C. (5.16)
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Third estimate: Next, we multiply (5.4) by 0,v, (5.6) by 0,p, integrate over J; and by
parts to obtain that

1 1
o [t 1wl + [ o+ SIea0l?
Q¢ Qi

=— | 990w P'(p)(T — )Y o P@)(p —v) O
i +/t ey +/t @)(o—v)

_/tpf@)(a_g)ﬁatp_/tp@)(p_y)atp+/ how = 1) + I,

t

As T2 and T} are concerned, using (3:26), (3.29), Holder’s inequality along with the
continuous embedding V' C L%((2), we infer that

B|+ |1 < C / (5] + D19 |Iaw| + C / (] + [EhI9low

Qt Q1
t

t
SC/O (||5||6+IIﬂlle)||19||3||€9w||+0/O (7l + lzlle)[ls([ Dol

t
<4 g (10w + |owl*) + 0(5)/0 (1 + 17 I

for a positive J yet to be chosen. Moreover, in a similar fashion we can bound the other
terms as

I+ )+ 1+ 1 < 25 | (0wl + o)
+C(0) [ (0P + 1o + 1o + AP
Qt

and, upon choosing ¢ small enough, Gronwall’s lemma produces
|Vnll 10,750z (0,759 + || onll 0 0,0y Lo (0,10v) < C- (5.17)
Fourth estimate: Next, a comparison argument in (5.4)), and (5.6) easily produce that
AV 220,70y + 1 APl 220730 < C

so that, from the elliptic regularity theory, we infer that

1Vl 2.2y + lpnll L2020y < C. (5.18)

Passage to the Limit as n — oo

From these a priori estimates independent of n it is now a standard matter by the
Banach—Alaoglu theorem to infer the existence of limits (v, 9, p) such that, as n — oo,

U, — 9 weakly starin H*(0,7; H) N L>(0,T; V)N L*0,T; W),
v, — v weakly starin H'(0,T; H) N L>(0,T;V) N L*0,T; W),
pn — p weakly starin H'(0,T; H) N L>(0,T; V)N L*(0,T; W).
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Furthermore, classical compactness embedding results (see, e.g. [141]) allow us to
deduce that, as n — oo,

U — 90, v, = v, p,—p stronglyin C°([0,T]; H) N L*(0,T;V),
and
I =0, v, —v, p,—p ae.in(Q.

Hence, using the Lebesgue dominated convergence theorem and the aforementioned

structural assumptions, it is easy to pass to the limit in the variational formulation
(3. 11)—(5.13) as n — oo and infer that the limit (¥, v, p) yields a solution to the lin-

earised system ((5.4)—(5.8).

As far as the uniqueness is concerned, it readily follows from the linearity of the
system along with the above estimates. In fact, taking two solutions {(9;, v;, p;) }4,
i = 1,2, and denoting the differences by v := ¥y — ¥y, v := 1y — 115, p 1= p1 — po,
we deduce that the above estimates are verified with C' = 0 which directly implies that
Y = v = p = 0 proving the uniqueness. O

5.1.3 Fréchet Differentiability of S

Here, we show that the control-to-state operator S is Fréchet differentiable between
suitable Banach spaces. As a consequence, using the chain rule and the definition of
the cost functional 7, we will express the abstract optimality condition of (2.22)) in
an explicit form in terms of the linerised variables. To begin with, we introduce some
notation: let & € U,q be fixed and denote by (P, fi, &) = S(u) the corresponding state.
Then, we consider any h € L*(Q) such that u + h belongs to Ux. This is fulfilled
as soon as h is chosen sufficiently small since Up is open: from now on, we tacitly
assume that h verifies this condition. Moreover, we denote by
(@", 7", 7") == S@+h),

and set

V=7"-%-0, (=0'"-T—-v, w=d"—7—p. (5.19)
Thus, our goal is to prove that there exists a linear operator DS (%) such that

S(ﬂ + h) = S(ﬂ) -+ [DS(U)](]’L) + 0(||h||L2(O,T;H)) as ||h'||L2(O7T;H) — 0.

The expectation is that DS(u)[h| = (9, v, p) for every h € L*(Q), where (9, v, p) is
the unique solution to the linearised system associated with h. In light of the afore-
mentioned notation, we realise that it is enough to check that

1, ¢l < Clbl 20 rmy  as hll2omm — 0, (5.20)

for a suitable Bancach space X yet to be defined. It is worth noting that due to Theorem
[3.5]and Theorem [5.2] we already know that

Y, ¢w e HY0,T; HYN L*=(0,T; V)N L*(0, T; W).
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Theorem 5.3 (Fréchet differentiability of S: «, 5 > 0). Suppose that A1-A4, C1-C3
hold, and o, € (0,1). Let u € Ug be a fixed control with the corresponding state
(p,11,0) = S(u). Then the control-to-state operator S is Fréchet differentiable at u
as a mapping from Uy, into the Banach space X defined by

X = (H'(0,T; H) N L>(0,T;V) N L*(0, T} W))3. (5.21)

Moreover, for every h € L*(Q), DS(u)[h] = (9,v,p), where (U, v, p) is the unique
solution to the linearised system associated to h obtained from Theorem

Proof of Theorem[5.3] In view of the above comments, we are reduced to show that
(5.20) is satisfied for the Banach space X specified by (5.21). In this direction, we
consider the system (3.1)—(3.3) written for @ + h and for @ as well as the linearised
system with respect to w. Taking the difference of the equations and employing the
notation (5.19), we obtain that (1, (,w) solves the following system

adl( + o — A =0 in Q, (5.22)
(= po — A+ = in Q, (5.23)

Ow — Aw = —0 in Q, (5.24)

Ont) = 0pC = Ophw =0 on Y, (5.25)

»(0) =¢(0) =w(0)=0 in €, (5.26)

where the source terms = and © are defined as follows

=F'@") - F'(p) - F'() 9,
@")(@" —1") — P(®)(@ — 1) — P'(@)(c —n)d — P(@)(p—v).

@O 1]
i
~

Rearranging the terms and using Taylor’s theorem with integral remainder, we deduce
that

F"(®)y + R (@" —9)*,
P@)(w—¢)+ (P@") — P®)((e" —7) — (7" — 1))
+ P'(p)(@ —p)v + (@ — m) Ry (" —9)*,

D
||

where the remainders R/ and R are defined by
1
Rii= [(1-9FO(p+s(2" - 9)ds,
0
1
Rym [(1=9)P'g+s(@ - 9))ds
0

respectively.

108



5.1. Optimal Control Theory of the Local Relaxed Model

Preliminary Estimates

Let us premise here some useful estimates on the above source terms. First of all,
thanks to (3.29) and the regularity assumptions of the nonlinear terms F' and P, we
have the uniform bound

IR || 2(q) + |1 B3|l (@) < C. (5.27)

Using the above estimates, the continuous embedding V' C L5(f2) and the Young and
the Holder inequalties, we derive that

/

2

Ry (s)(@"(s) —@(s))*| ds< C [ [&"—79|*

Q¢
< CHGh - @H%OO(O,T;V)
< CHhHAiQ(o,T;H)- (5.28)

Moreover, similar arguments lead us to infer that

| 1@ - P@) (" -2 - @ )| (5.29)

<C 5 7" =2 (je" —a* + 7" — 7l*)

< ¢ [176) ~ BRI 6) — 7+ 7)) s

< ¢ [ =Bl =1} + I = F}) < C Wil

and, from (3.26)) and (3.29), also that
| [P@e-mef <c [ g+ mope

<c [l + Imp i
<c [ (5.30)

Lastly, thanks to (5.27), Holder’s and Young’s inequalities, (3.26), (3.11)), (3.40), and
the continuous inclusion V' C L%(£2), we obtain that

J.

<C : ([o]* + [a]*)[2" — 2|*
t

@ - mRAT — 7]

< C/O (7 ()1l + I7() 1E)1I%" (s) — B(s) s ds

t
< C/O @15 + 17I)1IB" =2y < Clillzomm- (5.31)
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With these preliminary we are now ready to address the Fréchet differentiability of S

by checking (5.20).

Uniform Estimates

First estimate: First, we add to both sides of (5.23) the term ). Then, we multiply
(5.22) by (, this new second equation by —d;1, (5.24) by w, add the resulting equalities
and integrate over (); and by parts to get that

SICOI [ 19CE+ Sl +5 [ o+ el + [ 9o

= / o¢ - / Fewow - | Ri(2" = %)* 0
+/ Yo — g Ow =:T; + L.
Using (3.29)), Young’s inequality, and (5.28)), we deduce that
]+ |T5] + L] < 35/@ O +C©) [ [P +C©) | [RI@" —9)*

Qt Q¢

<35 [ Jowf+cl) /Q G2 + OO [ o

for a constant 6 > 0 yet to be chosen. Moreover, the first term on the right-hand side
can be bounded above by

L] < , |P(@)(w—¢) ¢+ P(@") — P(p)(@" —7) — (5" — n)(|

+ : |P'(@)(@—m) v ¢+ (T —pRHE" —8)* (|

t
<C ; (lwl* + |C!2)+C/O 115 + CllAN L0 1om)-

The last term I3 can be treated in the same way, while it is related to the variable w
instead of (. Therefore, we pick  small enough so that the Gronwall lemma produces

|\ e o,y 0,130y + [Cl| oo 0,755 L2 00,751y
+ lwll oo o smnezo.rvy < ClAIZ207.00)- (5.32)

Second estimate: Accounting for the previous estimate, from a comparison argument
in (5.23)), we readily obtain that

1A¢ 27y < CllRN L0,

so that elliptic regularity theory produces

1l 2202wy < ClIANL 0 71
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5.1. Optimal Control Theory of the Local Relaxed Model

Third estimate: Next, let us rewrite the equations (5.22)) and (5.24) as

adi( —AC=0 —0,p:=¢g1, Ow—Aw =0 := gs.
Owing to (5.32), we have that

910l 2.0y + 1192l 20,0y < ClANZ 20 200

so that parabolic regularity theory gives

€1 0,750 L0 0,75 )2 (0,mw) + W e o, 0y oe (0,73 ) L2 00wy < CHhH;(O,T;H)
concluding the proof. O

Then, by virtue of the above theorem and to the abstract necessary condition for
optimality pointed out by the variational inequality (2.22]), we obtain the first-order
necessary conditions for optimality.

Theorem 5.4. Suppose that A1-A4, C1-C3 hold, and o, 3 € (0,1). Let © € Uyq be
an optimal control for (CP),, 3 with the corresponding state (P, fi,7) = S(u). Thenu
necessarily satisfies

b [ pa)i b | ) = o)+ | 7= o)y

Q
+ b4/(6(T) —0q)p(T) + bo / u(u—1u) >0 Yu € Uy, (5.33)
Q Q

where ¥ and p are two components of the unique solution (U,v, p) to the linearised

system (5.4)—(5.8) associated with h = w — u as given by Theorem|[5.2]

5.1.4 Adjoint System

Once first-order necessary conditions for optimality for problem (C'P), s has been
obtained as the variation inequality (5.33), we aim at simplyfing that condition. In
this direction, a classical tool is to introduce the so-called adjoint system which is a
backward-in-time system in the variables (p, ¢, ) and reads as

— Oi(p + Bq) — Aq+ F'(p)g + P'(9)(@ — 1) (r — p) (5.34)
=01(p — ¢q) in Q, (5.35)
—adp—q—Ap+ P@)(p—1)=0 in Q, (5.36)
— O — Ar + P(9)(r —p) = bs(@ — 0g) in Q, (5.37)
Onp = Onq = Opar =0 on X, (5.38)
(p+ Bg)(T) =b2(P(T) — pa), ap(T) =0,
r(T) = bs(@(T) — 00) in Q. (5.39)

Here, the corresponding well-posedness result follows.
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Chapter 5. Optimal Control Theory of the Local Model

Theorem 5.5 (Well-posedness of the adjoint system: «, 5 > 0). Suppose that A1-A4,
C1-C3, and o, 8 € (0,1). Then, the adjoint system (5.35)—(5.39) admits a unique
solution (p, q,r) such that

p,q,r € H(0,T; HYNC°([0,T]; V)N L*(0,T; W). (5.40)

Proof of Theorem[5.5] A rigorous proof should involve an approximation argument
such as the Faedo—Galerkin scheme. However, since the system is linear and the ar-
guments are standard, we just point out the corresponding formal a priori estimates,
leaving the details to the reader.

First estimate: First, we add to both sides of (5.36) the term p. Then, we test (5.35))
by —g, this new (5.36) by —0,p, by r, add the resulting equalities and integrate
over [, T] and by parts to obtain that

B 1 1
e+ [ 19aP +a [ 100f + 5lp@IR + 5l @ + [ (v
Qf Qf Qf

SR + Sl + Sl - [

b (@ — 0Q)q + / bs(@ — og)r
QF

QT

v [ P@E-ne-pa- [ P

t

- / P@)(r — p)(r + Oyp) - / pop =T+ T+ Ty
QT Qf

Using assumption C1-C2 and Young’s inequality we readily infer that

Ll < [ (af + 1+ 1)

Qi

Due to (3.29) and again to the Young inequality, we get

B+ L] < 26 / Dl + C () / (P + Ir?)
QT

Qf

for a positive 0 yet to be chosen. Lastly, (3.26), (3.29), the continuous embedding
V C L%(9), Young’s and Holder’s inequalities produce

Bl<c [ P@E-mi+C [ -
Qf T
<C e 2 —12 o 9 )
<C [ (Wl +ImI)allll +C | (iof +1rf?)
t F
<5 ) U+ V) +C [l + W@l +C | (ol +1rf)

Qf
1
<5 [ VPO [ gl +IrP)
Qf Qf
t t
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5.1. Optimal Control Theory of the Local Relaxed Model

Hence, we fix ¢ small enough and apply the backward-in-time Gronwall lemma to infer
that

||| 5 0,750 0,75y + 1@l oo 0,755 L2075y + |7 || oo 0,731y L2 0,1y < C

Second estimate: By testing by Ap and using similar argument as above we
deduce that

|Ap|| 20,0y < C

so that elliptic regularity theory entails that

Pl 220,75y < C.

Third estimate: We now multiply (5.35) by 0;q and integrate over Q7 and by parts to
obtain that

1 1
5 10l SIVaIF = SIS + [ awda

- /Q PR =Ml ) + /

F"(9)q0uq +/ b1(P — ©Q)0uq.
Qf

Qf
Except for the second term on the right-hand side the other terms can be bounded above
by

35 [ 102+ C(6) / (18P + aP + 1) (5.41)
QT Qf

by using Young’s inequality for a positive J yet to be chosen. Furthermore, owing to
the continuous inclusion V' C L5(€2), the boundedness of P’ and Holder’s inequality
we have

| P@@-mir- o
<C [ (1l + 17e) Il + loll) 12l
5 atZC(sTa?V 25l V),
<o [ 10a +0) [ (Aot + I + 1ol

where all the terms on the right-hand side have already been estimated. Therefore,
fixing ¢ sufficientely small we conclude that

||q||H1(07T;H)ﬁL°°(O,T;V) <C.

Fourth estimate: Testing (5.37) by —0d,r and using similar aguments as above we
deduce that

7| a2 0,750y (0,730 < C.
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Fifth estimate: A comparison argument in (5.33) and (5.37) along with elliptic regu-
larity theory imply

gl z20,5w) + 7| 2005wy < C

which concludes the existence part of the proof.
As far as the uniqueness is concerned, it is enough to consider two solutions

{(pis @i, ri) }in @ = 1,2 to (5.35)—(5.39) and after setting p := p; — p2, ¢ = q1 —
g2, T := 11 — 79, realise that all the above estimates are verified with C' = 0 so that
p=q=r=0. [

5.1.5 First-order Optimality Conditions

Using the adjoint variables we are now in the position to eliminate the linearised vari-
ables from the variational inequality (5.33)) and obtain:

Theorem 5.6 (First-order necessary optimality condition: «, 5 > 0). Suppose A1-A4,
C1-C3, and o, 5 € (0,1). Then, every optimal control u necessarily satifies

/ (T + boﬂ)(u — ﬂ) >0 Yu € L{ad, (542)
Q

where 1 is the third component of the adjoint system obtained from Theorem|[5.5] More-
over, if by > 0, U is the L*(0, T'; H)-orthogonal projection of —b, ™ 'r onto the closed
subspace U,q and we have the following pointwise characterisation for the minimiser

u(x,t) = max {u.(x,t), min{u*(x,t), —by 'r(x,t)}} fora.a. (x,t) € Q.
It is worth noticing that, as a consequence of (5.42]), we deduce via Riesz’s repre-
sentation theorem that the gradient of the reduced cost functional 7,.q can be identified
as VJea(W) = r + byu. From a numerical perspective this plays an important role

since the optimal control problem reduces to minimise a function 7,..; whose gradient
is known.

Proof of Theorem[5.6] Comparing the inequalities (5.33)) with (5.42), we realise that it
suffices to check the identity

/Q rh= b /Q (7 — vo)d + by / (B(T) — p)0(T)
by /Q (@~ cq)o + b [ (#(T) = oa)p(T). (5.43)

with h = v — u, where ¢ and p are the corresponding linearised variables obtained
from Theorem [5.2] In this direction, we multiply (5.4)—(5.6) by p, ¢, r, in this order

114



5.2. Asymptotic Analysis

and add the equalities to obtain that
0= /Q pladw + 00 — Av — P'(@)(@ — ) 9 — P@)(p - v)]
+ /Qq[—y + B8O — AY + F" () V]
" /Qr[atp —Ap+ P(B)E— )0+ P@)p—v) — .

Integration by parts with respect to time, using the initial conditions (5.8), and rear-
ranging the terms leads us to

/ rh = / Vg — adp — Ap + P(@)(p — 1))

Q Q
n /Q 00k — Oup+ Mg — F'(@)g + P(@)(@ — ) — p)]
T /Q o0 — Ar+ P@)(r — p)]

+ [0+ 80)(TT) + ar(DIp(T) + H(T)p(T))
Q
Thus, using the terminal conditions (5.38) and recalling the definition of the adjoint

variables (5.35)—(5.39)), we realise that the most part of the above terms simplify and
the remaining equality is exactly (5.43), as we claimed. 0

5.2 Asymptotic Analysis

In this section, we aim at exploiting the results established so far for the optimal con-
trol problem (C'P), 3 to address the minimisation problems (C'P), and (C'P)s via
asymptotic approach. In particular, the main goal is to pass to the limit as o and 3 go
to zero in the variational inequality to characterise the corresponding first-order
necessary conditions for optimality. Notice that these passages to the limit are rather
involved as we need to keep track the behaviour of the state and adjoint systems as
well as the behaviour of the control as the parameters approach zero. In this direction,
we recall that the asymptotic analysis on the state system has already been addressed
in Chapter[3} see Theorems[3.9}[3.10] [3.13] and[3.14]

Then, the first novelty addressed in this section consists in understanding the asymp-
totic behaviour of the adjoint system. To this aim, the first step is to point out some a
priori estimates which will allow us to let the parameters o and 5 go to zero by using
classical weak and weak star compactness arguments.

As a second step, we prove how to approximate optimal controls of (C'P), and
(C'P)s through sequences of optimal controls of the relaxed problem (C'P),, 5. Then,
we combine the results to rigorously pass to the limit in the variational inequality (5.42])
obtaining the corresponding optimality conditions for the limit problems (C'P),, and
(C'P)g, respectively. Moreover, let us recall that the well-posedness of the state system
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@B.I)—(B.3) with « = 8 = 0 has been already addressed in [[78]] and the associated op-
timal control problem was investigated in [40] for polynomial growth type potentials.

5.2.1 The Optimisation Problem (CP),3 asa — 0

From now onward, we set the following notation: for every a@ € (0, ) and 5 €
(0, B0), let Uq,z € Uag be a fixed admissible control, and let (@, 4, fi, g, 0a,s) and
(Pa,ss 4o, Ta,p) denote the associated unique solutions to the state system (3.1)—(3.5)
and the adjoint system (5.35)—(5.39) with «, 8 > 0 as obtained from Theorem [3.2] and
Theorem [5.5] respectively. The first result concerns the existence of minimisers for the
optimisation problem (C'P)s which can be deduced by adapting the lines of argument
in the proof of Theorem 5.1}

5.2.1.1 Existence of minimisers

Theorem 5.7 (Existence of a minimiser: o — 0). Assume that the assumption of The-
orem are fulfilled and suppose that C1-C3 hold. Then the optimisation problem
(C'P)s admits a minimiser.

Proof of Theorem[5.7} The proof readily follows as an application of the direct meth-
ods of calculus of variations along with the asymptotic behaviour results pointed out
by Theorem [3.9] To begin with, notice that the cost functional 7 is non-negative so
that we can consider a minimising sequence of optimal controls for (C'P), . Hence,
we take a sequence {«,, }, C (0, 1] which goes to zero as n — oo, and consider a min-
imising sequence {,, g}, := {Uaq, 3 }n C Uaa such that, for every n, u,, g is optimal for
(CP)a, s, and we denote by { (¢, s, fins, 0n ) n the sequence of the corresponding
states. Namely, we have

(@nﬁa Hn,B; O-nﬁ) - S(unﬁ) forevery n €N,
hm j(gpn,ﬂy UTL,ﬁ? un,ﬁ)

n—oo

=inf {T(p,0,u) : u € Una, (¢,0) = (Si(u),Ss(u)) } = A > 0.

Moreover, notice that the convergences (3.47)—(3.51)) are independent of n (i.e., on
«) and from the assumptions on U,q, it follows from classical weak and weak star
compactness results the existence of a non-relabelled subsequence and limits %g € Uyq
and (@B,ﬁﬁ,@;) such that, as n — oo,

un g — Uz weakly star in L>°(Q),
©ns — Py weakly starin H'(0,T; H) N L>(0,T; V) N L*(0,T; W),
[in,g — g weakly in L*(0,T; V),
0np — G weakly starin H'(0,T;V*) N L>(0,T; H) N L*(0,T;V).

Moreover, a compactness argument (see Lemma [2.4) yields that

¢np — Py strongly in C°([0,T]; H) N L*(0,T; V).
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This, along with the growth assumption of the potential postulated by (3.53)) allows us
to infer that

F'(pnp) = F'(@g) strongly in L*(0,T; H).

Then, it suffices to take into account the variational formulation of system (3.1)—(3.5)
written for the solution triplet (¢, g, ftn, 3, 0n ), and the control u, s and pass to the
limit as n — oo to conclude that (4, 7ig, 7 3) and ug yield a minimiser for (CP)z. [

5.2.1.2 A Priori Estimates on the Adjoint Variables

Then, we present some a priori estimates on the adjoint variables of (5.35)-(5.39)
which are independent of a.

Theorem 5.8. Suppose that the assumption of Theorem are fulfilled and that
C1-C3 hold. Let ug be an optimal control of (CP)g and {ua 5}t C Uaq be such that
Uo,5 — Ug strongly in L*(0,T; H) as o« — 0. Let (pa 8, ftaps Oap) A0d (Davgs Qofy T )
denote the state associated to u,, g and the unique solution to the adjoint system (5.35])—
(5.39) as given by Theorem|3.5|and Theorem respectively. Let (g, Tig,0p) be the
unique solution to (3.1)-(3.5) with o = 0 obtained from Theorem associated to
Ug. Then, there exists a triplet (pg, qz, rg) with

ps € L*(0,T; W),
qs € L*(0,T;V),
ps + Bgs € H'(0,T; V"),
rs € HY(0,T; V*) N C°([0,T]; H) N L*(0,T; V),

such that it holds, as o« — 0,

Pap — ps  weakly in L*(0,T; W), (5.44)
Gop — qz  weakly in L*(0,T; V), (5.45)
Tap — 15 weakly starin H'(0,T;V*) N L>(0,T; H) N L*(0,T; V),
and strongly in L*(0,T; H), (5.46)
Pas + Bas — ps+ Bas  weakly star in H'(0,T; V*) N L>(0,T; H) N L*(0,T;V),
and strongly in L*(0,T; H), (5.47)

Pas — 0 strongly in H'(0,T; H) N L>®(0,T; V)N L*(0,T; W). (5.48)

Moreover, there exists a positive constant K, which may depend on (3 but it is inde-
pendent of a, such that

Hpa,ﬁ - 5%,6HHl(o,T;V*)mLoo(o,T;H)mL?(o,T;V) + ||Qa,6HL2(o,T;V)
+ allpasllaor.m + & |pasllLe©rm)

+ |PasllL20,m:w) + 1Tass || 1 (0,037 )n Lo (0,11 L2 0,13v) < Kp. (5.49)
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In addition, the limit triplet (pg, qs, ) is the unique weak solution to the adjoint sys-

tem (5.33)—(5.39) with o = 0 in the sense that it fulfils

(05 + Bas) (1), ) + / Vas(t) - Vo + / F(@5(0))gs(t)o
_ / b1 (75(t) — o),
_ / gs(t)v + / Vps(t) - Vo + P / (ps(t) — ra(t))v = 0,
— (Brs(t),v) + / Vrs(t) - Vo + P / (ra(t) — pa(t))v = / ba(Ta(t) — oo(t)0,

for every v € V and almost everywhere in (0,T), and

(95 + Bas)(T) = ba(@a(T) — pa),  15(T) = / ba(T5(T) — o).

Proof of Theorem For brevity, the estimates presented below are formal, but they
can be easily justified by introducing a Faedo—Galerkin scheme. Moreover, in what
follows, the symbol C' will denote a positive constant which may depend on [ but it is
independent of .

First estimate: To begin with, we set

Wa ‘= Pa +BQO¢7 (5.50)
which in turn implies the identities

Wo — Pa
Qo = — pa:wa_BQa-
B

Hence, we rewrite the system (5.35)—(5.39) in terms of p,, w,, and r,, to obtain that

- 8twa,,3 + %A(pa,ﬂ - wa,ﬂ) + %F”(aa,ﬁ)(wa,ﬁ - pa,ﬂ)

= b1(Pas — ¥0) inQ, (5510
— a0Pas + 5(Pas — Was) = APas + Plpas —7ap) =0 inQ,  (552)
— Orap — Arapg+ P(ras — Pap) = b3(Gap — 0g) in Q, (5.53)
OnWa,8 = OnPa,p = OnTap =0 onY, (5.54)
Wa,5(T) = b2(P 5(T) — pa), apas(T) =0,
Ta,3(T) = b4(Tas(T) — 0q) in €. (5.55)

Then, we multiply (5.51) by wa 3, (5.52) by pas — Apas, (6.53) by 7 s add the
resulting equalities and integrate over Q7 and by parts to obtain, upon rearranging the
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terms, that

1 1 Qo 1
—wat2+—/ Vwg 2+—pat2+—+P/pa2
5 l[was ()] 3 Q?| 81"+ S lIPas(®)lly (5 )Qz| A

1 1
%4B+P+U4JWMW+L%Mmﬂ“5Ww®W

/ Vras)? +P/ |ra,6]?
QT

t

_ - _
= §Hbz(%,g(T) = 2o)|I* + 51164(Ta s (T) — 00)|* + /Q 01(Pas = $Q)Warp

t

+ / b3 Ea, - Ta + = / ()Oa pa We / We, 2
, (Cap 513 8)Pelap — 5 Pop)|Wasl
2
) Apaﬂﬁwavﬁ + P T()é,ﬁ (pauﬂ - Apawg)
B QT QT
1
+ - wa,ﬁpa,ﬂ+P/ Pa,laps =: 11 + 1o + I3 + 1.
B Jor :

Using the terminal conditions (5.55]), assumptions C1-C2, we infer by the Young in-
equality that

I+ <C [ (ool + sl +1).

As for T3 and T3, we recall the growth assumption (3.53)) and the fact that P 18
bounded in H'(0,T; H) N L*(0,T; W), uniformely with respect to «a, due to (3.47).
Thus, Holder’s and Young’s inequalities along with the continuous injection V' C
L5(92) lead us to infer that

T
B+ 18 < C [ W+ 11psPlo)pasloluns]
! T
+€ [ 4 IBusPIlwaslolns]
. t
<C [ (4 RuslRpeslv sl
! T
+C[<1+WaM%W%MWM@M

T
<o [ pasllt 40 [ 19waof +06) | sl

t

for a positive constant  yet to be determined. Next, similar arguments lead us to obtain

that
1 2
ng_/ Apa 2+_/ Wy 2;
Bl <5 ) 1800+ 5 [ e

t
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as well as that

1
|+ L) <36 / Pasl? + / Apasl® +C(6) / (sl + Irasl?).
Qr 4 Jor Qr

Hence, upon collecting all these terms, we realise that it suffices to fix ¢ small enough
so that Gronwall’s lemma along with elliptic regularity theory to deduce that

meﬁHLDO(O,T;H)OLQ(O,T;V) + Oél/QHPa,ﬁHLoo(o,T;V) + Hpa,ﬁHLQ(O,T;W)

+I7a.8ll oo 0.2 0.15v) < C
for a suitable positive constant C' independent of «v. Moreover, let us note that in turn
1/2
lapa,sll 0 rv) < Ca /2.

Second estimate: We multiply (5.51) by an arbitrary v € L*(0,7’; V'), integrate over
(2 and by parts, and make use of the above bounds to infer that

‘ / atwa,ﬁ "U’ < CHVpa,BHB(O,T;H)||VU||L2(0,T;H) + CHVwa,ﬁHL?(O,T;H)||VU||L2(0,T;H)
Q

+ Cllpasllzzor;m vl 2 0,7:v)
+ Cllwa,sl| 20,756 |01 220,75y + Cllvl 220,750
< Cllvllz2.rv)-

Thus, dividing both sides by ||v||.2(o,7;) and passing to the superior limit yields
||atwa,5||L2(0,T;V*) <C.

Third estimate: Arguing in a similar fashion, we readily infer from comparison in
equation (5.53) that

||at7’a,6||L2(o,T;V*) <C,
and from a comparison in equation ((5.52)) that

|Opa,sllL20,1:m) < C.

Passage to the Limit

Here, we draw some consequences from the aforementioned estimates. Owing to
standard weak and weak star compactness arguments it follows that there exist lim-
its wg, pg, r such that, as o — 0,

a5 — ws  weakly star in H'(0,T;V*) N L>®(0,T; H) N L*(0,T; V),
Pap — P weakly in L*(0,T; W),
Tap — 75 weakly starin H'(0,7;V*) N L>(0,T; H) N L*(0,T; V).
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Moreover, the compact embedding of H'(0,7;V*) N L*(0,T;V) into C°([0,T7]; H)
guarantees that the final data are meaningful and that

wa,5 — wg  strongly in L*(0,T; H),
Tap — 75 strongly in L*(0,T; H),

and we also have that
apa.p — 0 strongly in Hl(O,T; H)NL>(0,T;V)N L2((), T;W).

Hence, by combining the above convergences above with the definition of the auxiliary
variable w, 3, we also deduce that

Gap — qz  weakly in L2(0,T; V). (5.56)

Therefore, the above convergences implies that the weak limit of w,, 3 can be identified
with wg = pg — fqp.

Next, we take into account the variational formulation of system (5.35)—(5.39)) writ-
ten in the variables (W, g, Pa.g; Ta,8):

—«ww@w—év%mrw—éﬂwmeAm
=[fmaﬂw—¢dww,
A%wmv—mﬁﬁamﬁwv+1§ww@»vU
+PL@WW—HW@W=Q

= Orap(®).0) + [ Fraslt): Vo P [ (raalt) = pos(t)e

:/@www—mwm
Q

for every v € V' and almost everywhere in (0, 7"), and the terminal conditions

%Mﬂzémmﬂﬂ—WLHMﬂ=LM@ﬂﬂ—m) (5.57)

By virtue of the above convergences it follows that, as &« — 0, the above system
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converges to

—@W+MmeﬁAWW%W+AFWNMNW
:L“%@‘%@“
-1é%®v+4vw@»vU+PL@Aw—mww:m
—wwmmw+Lvawm+EAW@—mmm
— [ b(@alt) - calt)e,
Q

for every v € V' and almost everyewhere in (0,7"), and

(95 + B4s)(T) = ba(@5(T) — o). wﬂ=AM%m—m)

In fact, almost all the terms pass to the limit straightforwardly by using classical
reasoning and the above estimates. The only term which deserve to be commented is
the nonlinear term F"(%,, 5)qa,s. However, by combining the growth assumptions of
the potential F' (3.53)) with the strong convergence (3.52)), it follows that

F"(@a5) — F"(®s) strongly in L*(0,T; H) (5.58)
so that, by the weak-strong principle we readily infer that
F"(@os)das — F"(Ps)qs weakly in L2(0,T; H),

and the proof is concluded. ]

5.2.1.3 Approximation of Optimal Controls and Optimality Conditions

Once the existence of minimisers for (C'P)s has been established, we aim at deriv-
ing the corresponding first-order necessary conditions for optimality. From a formal
perspective, it could seem reasonable to let « — 0 in the necessary condition for
(C'P),,p expressed by the variational inequality (5.42). However, this would be possi-
ble, without any additional restrictions, if we can guarantee that every optimal control
for (C'P)g can be recovered as limit of a sequence of optimal controls of (C'P),, 3. Un-
fortunately, we can not prove this general fact and to overcome this issue we follow the
same line of argument of [11]] (see also [33,[34,44,/138|], where an application of such
a technique can be found). Namely, we define a new cost functional, called adapted
cost functional, depending on a fixed minimiser uz of (C'P), which is defined as

1
Jualp,0,0) = T (@, 0,0) + 5w = sz ) (5.59)

122



5.2. Asymptotic Analysis

Notice that 7,4 turns out to be a local perturbation of the cost functional 7 since
it reduces to J when acts on the minimisers of (C'P)g. The main idea behind this
definition concerns the fact that for the associated optimal control problem we can
obtain a compactness type property in the sense that every arbitrary minimiser g of
(C'P)g can be recovered as limit of a sequence of minimisers of (C'P)2%;, as a — 0.
Hence, the auxiliary minimisation problem we are going to consider, which will be
referred to as adapted, reads as

(CP)2;  Minimise Jo(¢p, 0, u) subject to:
(i) (v, u, o) yields a strong solution to (3.1))—(3.5]) obtained
from Theorem [3.5| with g = u;

(1) U € Upg. (5.60)
In a sense to yet to be specified, we will prove that (CP)gf}B approximates (C'P)g as
a — 0 so that the passage to the limit as & — 0 in the variational inequality (5.42)) can

be rigorously performed producing in turn the optimality condition of (C'P)g.
It is straightforward to infer that the adapted control problem (CP)Z% perfectly
complies with the framework of (C'P), s so that we directly deduce the existence of

minimisers and the optimality condition for optimality (in analogy with Theorem [5.1]
and Theorem [5.6] respectively).

Lemma 5.9. Assume that the assumption of Theorem hold and let C1-C3 be ver-
ified. Then, for every optimal control ug of (CP)g, the adapted optimisation problem
(CP)2; defined by (5.60) admits a minimiser.

In a similar fashion as in Theorem|[5.6| we derive the first-order necessary condition

for optimality of (C'P)2; as follows.

Theorem 5.10. Assume that the assumption of Theorem hold and let C1-C3 are
in force. Let ug be an optimal control for (CP)g and let J,q be defined by (5.59).
Then, if u, g € Uyq is an optimal control for (C’P)Z‘ig it necessarily fulfils

/ (Ta”/j + boﬂa,g + (ﬂg - Uajg)) (u - ﬂaﬁ) >0 Yu € Uyg, (5.61)
Q

where 1, g is the third component of the unique solution (P, 3, Ga.3, Ta.p) to the adjoint
system (5.35)-(5.39) obtained from Theorem|[5.5]

The sense in which the minimisers of (C'P)2!; approximate the ones of (C'P)4 as
o — 0 1s finally specified in the following statement.

Theorem 5.11. Suppose the assumption of Theorem and let C1-C3 hold. Let ug
be an optimal control for (CP)g with the corresponding state (pg, iz, 03) obtained
from Theorem Then, for every family {u, s}o of optimal controls for (C’P)gﬁlﬁ
with the corresponding states {(P, g, flo > Ta,8) Yo it holds that, as o — 0,
Uas — Us  Sstrongly in L*(Q), (5.62)
Bop — B3 weakly starin H'(0,T; H) N L=(0,T; V)N L*(0,T; W),  (5.63)
Gap — Tg  weakly starin H'(0,T; V*) N L>(0,T; H) N L*(0,T; V),  (5.64)
jad(@a,ﬁaaa,@ﬂaﬁ) - j(@ﬁaaﬁaﬂﬁ)' (5.65)
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Proof of Theorem Using the uniform estimates (3.47)—(3.51)) along with the struc-
ture of U,q we deduce the existence of limits up, 5, o3 such that, along a non-relabelled

subsequence {, },, which goes to zero as n — oo, it holds, as n — oo,

Ua, 5 — ug weakly star in L>(Q),
Pa,.p — 05 Weakly star in HI(O, T:H)NL>0,T;V)N L2(0, T, W),
Gonp — 05 weakly starin H'(0,T;V*) N L®(0,T; H) N L*(0,T; V).

As far as (5.65)) is concerned, let us note that on the one hand the minimality of
(P O, Up) for (C'P)29, entails that

J2d(Pa, ) Tan s Ua,8) < Jad(Pg,0p,Ug) foreveryn € N

so that passing to the superior limit in both sides and exploiting the definition of 7,4,
we get

11228;13 Tad (@, pr Oaun s Uan,8) < Jad(@p,0p,Ug) = T (Pg, 03, Up). (5.66)
On the other hand, the weak sequential lower semicontinuity of 7,4 implies that
1i£gi£f Jad(Pa,n, 55 T 83 Uan,8) = Jad($, 05, uj)
= T(eh b up) + glup — Tolae
> J(25,75,15) + 53~ Bslliagy  (567)

Since ¢} and o7 are solution to (3.1)—(3.5) with o = 0 associated to uj;, combining
(5.606) and (5.67) with the optimality of s for (C'P) 4 yields

uZ: B

so that the uniqueness of (3.1)-(3.5) with a = 0 also implies that ¢} = Pz and
o = 0g. Hence, we realise that the following chain of equality has been shown:

nh_>nolo jad (@an,[% Ean,ﬁ? Ean,ﬁ) = h’rIlr_l)ggf jad (@an,[‘}? Ean7ﬁ7 Hanvﬁ)

= lim sup jad(@an,ﬁaaan,ﬁvaan,ﬁ) = j(@ﬁvaﬁvﬂﬁ)

n—oo

which proves (5.65). We are now reduced to show the strong convergence (5.62)), but
a careful look of the above estimates leads us to

L _
§Huan,6 — g2 — O,
concluding the proof. O

With the approximation results presented in Theorem[5.T1] we are now in a position
to let &« — 0 in the variational inequality (5.61) to derive the optimality conditions of
(C'P)p in a rigorous fashion and obtain the optimality conditions for the limit problem.
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Theorem 5.12. Suppose the assumption of Theorem and let C1-C3 hold. Let ug
be a minimiser of (C'P)g. Then, g necessarily satisfies

/(rﬂ b (u—T5) > 0 Vu € Us,
Q

where 1 is the third component of the unique solution (pg, qs, 73) of the adjoint system

(5.35)—(5.39) with o = 0 obtained from Theorem[5.8}

Proof of Theorem[5.12] As already mention we aim at passing as & — 0 in (5.61). In
this direction, we first consider the approximating sequence of controls {,,, 5} C Uaa
obtained from Theorem with the corresponding states {(Z,, 3: Fla, 5> Tan,8) n
and adjoint variables {(pa,, 8, Gan .3 Tan,8) }n- Then, by virtue of the convergences
pointed out by Theorem and Theorem the thesis readily follows by letting
n — oo in (5.61) using the Lebesgue dominated convergence theorem. 0

Finally, due to the structure of the control-box U4, in the case by > 0, we can
provide a pointwise characterisation of the minimiser (see, e.g., [[146]).

Corollary 5.13. Suppose that the assumption of Theorem hold and let by > 0
and ug be an optimal control for (CP)g. Then, the minimiser ug is the L*(0,T; H)-
orthogonal projection of —bo_lrg onto the closed subspace U,q and

Ug(x,t) = max {u.(x,t), min{u*(x,t), —bo 'ra(x,t)}} foraa. (x,t) €Q,

being 13 the third component of the unique solution of the adjoint system (5.35)—(5.39)
with o = 0 obtained from Theorem[5.8

Proof of Corollary[5.13] The claim directly follows from the Hilbert projection theo-
rem, since U,q is a non-empty, closed and convex subset of L?*(0,T; H), whereas the
pointwise characterisation follows from the box-structure of Uyq. ]

5.2.2 The Optimisation Problem (CP),3 as3 — 0

5.2.2.1 Existence of Minimisers

As a first step we prove the existence of a minimiser for (C'P),.

Theorem 5.14 (Existence of a minimiser: 5 — 0). Suppose the assumption of The-
orem and let C1-C3 hold. Then the optimisation problem (C'P),, admits a min-

imiser.

Proof of Theorem The result directly follows by adapting the lines of arguments
in the proof of Theorem|[5.7|(see also the proof of Theorem [5.1)) along with uniform in
/3 convergences obtained in Theorem [3.13] N
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5.2.2.2 A Priori Estimates on the Adjoint Variables

Here, we are going to address the asymptotic behaviour of the adjoint system (5.35])—
(¢3.39) as 5 — 0.

Theorem 5.15. Assume that the assumption of Theorem[3.14hold, let C1-C3 and b, =
by = 0. Let U, be an optimal control of (CP), and {un g}a C Uaq be such that u, g —
Uy strongly in L*(0,T; H) as 8 — 0. Let (0o, tag, 0ap) ANd (P, Qo ps Tap) be the
state associated to u,, 3 and the unique solution to the adjoint system (5.35)—(5.39) as
given by Theorem and Theorem respectively and let (P, Ti,,0q) denote the
unique solution to (B.1)-(3.5) with = 0 obtained from Theorem associated to
Uq. Then, there exists a triplet (po, Go, 7o) With

ParTa € HY(0,T; H) N L>®(0,T; V) N L*0,T; W),
Qo < L2(07T7 W)7

such that, as  — 0,

Dag — Do Weakly star in HI(O, T;H)NL>0,T;V)N LQ(O, T;W), (5.68)

Qo — Qo weakly in L*(0,T; W), (5.69)
Tap — To weakly starin H*(0,T; H) N L>®(0,T; V)N L*(0,T; W),  (5.70)
BGas — 0 strongly in H'(0,T; H) N L>®(0,T; V) N L*(0, T; W). (5.71)

Moreover, there exists a positive constant K,, which may depend on « but it is inde-
pendent of 8, such that

Hpa,ﬁ||H1(O,T;H)mLoo(o,T;V)nL2(O,T;W) + 5||Qa,,8||H1(0,T;H) + 51/2||Qa,ﬁ”L°o(0,T;V)

+ gasll 20wy + 708l 51 0,750 L 0,75 )02 0,10y < K (5.72)

In addition, the limit triplet (Do, qu, 7o) is the unique weak solution to the adjoint sys-

tem (5.33)—(5.39) with 5 = 0 in the sense that it verifies

= @malt) )+ [ Vault)- Vot [ POty

+/P'(%(t))(5a(t) — 11a(1))(ra(t) — pa(t))v = / b1(a(t) — @q(t))v,
Q Q
~ (@0pa(®).0) = [ aultw+ [ Talt)- To 4P [ (alt) = a0 =0
— (Ogro(t),v) + /Q Vra(t) - Vo + P/Q(ra(t) — pa(t))v
= /ng(ﬁa(t) —og(t))v,

for every v € V and almost everywhere in (0,T), and

apo(T) =0, 71,(T)=0.
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Proof of Theorem As before, since the adjoint system (5.35)—(5.39) is linear and
the arguments are standard, we proceed formally for convenience even though the
same computation can be made rigorous within a Galerkin scheme. Notice that in
what follows, the symbol C' will denote a positive constant which may depend on «
but it is independent of 3.

First estimate: To begin with, we add to both sides of the term p,, 5. Then, we
test (5.35) by —q. s, the new second equation by —d;p,, s, and (5.37) by 7, 3. Summing
the resulting equalities and integrating over Q7 leads us to obtain that

I6] _ 1
SllaasOIF + | Vaasl + | F'(@ap)ldasl + 5lpasl
Qf Qf

t

1
ta [ 10masl 4 Slra® + [ (9ol
Qf Qf
= —bl/ (Pas = P@)das +b3/T(5a,B —0Q)Tap

t

+ Pl 90045 Ua,ﬂ - ﬁa,ﬁ)(rtx,ﬁ - pa,B)Qa,B

+ P (Pa,ﬂ pa,ﬁ Ta,ﬁ)atpa,ﬁ_/Tpawg 8tpa75
Q;

P (Pa 5 — Da,g)Tap- (5.73)

@\@\o\

As the third term on the left-hand side is concerned, let us recall that /" is bounded
below in terms of the Lipschitz constant of £, (see A3) so that we have

Z—L/|%ﬂ?
QT

Next, we test (5.36) by Kq, s, for a positive constant K yet to be determined, and
integrate over 7 to obtain that

F”(aa,ﬁ) |qa,5 ?
T

t

K / |Ga s> = K / PasGap — K VPas - Vas
QT QT QT

- K . P(@aﬁ)(paﬁ - ra,ﬁ)Qa,B- (5.74)
Qi
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Then, we add (5.73) to to infer that
s
Sllaas®OI + (K = L) [ gosl + | [Vaapl*+a | [0pasl’
Qf Qf Qf
1 1
+ 3 Ionally + 3 lras®I + [ 1Vragl
2 2 T

@y

< _bl/ (9%/3 ©Q) 0, +b3/ (Cap —0Q)Tas

t

—i_/Qv Pl 9004,8 0-0475 - ﬁa,ﬁ)(rwﬁ - paﬂ)Qa,ﬁ
+ / P(®@4.5)(Pas = Ta,8)0tPa,s — / Pa,3 OtDa,p
QT Qf

P (‘00!5 TO‘B pa,ﬂ)ra,ﬂ +aK atpa,ﬂ o, — K Vpaﬂ : anﬁ
QF Qf Qf

K/ P(S% )(Pag — Tap)dap = I + 1o + I + Iy + Is.

Owing to assumptions C1-C2, Young’s inequality, and the fact that ©, 5 and T, g
satisfy (3.59)—(3.64) uniformely in /3, we have that

<0 Jausl+CO) [ (sl +1),

for a positive 0 yet to be determined. From the Holder and Young inequalities, the
continuous embedding V' C LG(Q), the boundedness of the proliferation function P,

and (3.59)—(3.64), we infer that

T
| < C/ 1Tas = a,sll6lTas = Paslllldaslls
t

T T
<6 [ Naasll +CO) [ (sl + sl sl + sl
t t

<6 [ (tual + 9005P) 4 CO) [ (rasl + pasl)
QT QF
In a similar fashion we have

I <cC / Pas — Tosl|Oipag] < 6 / Opasl® +C(6) / (posl? + [rasl).
QT QT T

@

and by using the Young inequality once more that
5] + L] + L]

<6 [ 10asl + CO) [ (sl + lrosl®) + |k [ Opaians
T QT Qf

t

A’ K K
< (%5 +0) [ 1omasl +CO) [ (sl + rasP) 45 [ lausl
Qf Qf Qf

t
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and also that

B+ 61 <0 | (9000 4 anol®) + CO) | (Tpasl? + sl + )

Upon collecting the previous estimates, we realise that the backward-in-time Gron-
wall lemma yields the estimate we are looking for, provided that K and ¢ satisfy the
following requirements:
. (1’2
min { K — & — L — 36,1 — 20,0 — 55 — 26} > 0.
Since ¢ can be taken arbitrarily small, we are reduced to check that

min{%—L,a—o‘zTK} >0

which is fulfilled as soon as « is small enough. Lastly, we pick ¢ small enough and
apply Gronwall’s lemma to conclude that

|\Pa8 | 2 (0,751 Lo (0,75v) + 51/2||qa,/3HLoo(o,T;H) + 11908l L20.1:v)
+ 17,8l Lo 0,750 L20,75v) < C. (5.75)

Second estimate: We test (5.36) by —Ap,, s and integrate over (¢, T) to infer that

«
S [ 9pa®F + [ 18P
Q Qf

= /QT qa,p Apa,ﬂ + /QT P(@a,ﬁ)(pOK,B - Toz,ﬁ)Apoz,B = ]Il' (576)

t

Using Young’s inequality, along with the boundedness of P, we get that

1
<5 [ 180aal + [ lausP+C [ (pasl +1rasl)
Qf Qf Qf

so that the previous estimate produces
IVpasllLeeomm + [|APasl L2007 < C. (5.77)
Hence, from the elliptic regularity theory we deduce that
1Pall L2 (0,720,759 < O (5.78)

Third estimate: A simple analysis of equation (5.37) (e.g., by first multiplying by
—0;r4,p and then by —Ar,, ) allows us to infer the parabolic regularity

Hra,ﬁHH1(O,T;H)OLOO(O,T;V)QLQ(O,T;W) <C. (5.79)
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Fourth estimate: Next, by testing (5.35) by Aqg, s and integrating over (¢,7"), we find
that

B B
SIV0us O + | 180ual? = S1900s DI + [ 9ot A
QT QF

+ /QT Fl,(@a,ﬁ)qaﬁ AQOWB N /QT P/<¢a,ﬁ)(50¢ﬁ - ﬁa,ﬁ)(raﬁ o po‘wg)Aqa’fB
t

t
+ /T bl(%,g - SOQ)AC]a,B =1 + Iy + Is.
Qs
Similar arguments as in the previous estimates allow us to obtain that
Ly + [L2f + |Ls]

4
<5 [ 180uaP 4 C [ (sl + lgual + sl + sl + D
o Jor oF

where the bounds producing (3.60) and (3.61) for the solutions 7i,, 5 and T, s, are also
taken into account. Hence, we find that

B2V qa gl 0.0 + 1A sl 20001y < C,

and from elliptic regularity that

B2V qasll oo 0,15 + |Gl 20,2y < C.

Fifth estimate: Lastly, by comparison in equation (5.35)) we also realise that

Bll9qe,sll 201y < C. (5.80)

Passage to the Limit

Here, let us draw some consequence of the a priori estimates obtained so far. Let us
recall that the constant C' appearing at the end of every estimate is independent of f.
Thus, from Banach—Alaoglu theorem we infer the existence of variables p,, g, and
such that, as § — 0,

Pas — Do Weakly starin H'(0,T; H) N L>(0,T; V) N L*(0,T; W),

Gop — Go Weaklyin L*(0,T; W),

Tap — To weakly starin H'(0,T; H) N L>(0,T;V) N L*(0,T; W),
BGas — 0 strongly in H'(0,T; H) N L>(0,T; V)N L*(0,T; W).

Moreover, up to a non-relabelled subsequence, we also have by compactness argu-
ments that

Pas = Pa strongly in C°([0, T]; H) N L*(0,T; V), (5.81)
T — T strongly in C°([0, T]; H) N L*(0,T; V). (5.82)
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Besides, by (3.39) and (3.65)), along a non-relabelled subsequence, for every « > 1 if
d=2and 1 < k < 6if d = 3, we have that

Bop = P ae.inQ, P,;—P,, stronglyin L2(0,T; L*(9)).
Hence, we consider the weak formulation of (5.35)-(5.39) which reads as

= Opas(®) + B1as(0.0) + [ Vaas®)- Vot | F'us(as(t)e

n / P (@os(8) s (t) — Tras () (ras(t) — pap())0
/ b (@as(t) — polt))o.

<atpa,8 /Qqaﬂ /VPQB(> Vuw
/ P(@o5(1)) (P (t) — rap(B))w = 0,

— Oraplt) A+ [ Vi) Vet [ PEus)raslt) = pas(t):

- / bs(Tap(t) — o0 (1))2,

Q

for every v, w, z € V and almost everywhere in (0, 7") and the terminal conditions

(Pas + Bas)(T) =0, apas(T) =0, 745(T)=0.

Let us just comment how to handle the passage as 5 — 0 of the nonlinear term involv-
ing F as the other terms easily pass to the weak limit as 5 — 0 due to the regularity
of P and to the aforementioned convergences. By continuity of /" and from the above
remark, it follows that, as 5 — 0,

F'(@.5) = F'(7,) ae.inQ.

Now, since {F' (@, g)} is uniformly bounded in L>(0,T’; L'(£2)), by the growth con-
dition (3.53) we know that {F""(,, 5)}s is uniformly bounded in L>(0,7'; H). Fur-
thermore, the boundedness of {¢, 5} in L*(0, T; L°(Q)) and again (3:53) ensure also
that { F”'(@,, 3)} is uniformly bounded in L'(0, T'; L*(€2)). For any ¢ € (0, 1), setting
Ky € (2, 3) such that é := 2 4+ 122, by interpolation we have that

1E" (@)l < CIF"@ap) || F" (o p)lls™  ae.in (0,7),

from which it follows that

/1 (—
1" a2y gm0y < Co

In particular, there exists ¥ € (0,1) such that & 1= ry = ﬁ € (2,3): an easy
computation yields J = % and & = I. This implies that

|’F/I(¢a,B>HL7/3(Q) < Ca.
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By the Severini-Egorov theorem we infer that, for all k € [1, %),
F"(@44) — F"(®,) weakly in L”/3(Q) and strongly in L*(Q).
In particular, since ¥ > 2 and (5.69), this implies that, as § — 0,

F"(@05)das = F"(#a)qa  weakly in L'(Q).

Since W C L™(€2), this allows to pass to the limit as § — 0 in the first line of
the above variational formulation for every test function v € W. Since F"(p,) €
LY(0,T; L3(£2)), at the limit we find that F"'(3,)q, € L%°(2) C V* almost every-
where in (0,7"), and the variational formulation holds also for all v € V' by the density
of W in V. Thus, after passing to the limit as 5 — 0 we find that the limit triplet
(Pavs Ga, o) Verifies

—@M@W+LWN%W+LFWNMNM
+AP@NM®W—M@WN%m@W=/M%@—mwm

—ﬂ@mwm—[ﬁww+4v%®wm+épmﬁmm@—m@w
=0,
-%%me+LVMWWM+LP@NMM®—m®M

— [ blgult) = so(t)e

Q

for every v € V' and almost everywhere in (0, 7") and the terminal conditions
Pa(T) =0, ro(T)=0

which concludes the proof. [

5.2.2.3 Approximation of Optimal Controls and Optimality Conditions

We are now ready to derive the first-order necessary conditions for optimality of (C'P),,
by adapting the lines of argument in Subsection for the case § — 0 instead of
a — 0. Namely, for a given minimiser @, of (C'P), we define the adapted cost
functional by

1 _
jad(SO, g, u) = j<907 g, U) + 5”“ o Ua||%2(Q)
along with the corresponding adapted optimisation problem

(CP)2;  Minimise Ja(¢p, 0, u) subject to:

() (i, p, o) yields a solution to (3-I)—(3-3) obtained from Theorem [3.3]
with g = u;
(11) u € Z/{ad-
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This will allow us to show that (CP)2); \, (C'P), in a sense to be precised later on
so to pass rigorously to the limit as 4 — 0 in the variational inequality (5.42). First
of all, we obtain the corresponding result to Lemma 5.9 which again straightforwardly
follows from the previous investigation on (C'P), 3.

Lemma 5.16. Suppose the assumption of Theorem and let C1-C3 hold and by =
0. Then, for every B € (0,1) and every optimal control u,, of (C'P),, the adapted
optimisation problem (C P)2'; admits a minimiser.

Theorem 5.17. Assume that the assumption of Theorem[3.14|are in force and let C1-
C3 hold and by = 0. Let u, be an optimal control for (CP),. Then, for every [ €
(0,1), if o g € Una is an optimal control for (CP)Z% it necessarily fulfils

/ (Ta,6 + boTlas + (Ta = Tayp)) (U = Tap) 20 Vu € Usa, (5.83)
Q

where 1, g is the third component of the unique solution (pa, 3, Ga.3, Ta.p) to the adjoint

system (5.35)—(5.39) obtained from Theorem
Hence, it holds that (C'P)3%; \, (C'P), as 8 — 0 in the following sense:

Theorem 5.18. Suppose the assumption of Theorem[3.14|and let C1-C3 hold and by =
0. Let U, be an optimal control for (C'P),, with the corresponding state (¢, i, o)
obtained from Theorem Then, for every family {u, s}s of optimal controls for
(CP)2; with the corresponding states {(@, g, Tio, g Ta,3) ta it holds that, as § — 0,

U — Uo  Strongly in L*(Q), (5.84)
Pop — Po weakly starin HY0,T; V)N L®(0,T; W), (5.85)
Gap — o weakly starin H'(0,T; H) N L>®(0,T;V) N L*(0,T; W),  (5.86)
J2d(Pa,p, 0,85 Ua,8) = T (Pas Tas Ua)- (5.87)

Proof of Theorem[5.18} The proof follows the same lines of argument of the proof of
Theorem with the help of the asymptotic analysis performed by Theorem [3.13
O

Lastly, we combine Theorem[5.18|with Theorem|[5.6]to derive the optimality condi-
tion of (C'P),, by letting § — 0 in the variational inequality (5.42)). Here, the obtained
result follows.

Theorem 5.19. Suppose the assumption of Theorem|3.14|and C1-C3 hold. Moreover,
let by = by = 0 and let U, be a minimiser of (C'P),. Then, it necessarily satisfies

/ (ro+ boTa) (1 — ) >0 Vuu € Usa,
Q

where 1, is the third component of the unique solution (pu, 4o, 7o) 0f the adjoint system

(5.33)—(5.39) with 5 = 0 obtained from Theorem
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Proof of Theorem[5.19, The proof can be obtained by adapting the line of arguments
in Theorem by using the approximation results pointed out by Theorem and
Theorem O

Lastly, we obtain the corresponding of Corollary [5.13]

Corollary 5.20. Suppose that the assumption of Theorem are satisfied. Moreover,
let by > 0 and T, be an optimal control for (C'P),. Then, the minimiser U, is the
L*(0,T; H)-orthogonal projection of —by~ 1, onto the closed subspace U,q and

Uo(x,t) = max {u.(x, t), min{u*(x,t), —by 'ra(x,t)}} foraa. (x,t) € Q,

where 1, is the third component of the unique solution of the adjoint system (5.35)—

(5.39) with 3 = 0 obtained from Theorem|[5.15]
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CHAPTER

Optimal Control Theory of the Nonlocal
Model

This chapter is completely devoted to studying an optimal control problem associated
with the nonlocal system (@.1))-(4.5)) analysed in Chapter[d] To differentiate the presen-
tation with respect to Chapter [5} we postulate a different form for the cost functional
and for the control variables. In fact, inspired from the work by C. Kahle et al. [[109],
we formulate the problem of parameters identification in the framework of optimal
control theory. In particular, the physical parameters we aim to identify are the con-
stants P, X, 1, and C occurring in the system (#.1)—(.5)) and the role of controls is now
played by these parameters.

As done in the previous chapter, we first start considering the optimal control prob-
lem with both the relaxation parameters «v and 3 positive and fixed in the system (@.1)—
(4.5)), and then we let them to zero via asymptotic approaches.

6.1 Optimal Control Theory of the Nonlocal Relaxed Model

Motivated by the above comments, we consider the objective type cost functional of
the following form:

bl b2 ap
Tl P.x.n,C) = Zle = galliag + 5 10(T) = valltam + 5 P = Puf?

ax o ac
+ 5 X=X =l 4 Srle =GP (6.1)
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for some prescribed target functions g : 2 = R, ¢g : @ — R, non-negative con-
stants by, by, ap, vy, oy, i (not all zero), and non-negative constants P, X,, 7, C.
representing some a priori information for the parameters. Moreover, the set of ad-
missible controls is defined as

Upg :={(P,x,n,C) € R*:
0 S P S PmaX7 0 S X S Xmax7 O S 77 S nmaX7 O S C S CmaX}) (6'2)

for some prescribed non-negative constants Ppax, Xmax, Pmax> Cmax- 1t 1S worth under-
lying that (6.2) is a non-empty and compact (closed and bounded) subset of R,

Hence, the identification problem we are going to address in this first part of the
chapter can be summarised as

CP)ops Minimise J (¢, P, X, n,C) subject to:
7ﬁ
(i) (v, u, o) yields a solution to (4.1)—(4.5) obtained from Theorem 4.5
(11) (Pu X, 1, C) S uad-

Thus, we would like to tackle the following problem: given a set of data P, X, 1, Cs,
identify the optimal parameter values P, X, 7, C so that the resulting model predictions
and the data are close in some proper sense. An alternative approach for parameter
identification relies on the Bayeasian calibration which has been recently used by C.
Kahle et al. in [[110] in the framework of local tumour growth models.

Throughout this first part of the chapter we work with o € (0, ) and S € (0, 3p)
fixed, being a and fy the bounds defined by (#.6). For this reason and for the sake
of simplicity, we avoid writing the unnecessary subscripts «, 8 under the involved
variables.

As far as the assumptions are concerned, in addition to B1-B7, we postulate the
following assumptions:

D1 Priax, Xinax, max, Cmax are non-negative constants.
D2 F:(—¢,0) — [0,400) is of class C*, where ¢ € (0, +00], and

F'(0)=0 li F'(1) = XmaxTmax?] = F00.
(0)=0,  lim [F(r) Thmax] = £00
This latter condition allows both for the logarithmic potential and for any poly-
nomial super-quadratic potential. Nonetheless, potentials of double-obstacle type
like (1.9)) are excluded. Let us note also that the limiting condition at £/ is satisfied
in particular by any 7 € [0, Nimax] and X € [0, Xpax)-

When dealing with the aforementioned optimal control problem, we postulate that
the cost functional 7 and the space of admissible controls U,q are defined by (6.1)),
and and that the following are fulfilled.

D3 The target functions pq : Q@ — R and pg : Q@ — R verify ¢q € L*() and
o € L*(Q).
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6.1. Optimal Control Theory of the Nonlocal Relaxed Model

D4 by, by, ap, ax, oy, ¢ are non-negative constants, not all zero.
D5 P., x.,n., C, are non-negative constants.
D6 f e C*(R)NWA>(R).

Let us recall that from Theorem [4.1] and Theorem [4.2] we already deduce the exis-
tence and uniqueness of a weak solution to system (4.1)—(.5) under a rather general
framework. However, since we are interested in solving the optimal control problem
(CP)aﬁg, we are forced to work with strong solutions instead, which possess better
stability properties with respect to the involved parameters. In particular, unlike weak
solutions, strong solutions allow to consider also non-negative chemotaxis and active
transport coefficients (cf. Theorem @] and Theorem @) Moreover, let us notice
that it is straightforward to complement (4.59) and obtain the following continuous
dependence result.

Lemma 6.1. Let the assumptions of Theorem be fulfilled. Moreover, for any pair
of initial data {(p}, u, o) biz1.2 satisfying @), @&42), and @3])), there exists a

constant K > 0, depending on the structural data, o, and 3, such that, for every pair
of parameters {(P*,X",n",C")}ic12 € Uaa, and for any respective strong solutions

{(i, i, 01) }ie1 2 satisfying @32)—@33), it holds that

||S01 - %02||Wl’W(O,T;V)mHl(0,T;H2(Q)) + Hul - ,u2||H1(o,T;H)mLoo(o,T;V)mL2(0,T;W)
+ [joy — 02|’H1(O,T;H)QLOO(O,T;V)HLQ(O,T;W)
< K (llvo = wollzc) + llmo — mollv + llog — ollv)
FI ([P = P2+ 3 =8+ = [0 = )
The strong well-posedness of the state system (4.1)—(4.5) in Theorem [#.5]and The-
orem allows us to define the control-to-state operator S, assigning to every given

admissible control (P, x,n,C) the unique corresponding state (¢, i1, o). Namely, we
have

S:(P,x,n,C) = (o, 1,0),

where (i, 11, o) is the unique solution to (@.1)—(#4.5)) obtained from Theorem More-
over, let us draw a straightforward consequence of the separation property (4.54).

Corollary 6.2. In addition to the assumptions of Theorem suppose that F' €
Ck(—1,0) for some k > 4. Then, there exists a positive constant K, depending only
on the structural data, on the initial data, and possibly on « and 3, such that

lellze@ + max [FO(o)|leq < K ¥ (P.X,0,C) €l (63)

6.1.1 Existence of a Minimiser

The first problem that we address concerns the existence of a minimiser of the optimal
control problem (C'P), g, with o, > 0 being fixed. Its proof is rather standard and
follows as a consequence of the direct method of calculus of variations.

137



Chapter 6. Optimal Control Theory of the Nonlocal Model

Theorem 6.3 (Existence of a minimiser). Suppose that B1-B7 and D1-D6 are ful-
filled. Then, the optimisation problem (C'P),, s admits a minimiser.

Proof of Theorem[6.3] Without loss of generality, we assume that all the constants
ap, ax, ay, ac are positive. In fact, if this is not the case, we can consider the cor-
responding control P, X, n and/or C as a prescribed constant, redefine {/,q accordingly
and argue in the same way.

To begin with, notice that the cost functional is non-negative so that we can con-
sider a minimising sequence of elements of U/,4. Namely, we take the minimising se-
quence {(Pn,Xn,Mn,Cn)}n C U,q and the corresponding sequence of states
{(n, thns 0n) tn = {S(Pn, X, N, Cn) }, all related to the same initial data (g, po, 00)-
Namely, we have

0<X:=inf {J(go, P.X,1,C)| (P, x,n,C) € Usa, ¢ = Si(P, x,n,c’)},
and, as n — o0,

j(@”? PTL? Xny T]n, Cn) — X

Since the bounds (4.52)-(@.55) are uniform in n thanks to the structure of U,q, we
invoke standard compactness results (cf., Lemma @ to obtain the existence of limits
@, (P,X,7,C) € U,q, and a non-relabelled subsequence such that, as n — oo,

©n — @ weakly star in W (0,T;V) N H'(0,T; H*(2)),
and strongly in C°([0, T]; C°(Q)),
pn — 1 weakly starin H*(0,7; H) N L>(0,T; V)N L*0,T; W) N L>=(Q),
o, — & weakly starin H'(0,7; H) N L*>(0,T; V)N L*0,T; W) N L*>(Q),
Pp— P, Xp =X, 0, =7, Cy — C.
It is then a standard matter to pass to the limit in the variational formulation of @.1)-
(@.5) written for {(¢n, fin, 04) }n to deduce that (@, 11,0) = S(P,X,7,C). Lastly, the

weak sequential lower semincontinuity of 7 entails that (P, X, 7, C') is a minimiser for
(C'P), s together with its corresponding state (i, 1z, 7). O

6.1.2 Linearised System

We study here the linearised system, which can be formally obtained by differentiating
the state system (@.1))—(@.5)) with respect to the control in a certain direction. First, we
fix some preliminary notation: let (P, X, n,C) € U,q be fixed, set

(¢7ﬁ’6) = S(P’ X? n? C)?
and consider an arbitrary increment
h := (hp, hy, by, he) € R* suchthat (P, x,7,C) +h € Unq.

The variables of the linearised system are denoted by (£, v, {): of course, they depend
on the increment h, but we avoid keeping track of this explicitly for the brevity of
notation.
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The linearised system reads:

O(av + &) — Av = (Po — A)f'(@)§ + PCf(@) + hpo f(7)  in @,  (6.4)

v=PB0+al—J*xE+F'(P)E— X — hxo in Q, (6.5)
0 — AC+ BC + C(CF(P) + T (D)E) + her f(P)

= —AnE + h,p) in Q, (6.6)
OnV = On(N€ + hy@) = 0n( =0 on Y, (6.7)
£(0) = v(0) = ¢(0) =0 in Q. (6.8)

Here is the corresponding well-posedness result.

Theorem 6.4 (Well-posedness of the linearised system: «, 5 > 0). Assume B1-B7
and D1-D6. Then, the linearised system (6.4)—(6.8) admits a unique solution (¢, v, ()

satisfying
£€ HY(0,T; HYyN L™(0,T;V), v, € HY(0,T;V*) N L*(0,T; V).

Proof of Theorem[6.4] In what follows we proceed formally by pointing out some a
priori estimates. Anyway, it is a standard matter to perform the same computations
within a Galerkin scheme (cf. Section and then pass to the limit as the discreti-
sation parameter approach infinity to deduce the same results at the continuous level.
Moreover, let us notice that the symbols C' and C'(§) will denote generic constants de-
pending only on structural data and possibly on an additional positive constant  and
may change from line to line.

First estimate: To begin with we add to both sides of (6.3) the term (¢, + 2){. Next,
we multiply (6.4) by v, the new (6.5) by —0,¢, the gradient of (6.5) by —V¢, (6.6) by
¢, integrate over (); and by parts. Adding the resulting equalities we obtain that

Qoo+ [ v+ 8 [ o€k + Livewi + i + vl
Qt Qt

+ [ e PEIVER+ [ (a6 = Te 08+ SOOI

t

LB / e [ vep
Q¢ Q1

- / (Pa— A @ev+ | PG+ / hot f (@) — / F(@)edn¢
t Qt

t t

4 / XCOE + / Ik — | (cot 20k
t t Qt

+ [ vwve- Q(Va)f-V£+/ (129 Ve~ [ FO@)RvE- Ve

4 / V¢ VE+ / Vo Ve— | Ct@ 7l @E)C— | heaf@)

Qt Qt

+/ nV{VC— hnAEQZ H1+H2+H3+H4+H5.
Q1 Qt
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The first two terms of the second line can be easily estimated by using BS, which
produces

| @+ Pepverza [ ver, 69
t Q1
and similarly for the next term we have
a, — a* Ca
| =500 = " el = -Sle@l. 610

t

Moreover, the terms on the right-hand side can be easily estimated using Young and
Holder inequalities, the regularity of the state variables , & expressed in (.52)—(#.55),
the boundedness of f and f’, and Corollary In fact, for every 6 > 0, we obtain that

L | SC/ (1118l + <1 + [FD v + CIF @)l > @ o [€119:€]

<5 [ 0P +c) / e+ +1¢12 + 1),
Qt t

Li<c /Q (Il + o] + [eDae] < 6 /Q 9P+ C(0) / (1P + 1€+ 1).

t

Similarly, using the continuous embedding V' C L°(2), Holder’s inequality, the regu-
larity of ¥ and again Corollary [6.2] we find that

|Is] SC/ (IVV|+|€|)|V§|+CHF(3)(¢)IIL°°(Q>/Q €IVl Vel

<5 [ [Vl +cw) / (2 + |VEP) + ¢ / 12(5) 20 1€(3) [ [ V€ ()| ds
Qt Qt 0

<5 [ VP + 00 / (€2 + |VEP).
Qt t

By analogous computations, we have that
Lj<C /Q 1961+ [Va)|v8) + € /Q (1l + 12l + 7D

<o [ GENE0 /Q AV +1€R + I+ 1),
L) < c/@t e[V +0/Qt a7l < 5/@ VCE + C(0) /Qt<|<|2+ Ve[ 4 1).

Upon collecting the above estimates, we infer that
o B
SO+ (=) [ v+ (5= 20) | 1P + ol + SIve?

1
#Co [ 19€R + SIcmItB [ 18 -2) [ 9er

Qt

< () /Q (€2 + VP + [P + 1),
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8 1

Then, we choose ¢ := min{7, 7} so that Gronwall’s lemma yields that

Hf”Hl(o,T;H)me(o,T;V) + ||VHL<><>(0,T;H)mL2(o,T;V) + HCHLOO(O,T;H)mL?(o,T;V) <C.

Second estimate: In light of the above estimate, a comparison argument in (6.4)) and

(6.6) produces
[0 (v + &) 20,1 + 10| L207v+) < C,

hence also
HatVHLQ(O’T;V*) S C

Conclusion: It is clear that these estimates are enough to pass to the limit in the
linearised system. Furthermore, it is worth noting that the uniqueness directly follows
from the linearity of the system and the estimates above. The proof of Theorem [6.4]is
then concluded. 0

6.1.3 Fréchet Differentiability of S

Theorem 6.5 (Fréchet differentiability: o, 8 > 0). Assume B1-B7 and D1-D6 and let
(P,x,n,C) € Uyq be fixed. Then, the control-to-state operator S : R* — X is Fréchet
differentiable at (P, X, n,C), where

X := (H'0,T; H) N L>(0,T;V)) x (L>(0,T; H) N L*(0, T V))Q.

Moreover; for every increment h € R*, we have DS(P,x,n,C)[h] = (&, v, (), where
(&, v, Q) is the unique solution to (6.4)—(6.8) associated to h, obtained by Theorem 6.4,

Proof of Theorem To begin with, let us recall that h = (hp, hy, h,, hc) and let us
set the corresponding control

(Pha Xh7nh76h> = (P + hp, X + hx, n+ hnyc + hC)
Next, we denote by

(¢7ﬁ76) ': S(P7X7 77’ C)’
(@™, 1", o™) = S(PP X, ™, C),

(&,v,C) := Solution to the linearised system associated to h,
and set
0 =0"—p—& p=pt—-v, wi=0"-7-(

By comparing Theorem [4.5] with Theorem [6.4, we deduce that the triplet
(¢, p,w) satisfies

¢ € H(0,T; H)NL>(0,T;V), p,w € HY0,T;V*)N L*(0,T; V).
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To prove the assertion, it is then enough to show that

HS(Pha Xh7 77h7 Ch) B S(P’ X, 1, C) B (f, v, C) HX

— 0 as|h| —0,

[
where |h| := |P®| + |xB| 4 |n®| 4 |CP|. By using the above notation, this amounts to
show that
1@, p.)llx ﬁ’lr)”x 0 as|h| =0, (6.11)

so that it suffices to check that there exist two constants C' > 0 and v > 1, independent
of h, such that

(¢, p,w)llx < Clh]”. (6.12)

Taking the difference of the corresponding systems, we infer that the triplet (¢, p, w)
solves the following system

O(ap+ ¢) —Ap = Lp in Q, (6.13)
p=P0¢+ap—Jxod+ F"(p)d+ Ly in Q, (6.14)
Ow — Aw + Bw + Le = Ly, in Q, (6.15)
NOn® — Opw = Opp =0 on Y, (6.16)
»(0) = p(0) =w(0) =0 in Q, (6.17)

where

Lp = Pf@w+P(f@") — [@) (0" —7) + (PT — A(fF") — f(?) - f'(B)E)
+hp (@) = @) (" —7) + (f(@") — f(@)7 + (¢" =) f(?)],

Ly = —xw — hx(c" —7) + F'(g") — F'(p) — F"(9)(@" — ),

Ly == —nA¢—h,A(@" — ),

Le :=Cf@w+C(f@") - f(@)) (o™ —7) +C(f(@") — f(®) — f'(@)¢)T
+he[(f(@") = f@) (" —=7) + (f(@") — f(@)7 + (¢" =) f(@)].

As an easy consequence of Theorem[4.5/and Lemmal6.1] the following estimates hold:

Iy

[Pl w.oo 0.0 nm 0,152 (0)) + 17| L2 0,7w) + 11068 < (@)
+ || 1 (0,750 Lo0 (0,75 )N L2 (0,1:W) N Lo (Q)

7l o z:mnr= o rv)nczrw)n=@) < K,

and

o™ — Pllwee o,y )nH (0,73 H2(0)) T | ™ — il & 0,1, )AL= (0,13V)N L2 (0,75W)

+ o™ = Gl 0,0z 0 v)nr2 0wy < K|hl, (6.18)
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where the constant & > 0 is independent of h. In order to prove (6.11)), we multiply
(6.13) by p, to which we add to both sides (¢, + 2)¢ by —0;¢, the gradient of
(6.14) by V¢, and by w. Using the same argument employed in (6.9)—(6.10)

in the proof of the linearised system, we deduce that, upon integration over (); and
addition of the resulting equalities,

a 2 2 2 2 2 é 2
SN+ [ 19045 [ 100l + 1017+ o | 1908+ 1900

1
4l +B [ P+ [ [T
o7 Qs

S/ LPP—/ F'(@)p0i¢ — . Lx0p — Q(ca+2)¢3t¢— ; VLx-Vé¢

[ ova-vo+ / (VD) x6-Vo— | FO@evE- Vo
Qt t Q¢

+ [ (L= Lo (6.19)

The second term on the right-hand side can be estimated by using the separation prop-
erty and Young’s inequality which lead to

/ F'(3)6016 < C /Q 16]/0r0] < 6 /Q 0l +Co) | 1ol

for a positive constant 9 yet to be chosen. Let us recall Taylor’s formula with integral
remainder for f, which is well-defined owing to the required regularity:

f@) = @) - F®@)E = f@¢+ R}@" —9)°, (6.20)
where the remainder R? is defined as
1
Ry = [ 1@+ s@ -1 - 9
0

and it is uniformly bounded due to D6. Using the Young and Hoélder inequalities, the
boundedness and the Lipschitz continuity of f and f’, the Taylor’s formula (6.20)), the
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estimate (6.18), as well as the regularity of ¢ and &, we have

/ Lpp — / Lcw

SC/ (Jw] + [B" = Bllo" = 7| + o] + [B" = B (lo] + |w])

Qt
+ OB [ (17" = lo® ~ 1+ " = 71+ 1o ~ 2 (Il + )
t
<c / (P + 1o + 16 + C / 12" — 2ol + )
t
L C(1+ |h)) / 12" — Bllallo®™ = alaClpll + lwl)

t
+Clhl /0 (" =2l + lle™ =z Il + llwl)

<C [ (ol 1o+ 10) + COBI + Il
Now, arguing again by Taylor’s formula with integral remainder, we have that
F'(@") - F'() - F'(®)(@" - ) = Rp.(3" - 9)*,
with remainder
1
Rbi= [ FO@+ s - 9)(1 - 5)ds.
0

Besides, this latter is uniformly bounded by Corollary Taking these remarks into
account, we infer that

—/ ant¢+/ an

t
<c [ wlaol+ciml [ ot =gl +c | " -pklas
Qt 0 Q1
t
+C [ [vollval+ bl [ 1AE - )]
<5 [ (ol + |vup)
+00) [ + IFlo® ~ 7+ 2" = 31+ [90F + BFIAE" - P))

<5 /Q (106 + |Vwf?) + C(6) / (lwf? + [VoP) + C(6)[hl".

Q1
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Furthermore, we have that

—/ VIy V¢ =x Vw-V¢+hx/ V(" -7) Vo

Q1

~ /s V(F'(g") — F'(p) - F"(®)(@" - 9)) - Vo,

where, by the Young inequality,

X[ Vw-Vo+hy | V(" -5)-Vo
Qt Q1

<5 Vel +cw) / (V] + hPV (" — 7))
Qt t

<9 |Vwl|? + C(6) IVo|? + C(0)|h[*,
Qt Q¢

and

: V(F'(@") - F'(®) — F'(@)(@" —9) - V¢

= / (F"@")Ve" — F'(@)Ve — FO@)Va(@" —p) — F'(@)V(@" —9)) - Vo
- [ @) - P'@) - FOR)E" - 7)) Ve Vo
T / (F'(@") — F'@)V(E — ) Vo.

Hence, using again the Taylor formula with integral remainder for F”, Corollary
and the estimate (6.18)), it is straightforward to see that

-/, V(F'@") - F(®) - F'®)@®@"-9) Vo < C g [Vél* + Clh[".

Finally, the last line of (6.19) can be bounded from above using the Holder inequality,
the continuous embedding V' C L*(f2), and the regularity of { as

B

at 2 C 2 C 2 2 C ' — 12 2
s ool wc [ op e [ ok 9o+ o [ Ivation

B 2 L
= Oy C :
< /Qt\ oI + /O ol

Therefore, upon collecting the above estimates, picking ¢ small enough, and invoking
Gronwall’s lemma, we conclude the proof since (6.12) has been shown withy = 2. [
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6.1.4 Adjoint System

In order to study first-order necessary conditions for optimality for problem (C'P),, 3,
for a fixed admissible control (P, X,7,C) € U,y with corresponding state (3, 77,7 ), we
introduce and solve the auxiliary backward-in-time problem called adjoint system, in
the new variables (p, ¢, 7). This system is formally obtained by taking the adjoint of
the linearised system (6.4)—(6.8), and reads

—0(p+ Bq) +aq— Jxq+TAr + F"(P)q

+Caf'(@)r— (Pg—A) f (@)p = bi(P — ¢q) in @,  (6.21)
—a0p—Ap—q =0 in @, (6.22)
—Or —Ar +(B+Cf(@)r —Pf(@)p—Xqg =0 in Q, (6.23)
Onp = Our = 0 on X, (6.24)

ap(T) =0, (p+B)(T) = bo(P(T) —¢e), r(I) =0 inQ (625
Here is the corresponding well-posedness result.

Theorem 6.6 (Well-posedness of the adjoint system: «, 3 > 0). Assume B1-B7, D1-
D6, and let (P,X,7,C) € U,q be an admissible control, with corresponding state
(@, 11,0). Then, the adjoint system (6.21)—(6.25) admits a unique solution (p,q, 1)
such that

p,r € Wh(0,T; H)N H'(0,T; V) N L>(0,T; W),
q€ HY(0,T; H)N L>®(0,T; H).

Proof of Theorem[6.6] A rigorous proof has to be addressed within an approximation
scheme. Anyhow, since the system is linear and the arguments are standard we just
point out the formal a priori estimates, leaving the details to the reader.

First estimate: We multiply (6.21) by ¢, (6.22) by —0;p + p, (6.23) to which we add
to both sides the term r by —;r and (6.23)) by —Ar. After integrating over Q7 and
adding the resulting equalities, we obtain

B o’ 1
Sla@P+Co [ oo [ 1P+ SIpI+ SIVpOE+ [ 95
Qf Qf Qf
B+1
S + Vel + 8 [ 9P [ e [ jar
2 Qr Qr Qr

< g3l @0 — gl + | = pala— [ mava [ (120

—/QtTfﬁf’(@mﬂL/QtT(ﬁE—A)f'(@)qur/Q? qp |

T / Cr@r @+ Ar) — [ Pr@p@r + Ar)
QT Qf

— / Xq(Oyr + Ar) — / rogr =11 + I + I3 + 1.
Qf Qf
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By virtue of the regularity of &, the boundedness of f and f’ and Young’s inequality,
we easily infer that

< [ jar?+c@) [ (o + )
Qt r

IH2\+\H3\+\H4|§6/ <|8tr!2+\ml2)+0<6>/ (Ipf* + lal* + Ir[*),
Qf

Qf

for a positive constant J yet to be chosen. Hence, we take ¢ small enough so that
Gronwall’s lemma along with elliptic regularity, produces

|l 5 0,750 Lo 0,75y + || oo 0,758 + 1|7 51 0,7 18) L 0,05y L2 0,0 < C.

Second estimate: A comparison argument in (6.22)) easily produces an L?(0,T; H)
bound for Ap. Hence, using elliptic regularity theory we easily infer that

Il 20,7y < C.

Third estimate: From the above estimate, a comparison argument in (6.21)) leads us
to obtain

19eq 20,0,y < C.

Fourth estimate: Notice that (6.22) and (6.23)) have a parabolic structure in p and r
with zero final condition and source term bounded in L>°(0,T’; H). Therefore, it easily
follows from classical parabolic regularity theory that

HpHlew(O,T;H)ﬂHl(O,T;V)QLOO(O,T;W) + HTHW17°°(0,T;H)QH1(0,T;V)OL°°(O,T;W) <C.

Arguing in a similar fashion as for the linearised system, due to the linearity of the
adjoint system (6.21)—(6.25)) the uniqueness directly follows from the above estimates
and the proof is concluded. 0

6.1.5 First-order Optimality Conditions

This section is devoted to the study of necessary conditions for optimality for the opt-
misation problem (C'P),, g. First of all, we employ a classical tool to derive first-order
necessary conditions for (C'P), s. In fact, provided that 7 is sufficiently smooth and
recalling the structure of U, 4, a first-order necessary condition for (1_37 X, 7, 6) € Uyg
to be optimal is to verify the following variational inequality

<Ds7red(_7 Y? ﬁ? 6)7 (P7X7 777 C) - (ﬁ7 Y? ﬁ? 6)) 2 O v<P7 X? n?c) E uﬁd? (6'26)
where D 7,.q denotes the Gateaux derivative of the reduced cost functional defined as
\71‘6(1(7)7)(7 n?c) = j(‘Sl(PaXan?C)?PaXan?C)? (P7X7 /'77C> ezj{ad

Theorem |[6.5]allows us to exploit this result to obtain an explicit expression in terms of
the linearised variables.
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Chapter 6. Optimal Control Theory of the Nonlocal Model

Theorem 6.7 (First-order necessary condition for optimality: «, 8 > 0). Assume B1-
B7 and D1-D6, and let (P, X, 7, C) be an optimal control for problem (CP),, 5, with

corresponding state (p,1i,). Then, (P,X, 7, C') necessarily satisfies

/ bo(@(T) — pa)€(T) + / b(@ — o) +ap(P — PP —P)
Q Q
+ ax(X = X)) (X = X) + oy (7 — n:)(n —7)
+ac(C—-C)C—-C)>0  Y(P,x,n,C) € U, (6.27)

where & is the first component of the unique solution (&,v,Q) to the linearised system
obtained by Theoremassociated toh=(P—-P,x—X,n—1,C—2C).

Proof of Theorem[6.7} By Theorem|[6.5|and the usual chain rule for Fréchet-differentiable
functions, it follows immediately that the reduced cost functional J;eq : Uaq — R is
Fréchet-differentiable at (P, X, 7, C'). Hence, the optimality of (P,X,7, C) yields di-
rectly (6.26), which in turn reads as (6.27). O

The next step consists in simplifying the necessary conditions for the minimiser
presented above, by using the adjoint system.

Theorem 6.8 (Final first-order necessary conditions for optimality: «, 5 > 0). Assume
B1-B7 and D1-D6, let (P,X,7,C) € Uqq be an optimal control for (CP), s, and let
(p,11,0) and (p, q,r) be the corresponding state and adjoint variables, respectively.
Then, (P, X, 7, C) necessarily verifies

/Q (P—P)of(@p+ /Q (x - %)7g - /Q (1- AP — /Q (€O f(@)r

+ap(P —P)(P—P)+ax(X —x.)(x —X)
+ oy (M=n)n—7)+ac(C—=C)C—=C)>0 Y(P,x,n,C) € Upq. (6.28)

Proof of Theorem[6.8, We note that (6.28) directly follows from (6.27), provided to
show the identity

| @)+ [ (e - pa)e()
Q Q
— /Q hpo f(2)p + /Q hyGq — /Q h,AQT — /Q heaf(@)r (6.29)

withh = (P — P,x —X,n — 7,C — C). To this end, we multiply (6.4)-(6.6) by p, q,
and r in the order, integrate over (), and sum the equalities to obtain

0= /Q Po(av + &) — Av — (P7 — A)f'(B)E — PCF@) — hpo (7))
+ / dlov + BOE +af — T €+ F(@)E — XC — ho]
Q

+ /Q r[OC — AC+ BC+ TS (@) + 77 (@) + het f (@) + TAE + hy AT,
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6.2. Asymptotic Analysis

The terms involving the time derivatives can be easily handled by integrating by parts
and using the initial conditions (6.8]) and the terminal conditions (6.25)) to obtain that

[ poov e+ [ saoes [ ocr
= [~ [ awc [ paac— | arce [0+ s
=~ [ 0owr— [ o450~ [ et [ ) - eor).
Moreover, integrating by parts and rearranging the terms we get
0= [ €-0ip+ o) +aa T a7+ R0+ Cof @)
— (Pa—A)f'(@)p]
+ —a0ip — Ap —
/Q v[—adp — Ap — ]
+ [ b = ar+ (BT~ PrRp T
- /Q hpa f(@)p — /Q hxoq + /Q hy AP + /Q hea f(@) r
+ [ (@) - pa)e(),
Q

Hence, we recall the definition of the adjoint variables (6.21)—(6.23)) to realise that
the most part of the above terms simplify and the remaining equality is (6.29), as we
claimed. [

6.2 Asymptotic Analysis

This second part of the chapter concerns the asymptotic behaviour of (C'P), s as «
and/or (8 approach zero in the state system above which is made possible by virtue of
the asymptotic investigation performed in Chapter i} see Theorems .9 {.12]and @.15]
Before moving on, let us point out an important fact concerning these results. Due to
the nature of the identification problem, in the minimisation problem (C'P), 3 we con-
sider as control variable the quadruplet (P, 3, X 3, 7a,8: Ca 5)- This forces us to adjust
the aforementioned theorems by including in the discussion the asymptotic behaviours
of the controls (P, 3, Xa,8; 0,3, Ca,3), Which was fixed at the level of the asymptotic
analysis results performed in Chapter @ Thus, Theorems 4.9] and have to
be straightforwardly modified by assuming that every solution triplet (¢, 3, fta,3, Oa.8)
is also referred to the associated parameters (P, g, Xo.8; 7a,8, Ca,), and that the set of
parameters (P, 3, Xa.3, a3, Ca,3) converges to the corresponding limit. For instance,
concerning Theorem 4.9} in addition to (4.64)), we assume that

(Ps,x5,m3,C8) € Una, 15 =0,
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Chapter 6. Optimal Control Theory of the Nonlocal Model

and that, as o — 0,

(Pag X85 M85 Cayg) — (Pg, X,m8,Cs).

Theorems (4.12| and can be extended analogously. Therefore, in what follows,
when we will refer to those results, we tacitly assume that these minor corrections are
in order.

Besides, we will employ the symbols (C'P),, (CP)s, and (CP) to denote the
corresponding optimal control problems in which 5 =0, « = 0 and &« = § = 0 in the
order. For instance, we have

(CP)s Minimise J (¢, P, X, C) subject to:
(i) (¢, u, o) yields a solution to (@.1)—.3) with v = 0 obtained
from Theorem 4.9
(ii) (P, X,7,C) € Upq.

The problems (C'P),, and (C'P) are defined analogously (cf. Theorems and .
Different requirements on the structural data are in order, depending on the asymptotic
study under consideration. In particular, we aim at passing to the limit as o and 3 to
zero, both separately and jointly, in the optimality condition ([6.28)).

As the asymptotic analysis for the state system has already been addressed in Theo-
rems 4.9 [4.12] and[4.15] the first novelty here consists in understanding the asymptotic
behaviour of the adjoint system (6.21))—(6.25)). In this direction, we show that the ad-
joint variables, depending on «, 8 > 0, converge in some topology. To this aim, we
begin with obtaining some uniform estimates with respect to a and 3 so to pass to the
limit using classical weak and weak star compactness arguments.

The second step deals with the approximation of the optimal controls of (C'P),,
(CP)g, (CP) by means of sequences of optimal controls of (C'P),, 5. A combination
of these steps will allow us to rigorously pass to the limit in the optimality conditions
(6-28), recovering thus the corresponding ones for (C' P),, (CP)s, and (C'P).

Despite part of the following results works also under more general assumptions
on the potential (cf. Chapter {)), from now on we will assume that in addition to D2,
the potential [’ fulfils the following:

D7 There exist two positive constants c¢x and C'r such that

|[F"(r)| < Cp(L+|rf), F(r)>cplr]*=Cr  VreR.

It is worth noting that these conditions are met by the classical regular potential (1.7)),
whereas prevent the singular choices (1.8) and (I.9) to be considered.

6.2.1 Uniform Estimates on the Adjoint Problem

Now, let us assume to be in the setting of either Theorem 4.9, 4.12] or[4.15] For every
a € (0,00) and 5 € (0, Bp), let (Pug, Xa.8 a8 Ca,p) € Uaa be an admissible control,
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6.2. Asymptotic Analysis

and let (9, g, o ) Oa,p) a0d (Pa,g; Ga,8, Ta,s) denote the unique solutions to the state

system (@.1)—.5)) and the adjoint system ([6.21)—(6.25)) with «, 8 > 0, respectively.
First of all, performing the same estimate as in the proof of Theorem [6.6] noting
that {@, s}a,s is always bounded in C°([0, T'|; H) uniformly in both o and /3 thanks to

Theorems 4.9} 4.12] and 4.135] we have that
B 2 o 2 9 2 @ 2 1 2
Naws P +Co [ ausP +a [ 10pas? + 5 Ipas®OI? + 5 19p0s(0)]
Qf Qf

B+1
+/QT\VPa,5|2+ 5 Iras®I” + Vras®)]’
t

B / Vol + / Oyrasl? + / |Arsf?
QF QF QT

b2
<C(=2+1 +5/ s —/ o887 0,303
23 QT QF

+C0) [ (Taspasl? + Fasrasl) + | (% 00

Q Qf
#0 [ 0mslt +18rasf?) 4000 [ (ol + pasl?)
- / Xoa5(0ap + M), (6.30)
@

where the constants C, §, ¢, C(6), and C(, ") are independent of o and 5. The
Holder inequality and the continuous inclusion V' C L*(Q) yield also

T
CO) [ (Taspasl + Fasras) < CO) [ [Tusllpaslt +lrasl?)
t

t

Secondly, by taking the mean value of (6.21) we have that

— 0i((Pap)e + Bdap)e) + (F"(Pap)das)o + Cap(Tasf (Paps)ras)e
= ((PasOa,s — A)f' (Pa,g)pas)e + b1((Pas — va))a;

so that, testing this latter by (p, s)a + 3(¢a.5)a. We get
1 2
| Pas(t)a + 5ldas(t))ol

< s = ool + | B1Fus — val}

< 5 1(@a pa)al” + t [ Pa,s — ¢alli

T
+C0) [ |pasda + Blaas)al (L + 1P o))
t

T T
48 [ NaaslP+ € [ (agrosll + [Gagposl + lpasld) 63D
t t
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Chapter 6. Optimal Control Theory of the Nonlocal Model

where again the constant C' and C'(0) are independent of « and /3. Now, since § < 1,
by the Jensen inequality we have

5 Fas(®)of? < 11as()n+ Blansal + FezlanaI

so that summing (6.30) and (6.31)), using again the fact that {$,, 5}a,s is always bounded
in C°([0, T]; H) uniformly in both o and (3, and rearranging the terms, by the Poincaré-
Wirtinger inequality we infer that

I} o
EII%,/B(ﬁ)H2 +Co | |Gasl” + or |0ipa,s|” + §||1?m/3(75)||2 +m|pas(®)]7
t

Q4

1
b [ 19eal 4 GO} 4B [ Vraal+ [ (oual+ [ [AraaP
7 Qf Qf Qf

t

b2
so(_2+1)+5 [ ausl 48 [ 0raal + 18005 + [ (% 00
2 Q7 QF

Qf
T

T
+C(5,5’)/ (H?”a,ﬁHerHpa,ﬁH2)+0(5)/ 1E" (@a, o)1 (lpasll* + Bligas1%)
t t
T
+C(5)/ Haa,ﬁH%/(Hpa,ﬁH%/+Hroz,ﬁ”%/>_/Q Mo, 307 @405
t :

- /T Xa,800,8(OiTap 4+ Arqo 5), (6.32)

t

where §, ¢’ > 0 are arbitrary, and m, C, C(4), C(6,0") > 0 are independent of v and /3.

6.2.2 The Optimisation Problem (CP), 3 as a — 0

Here, we solve (C'P) through an asymptotic approach by exploiting the proved results
for (C'P),p by letting & — 0. Throughout the whole Section [6.2.2] we assume the
following framework:

ﬁ € <07 60) ﬁxed’ Thnax = Qi = 07 m_ma (]mb

This means that we neglect the term in 7 in the cost functional and in the state system,
implying that all the admissible controls are in the form (P, x, 0, C): with a slight abuse
of notation, we look at U,4 as a compact set in R3, and use the symbol (P, x, C) for the
generic admissible control in U,g.

The first result that we present concerns existence of optimal controls for (C'P)g.

Theorem 6.9. Assume B1-B7, D1-D7. Then, the optimisation problem (C P) 3 admits
a solution.

Proof of Theorem[6.9, This result follows directly by adapting the direct method used
in the proof of Theorem [6.3] taking into account the compactness of U,q and the con-
vergence pointed out in Theorem 4.9 O
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6.2. Asymptotic Analysis

After the existence is established, our main goal is to provide some necessary con-
ditions for optimality by letting o — 0 in ([6.28)) written with the subscripts «, 3. Let
then (Pg, X3, Cs) € Uya be an optimal control for problem (C'P)g, and let (B3, iz, 73)
be the corresponding state variables solving @.1)-{.5) with a = 0, in the sense of
Theorem@ Formally we expect that, as « — 0, the optimality condition reads

/Q(P —Ps)osf(@s)ps — /Q(X—Yﬁ)ﬁﬂ% - /Q(C —Cp)asf(@s) 15

+ap(Ps = P)(P —Pg) + ax(Xs — X.)(X = Xp)
+ Oéc(ég — C*)(C — Eﬁ) >0 \V/(P,X,C) € Uyg,

where (pg, ¢s, 73) stands for some adjoint variables solving (6.21)—(6.25) with a@ =
0, whose meaning is yet to be defined. Unfortunately, the situation is slightly more
delicate. In fact, even if we prove that the adjoint variables (p, g, ¢a 8, Ta,3) CONVerge
to some limit (pg, gz, 73) in a suitable sense as @ — 0, it is not obvious that every
optimal control (Pg,Xs,C's) can be recovered as the limit of a sequence of optimal
controls {(Po g, Xa.5, Cap) }a Of (CP) s

To overcome this issue, as did in the previous chapter, we follow the same line of
argument of [[11]] (see also [[137,/138,/140]] in the context of tumor growth models) and
introduce the adapted cost functional, depending on the fixed minimiser (Ps, Xz, C )
of (C'P)s, which is defined as

Jad(0, P, X, C) i= T (0, P, X,C) + 2|P — Psl”> + 1x — X3 + 1[C — Cs*.

Keeping the optimal control (P, X5, Cp) of (CP)g fixed, note that 7,4 = J on the
minimisers of (C'P)g. The main idea behind this local perturbation concerns the fact
that for the associated optimal control problem, which will be referred to as adapted,
we can obtain a compactness type property. Namely, we prove that every arbitrary min-
imiser (Pg, X5, C3) of (C'P)s can be recovered as limit of a sequence of minimisers of
(C’P)g"iﬁ, as @ — 0. The just mentioned adapted optimal control problem associated
with «, § reads as

(Cp)ffﬁ Minimise J.4(, P, X, C) subject to:

(i) (¢, u, o) yields a solution to (@.1)—(4.3) obtained from
Theorem 4.5}

(i) (P, X,C) € Upn. (6.33)

In a sense to be made rigorous later, we will prove that (C'P)2%; N\, (CP)g so that
the passage to the limit as & — 0 in the variational inequality (6.28)) can be rigorously
performed producing in turn the optimality condition of (C'P)g. Since (C' P)zflﬁ fulfils
the same assumptions of (C'P),, g, for what we already proved in Sectionwe readily
infer the following.

Lemma 6.10. Assume B1-B7 and D1-DS. Then, for every o € (0, ) and for ev-
ery optimal control (Pg,Xg,Cg) € Uaa of (CP)g, the optimisation problem (C'P)2,
admits a minimiser.
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Chapter 6. Optimal Control Theory of the Nonlocal Model

Lemma 6.11. Assume B1-B7 and D1-D6, and let (P, X Xg, Cs) € Uaq be an optimal
control for (CP)g. For every a € (0,0q), if (P, Xa.5;Ca.p) € Uaq is an optimal
control for (CP)™ g then the following first-order necessary condition holds

/Q (P = Pas)0asf (Pas)Pos = /Q (= ROt

/ (€ Cop)To s/ (Bas) T

Q
o8)(@p(Pag —P.) + (Pas — Pgs))
)( X(Xa,3 = Xs) + (Xa,8 — X3))
5 )(ac(Cap—Ci) + (Cap—Cp)) =0 Y(P,X,C) € Upa, (6.34)

+ o+ 4

(P
(X — X,
(C—Ca

where (9, 5, flo g, Oa,p) ANd (Do, Ga,8, Ta,p) denote the corresponding unique solu-

tions to (A.1)-@.5) and (6.21)—(6.23) with o, 5 > 0.

The sense in which the minimisers of (C’P) approximate the ones of (C'P)s a
a — 0 1s specified in the following theorem.

Theorem 6.12. Assume B1-B7, D1-D7. Let (P3,X3,C3) € Ua.q be an optimal
control for (CP)g, with corresponding state (P, Jig, 0g). Then, for every family
{(Pa,s,Xa,5,Cap)}a of optimal controls for (CP)2, with corresponding states
{(@aps P pr Ta,p) }o it holds that, as o — 0,

Bop — Py weakly star in H'(0,T; H) N L>(0,T; V),

and strongly in C°([0,T]; H), (6.35)
Pas— Ps, Xap — Xg, Cap— Cp, (6.36)
jad (@a,ﬁ? 7_306,57 y04767 EO[,B) — j(@ﬂ? fﬁ) yﬁv Eﬁ) (637)

Proof of Theorem[6.12] Since U,q is a compact subset of R3, by virtue of @.67)-
“.69), (#.72)—(@.73), and the Bolzano—Weierstrass theorem, we infer the existence of
limits ¢, /1, &, and (P, X, C) € Unq such that, along a non-relabelled zero subsequence
ag, as k — oo,

Boyp — ¢ weakly starin H'(0,T; H) N L>(0,T;V),
and strongly in C°([0, T']; H),

T, s — [t weakly in L?(0,T;V),

Gayp — 0 weakly starin H*(0,T;V*) N L2(0,T;V) N L®(Q),
and strongly in C°([0, T]; V*) N L?(0,T; H),

Pak,,B — 75, YO%B — 5(, E%ﬁ — é

Arguing in a similar fashion as in Theorem (4.9 by employing the above uniform
convergences, we can pass to the limit as £ — oo in the variational formulation of
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(@.I)-@.5) to infer that ¢ is actually the first component of the state system @.1)-
(@.3) with o = 0 and parameters (P, X,C). Now, on the one hand the minimality of
(Pay.ss Xay. 5, Cay, ) for (CP)g‘iﬁ entails that

jad(aak,ﬂaﬁakﬁ?Yakﬂjzakﬁ) < jad(aﬁjﬁmz&aﬁ) = ‘7(@67557%&85)7

so that passing to the superior limit to both sides leads to
hin sup jad(ﬁak,ﬁvﬁakﬁ? Yakﬁ’ Eak,ﬁ) < j(¢ﬂ7 7_357 Yﬁvzﬁ)'
—00

On the other hand, by the lower semincontinuity of 7,4, we also have that
h]?;l)(l)l;lf jad(aalwﬁa 7_Dak,ﬁ7 Xak,[% EO%,ﬁ) Z jad(@; 757 >A<7 é)

= J(@.P.%C) + (1P = Psl® + [X = Xs* + |C — Cs/*).
Since ¢ is the first state component of the system with o = 0 and coefficients (75, x,C ),
combining the above inequalities with the optimality of (@4, P, X,Cp) for (CP)g
yields directly o o

P =Py X=Xz C=C=Cg,

from which also ¢ = P, by uniqueness of the state system (.I)—@.5) with a = 0.
Also, we have the chain of equalities

k:h—glo Jad (@ak,ﬁﬁ Pak,ﬁv Yakﬁv Cak,ﬁ) = h}gg}f jad(@ak,,é’a Pock”@W Yakﬁ? Cakvﬁ)

= lim sup jad(aakﬂa7_30416,,87%0%,6750%,,3) = j(@ﬁyﬁﬂayﬁvzﬁ)

k—o00
As the same argument holds along every arbitrary subsequence {«y }x, by uniqueness
of the limits the convergences actually hold along the whole sequence «, and the proof
is concluded. 0

6.2.2.1 Letting o — O in the Adjoint System

This section is devoted to discuss and analyse the asymptotic behaviour of the adjoint
system (6.21)—(6.25) as o« — 0, which will be a key ingredient to derive the optimality
conditions of (C'P)s. To begin with, let us state the established result.

Theorem 6.13. Assume B1-B7, D1-D7. Let ('Pﬁ, X3, Cﬁ) € U, {(,Pa,ﬁ, Xa,B5 Ca,ﬁ)}a
C Uaq be such that (Pap,Xa,8,Ca,s) —+ (Ps,X3,Cs) as o — 0. Let (Pg, fig,0p) and
(Po.ps Ha > Oa,p) be the unique solutions to the state system @.1)-(@.5) in the cases
a = 0 with coefficients (Pg, X3,Cg) and o € (0, o) with coefficients (Po g, Xa,8, Ca ),

as given by Theorems .9 and respectively. Let also (Do, Qo : Tap) De the unique
solution to the adjoint system (6.21)—(6.25) with o« € (0,a0) and coefficients

(Pops Xa 8, Cap), as given by Theorem Then, there exists a triplet (pg, qs, 7).
with
ps € L¥(0,T;V) N L*(0,T; W),
qs € L>(0,T; H),
ps + Bas € H'
g € H!

0,75V7),

(
(0,T; H)N L>(0,T; V)N L*(0,T; W),
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such that, forevery k > 1ifd =2and 1 < k < 6ifd = 3, as a« — 0 it holds

Do — Dg weakly star in L>=(0,T; V)N L*(0,T; W),
dop — Q3 weakly star in L>°(0,T; H),
Tag — T3 weakly star in H*(0,T; H) N L>(0,T; V)N L*(0,T; W),

strongly in C°([0, T|; L*(2)) N L*(0,T; V),
Pap + Bdaps — ps+ Bas weakly in H(0,T;V*),
aPag — 0 strongly in H*(0,T; H).

Moreover, (pg,qs, 1) is the unique weak solution to the adjoint system (6.21)—(6.25)
with a = 0 and coefficients (Pg, X3,Cg), in the sense that

— (Ou(pp + Bas) V) + /

Q

+/Qcﬂaﬁf'(%)rﬁv—/Qpﬁﬁfl(%)mv= /le(%—s%)%

/Vpg-Vv—/qgv = 0,
Q Q

—/atrﬁv+/VTB'VU"‘/CBJC@[&)TBU_/Pﬂf(aﬁi)pﬂv_/XB%U =0,
0 Q 0 0 Q

for every v € V, almost everywhere in (0,T), and

(ps + Bas)(T) = ba2(P5(T) — a),  15(T) =0.

Proof of Theorem[6.13] We use the estimate (6.32). First of all, by D7 and Theo-
rem 4.9, we have that {F"(@, 5)}q is uniformly bounded in L>(0,7; L*(Q2)) and
{Gap}e is uniformly bounded in L?(0,T;V): hence, recalling that 3 is fixed and
n = 0, by the Gronwall lemma along with elliptic regularity theory, there exists a
positive constant Cg, which may depend on /3 but is independent of «, such that

(ags — J * qg)v + /S)F"(ﬁﬁ)qﬁv

&' 2| [pasllm o) + 1Passll oo 05v7) + 1ausl| oo 0,70

+ |78l 10,7 )AL (0,15 L2 07wy < Cp-
In particular, by the Holder inequality it follows that
| F" (P 5) el oo (0,1:1015(02)) < C-
Secondly, elliptic regularity theory and equation (6.22) entail that
||pa,,8||L2(o,T;W) < Cp.

Moreover, since L%°(£)) C V*, a comparison argument in (6.21)) yields, by the bound-
edness of {7, 5} in L°(Q) and the estimates above, that

|Pa,s + ﬁqa,BHHl(o,T;Vﬂ < Cs.
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Banach—Alaoglu theorem and classical compact embedding results (see, e.g., [[141]) al-
low us to obtain from the above a priori estimates the existence of functions (ps, ¢s, 73)
such that as & — 0 it holds, forevery xk > 1lifd =2and 1 < k < 6if d = 3, and
along a non-relabelled subsequence,

Pa,p = Pp weakly star in L>(0,7; V) N L?(0,T; W),
Jo,8 = 48 weakly star in L>(0,T; H),
Ta,8 =73 weakly star in H'(0,T; H) N L>®(0,T; V) N L*(0,T; W),

strongly in C°([0, T]; L*(Q2)) N L?(0,T; V),
Pas + BGap — ps + Bqs weakly in H'(0,T;V*),
Pas — 0 strongly in H*(0,T; H) N L>(0,T; V)N L*(0,T; W) .
We claim that these limit variables yield a weak solution to the adjoint system (6.2 1])—
in which we formally set « = 0. In this direction, we just need to justify the

passage to the limit as v — 0 in the variational formulation for system (6.21)—(6.25))
written for the triplet (pa g, ¢u g, Ta,3), Which reads

— / 01(Pag + Bap)v + /(aqa,ﬁ — J *qap)v + / F" (@4 5)da,pv
0 0 0

+/Caﬁaa,ﬁf,(aa,ﬁ)ra,ﬁv_/,Pa,ﬁﬁa,ﬁf,(aa,ﬁ)pa,ﬁv
Q Q

= /bl(%,g—%?)”a (6.38)
Q
—/a@tpaﬁw—i-/Vpa,g-Vw—/qaﬁw =0, (6.39)
Q Q Q
_/8tra,ﬁz+/Vroc,ﬁ'VZ+/Ca,ﬁf(@a,ﬁ)raﬁz_//Paﬁf(ﬁa,ﬂ)pa,/ﬁz
Q Q Q Q
—/Xaﬂqaﬁz =0, (6.40)
Q

for every v, w, z € V and almost every ¢ € (0,7") and also in the terminal conditions

apas(T) =0, (Pap+ Bap)(T) = b2(Bops(T) —va), 7Tap(T)=0. (6.41)

It is worth noting that since o > 0 the second condition of (6.41)) reduces to 8¢, 3(1") =

ba (@, 5(T) — vq). Moreover, from the convergences (.72)—(#.73), we also have that,
possibly after another extraction,

Pos — P strongly in CO([0, T]; L*(€)), and a.e. in Q, (6.42)
Gap — Gg strongly in C°([0,T]; V*) N L*(0, T; L*(Q)), (6.43)

forevery k > 1if d = 2and 1 < k < 6 if d = 3. Therefore, most part of the above
limits are easy consequence of (4.72)—(#.73)), the above estimates and Lebesgue’s dom-
inated convergence theorem as well. For instance, due to the boundedness and conti-
nuity of f we have, e.g., that (¢, 5) — f'(@3) a.e. in Q so that we easily infer
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that
/ CasTapf (Bop)Tapv — / Csopf'(@g)rsv  foreveryv €V,
Q 0

and the other terms can be handled in a similar fashion. The only term which has to
be treated differently is the one involving the potential. It can be dealt with invok-
ing the almost everywhere convergence (6.42), the weak star convergence (4.67)), the
continuous embedding V' C LG(Q), and the Severini—-Egorov theorem. In fact, these
properties imply in particular that, as « — 0,

F"(@,5) — F"(@g) stronglyin L*(Q) forall x € [1,3)
so that from the weak-strong convergence principle, we get
F”(Ea,ﬁ>qc¢,ﬁ — F”(@B)qg weakly in L2(0,T; L7(Q)) for all v € [1,6/5).

It follows then that

/ F”(@a,ﬁ)%,ﬂv — / F"@ﬁ)qm} YveW.
Q Q

This is enough to pass to the limit in the variational formulation (6.38)—(6.40) as o« — 0
for every v € W, w,z € V, and to obtain the required terminal conditions. Since at
the limit F”'($4)qs € L>(0,T; L%(12)), by the density of W in V' the variational
formulation holds also for all v € V. Thus, we realise that the limit variables obtained
above yield a weak solution to (6.21)—(6.23) in which « is set to zero.

By linearity and the estimate (6.32)), we deduce that (pg, g3, rs) is the unique weak
solution to (6.21))—(6.25)) with « = 0, hence also that the convergences above hold
along the entire sequence o« — 0, and the proof is concluded. [

6.2.2.2 Letting o — 0 in the Optimality Condition

In this last step, we draw some consequences from the approximation of controls pre-
sented in Theorem[6.12]and Subsection[6.2.2.1]by passing to the limit in the variational
inequality (6.34) as & — 0. This allows us to prove the optimality conditions of (C'P)g
as follows:

Theorem 6.14. Assume B1-B7, D1-D7. Then, every optimal control (Pg,Xz,C3) of
(C'P)g necessarily verifies

/(7’ —Ps)osf(@s)ps — / (X —Xg)opqs — / (C —Cy)Tsf(Bs)rs
Q B Ja Q

+ OKP(PB — P*)(P — P/j) + @X(Zg — X*)(X — YQ)

+ ac(zﬁ — C*)(C — 55) >0 V(P, X,C) < Uad,

where (g, iz, 03) and (pg, qs, ) are the unique solutions to @.1)-({@.5) and (6.21)-
(6.25) with a = 0 in the sense of Theorems .9 and|[6.13) respectively.
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Proof of Theorem Let {(Pa.8, Xa.5; Ca.5) } o be an approximating sequence of min-
imisers for (C' P)g%, as given by Lemma|6.10, Then, by Lemma|6.11|the correspond—

ing states { (@, 5, fq 51 0a 8) }o and adjoint variables { (pa. g, ¢a.8: Ta.8) o Satisfy (6.34]
By the convergences in Theorems 4.9] [6.12] and [6.13] the thesis follows letting ov — 0

in (6.34) using the dominated convergence theorem. N

6.2.3 The Optimisation Problem (CP),3as 3 — 0

In this section, we continue the asymptotic analysis of the optimisation problem
(C'P),.p, focusing on the case 5 — 0, and keeping « fixed instead. Namely, through-
out the whole Section [6.2.3] we assume the following framework:

€ (Oa O‘O) ) b? = Oa @D_@

4
Xmax < \/aa (Xmax + 77max + 4caxmax>2 < 8061007 T]?nax + X?nax < 500
It is worth underlying that, from (6.23), it is clear that the compatibility condition
by = 0 has to be imposed in the scenario o > 0 and 5 = 0.
Existence of optimal controls for (C'P),, is given in the following result.

Theorem 6.15. Assume A1-A7 and C1-C3. Then, the optimisation problem (C'P),
admits a solution.

Proof of Theorem This result follows directly by adapting the direct method used
in the proof of Theorem taking into account the compactness of {£,q4 and the con-
vergence presented in Theorem 4.12 O

The main goal is to obtain now necessary conditions for optimality of (C'P),. The
idea is to proceed on the same line of Section by passing to the limit as 5 — 0
in the adjoint problem and in the first-order conditions for optimality for the adapted
optimisation problem (CP)ad The main difference with respect to the case o — 0
is that the state system (4.1)— @) with = 0 does not have a unique solution, as
stated in Theorem [4.12] Notice that also uniqueness has been established in Theorem
4.13| as a consequence of a suitable error estimate between the solutions to the «;, 3
and o problems. However, that result oblige us to assume 77 = 0. This means that
under no additional requirements on the data (in particular, if 7, > 0), the control-
to-state operator S is not even well-defined when § = 0. The main problem is that,
despite Theorem for a given minimiser (o, Pa; Xa, Na, Ca) Of (CP)y, it is not
necessarily true that the corresponding state ¢, can be approximated by some corre-
sponding state solutions {¢, s} of the state system with o, 3 > 0 as § — 0. For
this reason, it is important that the adapted cost functional is modified accordingly, ac-
counting also for the phase variable. Namely, in this section, given a certain minimiser
(Bos Pavs Xaus Ty Cr) for (C'P),, we consider the following adapted cost functional:

Jua(p, P, X, 1,C) = T (0, P, X,0,C) + 5 ll¢ = Bulliaio)+ 31P = Pal®
+ L = X2+ L — T2+ L|C - Cul
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The adapted optimisation problem (C'P)2l; is then defined exactly as in (6.33) with
this new definition for the cost functional.

Arguing as in Section we straightforwardly infer the corresponding of Lem-
mas [6.10] [6.11] and Theorem [6.12] whose proofs are omitted since can be reproduced
in the same fashion. These results concern solvability of (C'P)2%;, necessary condi-
tions for (C'P)2;, and approximation (C'P)%; N\, (C'P), as f — 0. Let us just point
out that since the cost functional is corrected also with respect to the state variable,
the forcing term of the corresponding adjoint system has to be corrected too, with no
additional effort though.

Lemma 6.16. Assume B1-B7 and D1-DS. Then, for every 3 € (0, Bo) and for every
minimiser (P, P, Xa; Mo, Ca) of (CP)y, the optimisation problem (CP)2; admits a
minimiser.

Lemma 6.17. Assume B1-B7 and D1-D5, and let (@, Po, Xa; 1., Co) be a minimiser
for (CP)q. Forevery 3 € (0,8), if (Pa,g: Xa,3: Tla,3:Ca,s) is an optimal control for
(cp) > then the following first-order necessary condition holds

/Q (P = Pap)T0sf (Pop)Pas — /Q (X = Xa,5)%a,54a,

- /Q(C - Ea,ﬁ)aa,ﬁf(aa,ﬁ>raﬁ

+ (P =Pup)(ap(Pap — P.) + (Pas — Pa))

x—xaﬁ)(ax aﬁ—x ) + (Xas — Xa))

(N — 74 ﬁ)(an T — M) + (Map — ﬁa))

(C Cap)(ac(Cap — C*) +(Cap—Ca)) 20 Y(P.X,n,C) € Una, (6:44)

where (P, 5, a5, 0a,8) And (Dap; Ga,p, Ta,p) are the corresponding unique solutions

to the state system @.1)~@.3) and the adjoint system (6.21)~(6.25) with o, 8 > 0 and
with respect to the coefficients (Po,g, Xa,8,74,5,Ca,s), the right-hand side of (6.21)

bemg mOdl"ﬁed as bl (@a B @Q) + (@a B @a)
Theorem 6.18. Assume B1-B7, D1-D6, and let (3, Py, Xa, na,C ) be a minimiser
for (CP),. Then, for every family of optimal controls {(Pa.g,Xa g, T 6> Cap)}s for
(C'P)2,, with corresponding states {(@, 5, Fin 5> 0a,3) } g as 8 — 0 it holds that, for
everyk > lifd=2and 1 <k <6ifd=3,

Bap = Po  weakly starin L>(0,T; H) N L*(0,T;V),

and strongly in L*(0,T; L*(9)),

7_304,6 — fom ya,ﬁ — Yom ﬁawfj — ﬁaa Za,ﬁ — Eon

jad(¢a7,87 73&,57 Xa,ﬂ’ ﬁa,ﬁaaaﬁ) — j(@av 7_3017 yon ﬁou Ea)
Proof of Theorem[6.18] The proof is analogous to the one of Theorem [6.12] the only
difference being that the identification of the limit ¢ = i, follows from the additional
correction in the cost functional and not from the uniqueness of the state system with

B = 0, which is indeed not true. The strong convergence of {P,, 5} is a consequence
of the convergences in Theorem and the compact inclusion V' C L"(2). ]
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6.2.3.1 Letting 3 — 0 in the Adjoint System

In this section we study the passage to the limit as 5 — 0 in the adjoint system (6.21])—
(6.25)), where the forcing term of (6.21) is modified as stated in Lemma|[6.17]

Theorem 6.19. Assume B1-B7, D1-D7. Let the parameters Py, Xo, Ny Co) € Uaa
and {(Pa.g, Xa.5, Naps Cap) t g C Uaa be such that (Pu g, Xa s Na.ps Cas) = (Pay Xas
Na,Co) as B8 — 0. Let (p,,,Ti,,0a) be a solution to the state system (&.1)—@.5]) with

B = 0 and coefficients (P, X Mo, Co) as given by Theorem and let (P, 5, o, 5,
Gop) be the solution to the state system @.1)-@.5) with o, 5 > 0 and coefficients

(Pas Xa3s a3, Ca ) as given by Theorem[.5| Let also (pa.s, a.: Ta,3) be the unique
solution to the adjoint system (6.21))—(6.25) with cv, > 0, coefficients (Pu 5, Xo.8 Mo
Co,p), and forcing term in (6.21) given by b1(P, 5 — ©q) + (Pu s — Pa). Then, there
exist a triplet (Do, 4o, To ), With

Pa,Ta € HY(0,T; H)NL>®(0,T; V)N L*(0,T; W), qo € L*(0,T; H),
such that, for every k > 1ifd =2 and 1 < k < 6 if d = 3, it holds that, as 3 — 0,

Pas — Pa weakly star in H*(0,T; H) N L>(0,T; V)N L0, T; W),
strongly in C°([0, T); L*(2)) N L2(0,T; V),
Qo — Ga weakly in L*(0,T; H),
Tap — Ta weakly star in H*(0,T; H) N L>(0,T; V)N L*(0,T; W),
strongly in C°([0, T); L*(2)) N L(0,T; V),
Baps — 0 strongly in H*(0,T; L' (Q)) N L*(0,T; H).

Moreover, (Do, Qu, o) is the unique weak solution to the adjoint system (6.21)—(6.23)
with = 0 and coefficients (P, Xa, Na, Ca), in the sense that

— / Opav + /(aqa — J % qa)v—i-na/ Ar v+ / F"(®,)qav
Q Q Q Q
+ /Qcaaaf/(aa)rav - /Q,Paaaf/(aa)pav = /le(@a - @Q)Ua

—a/@tpaw+/Vpa-Vw—/qaw:0,
Q Q Q

- / 8traz—|— / V’f‘a : VZ+ / Caf(aa)raz - / Paf(@g)paz - / XaQaZ - 07
Q Q Q Q Q

for every v, w, z € V, almost everywhere in (0,T), and
pa(T) =0, ro(T) = 0.

Proof of Theorem[6.19, We proceed by pointing out some a priori estimates on the
adjoint variables uniformly with respect to (3, using again the estimate (6.32) as a
starting point. First of all, by Theorem we have that {F'(, 5)}s is uniformly
bounded in L>(0,T; L'(Q)), so that by D7 we have that { (%, 3)} is uniformly
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bounded in L>(0,7; H). Secondly, by the assumption on the kernel .J, the Young
inequality, and by comparison in equation (6.22)) we have

/T(J*Qa,ﬁ)%,ﬁ
Qi

T T
< [ 1% dosl el < @ +8) [ aoslllanl
t t
CL* +b* 2 T CL* +b* 2
e
Qr 20 20 Qr

while the last two terms on the right-hand side of (6.32) can be bounded as

V*

- / na,BAra,ﬁqa,ﬁ - / Xoc,/BQa,B(atra,ﬁ + Ara,ﬁ)
QT QF

3(Nag® + Xa.5? 3Xq 5>
) |Qa,ﬁ|2 + (77 8 8 ) |Ara,ﬁ’2 + B |atTa,6|2-
QT 45 QT 4(5 QT
¢ t ¢

Hence, recalling that {7, s} is uniformly bounded in L?(0,T; V), all the terms in
(6.32) can be rearranged and treated by the Gronwall lemma, provided to fix d,d" > 0
such that

(a* +b")? 3(as® + Xas°)
26 16

An easy computation shows that this is possible if and only if

* *\2 2 2
max{(a +07)° 30 +Xa,5)}<@

3(7704752 + on,ﬁZ)
40

30 < Cp, a <1, <1, §d<1-—

2 ’ 4 3

which is indeed true by (@.6) and the fact that 07, + X2, < $Co. Hence, (6:32) can
be closed uniformly in 3, and we obtain

Hpa,ﬁHHl(o,T;H)mLoo(o,T;V) + 51/2 HC]a,BHLw(o,T;H)
+ ||Qa,ﬁ||L2(o,T;H) + ||7"a,ﬁ||Hl(o,T;H)mLoo(o,T;V)mL2(o,T;W) < C,

for a positive constant C', which may depend on « but it is independent of 5. Then,
elliptic regularity theory and (6.22) lead us to infer that

Pasll 22 0,7w) < Ca-
Moreover, noting that by the Holder inequality we have that

|’F//(¢a,B>Qa,5”LQ(O,T;Ll(Q)) < Ch,

arguing as in the proof of Theorem by a comparison argument in (6.21)) we de-
duce that

Bllgasllm 0,101 @) < Ca
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Recalling the continuous embedding W C L*°(f2), Banach—Alaoglu theorem and stan-
dard compactness results allow us to obtain from the above a priori estimates that there
exist functions (p,, ¢a, 7o) such that it holds, along a non-relabeled subsequence, as
58— 0,

Pa.g — Da weakly starin H*(0,T; H) N L>(0,T; V)N L*0,T; W),
Qo = Qo weakly in L?(0,T; H),
Ta = Ta weakly star in H(0,7; H) N L>(0,T; V)N L*(0,T; W),
strongly in C°([0, T; L*(2)) N L*(0,T; V),
BGas — 0 weakly in H'(0, T; W*) and strongly in L*(0,T; H),

forevery k > 1ifd = 2and 1 < k < 6if d = 3. Arguing as in the proof of
Theorem|[6.13] we exploit the above convergences to pass to the limit in the variational
formulation of the adjoint system given by (6.38)—(6.40) and in the terminal conditions
(6.41)). As a by-product, we obtain that the above limits are a weak solution to (6.21)—
(6.23) with 8 = 0. To this end, note that by (4.93)) and (#.99)-@.100), along a non-
relabelled subsequence, for every k > 1ifd = 2and 1 < k < 6if d = 3, we have
that

Pap = P ae.inQ, P,z — Py 0Oap — 0q strongly in L2(0,T; L5(%)).

Consequently, all terms in (6.38)—(6.40) and (6.41) pass to the weak limit as 5 — 0.
The only delicate term to treat, as usual, is the one containing F": let us spend a few
words on this. By continuity of F” it follows that, as 5 — 0,

F'(@as) — F'(@,) ae.inQ.

Now, since { F(©,, ) } 5 is uniformly bounded in L>(0,T’; L*(12)), by D7 we know that
{F"(@4,5)}p is uniformly bounded in L>°(0,T’; H). Furthermore, the boundedness of
{@a,8}s in L?(0,T; L5(£2)) and again D7 ensure also that {F" (@, 5)}s is uniformly
bounded in L'(0,T; L*(2)). For any 9 € (0,1), setting #y € (2,3) such that .~ :=

g + %, by interpolation we have that

1F" (@)l < CIHF"@ap) || F" (o p)lls™  ae.in (0,7),

from which it follows that

! (— <

1" @) 2e 700y < Co

In particular, there exists J € (0,1) such that & := k5 = 1= € (2,3): an easy
computation yields ¥ = % and K = % This implies that

| F"(Bap)ll /3 (q) < Ca-

By the Severini—-Egorov theorem we infer that, for all x € [1, g),

F"(@a5) — F"(?,) weakly in L"*(Q) and strongly in L"(Q).
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In particular, since % > 2, this implies that, as 3 — 0,

F"(@us)das — F"(@a)qa  weakly in L'(Q).

Since W C L*(f2), this allows to pass to the limit as 5 — 0 in (6.38)) for every
test function v € W. Since F"(p,) € L'(0,T;L3()), at the limit we have that
F"($,)qa € L5/°(Q) C V* almost everywhere in (0, T'), and the variational formula-

tion holds also for all v € V' by the density of W in V.
Finally, by linearity of the system, the same estimates yield also uniqueness of
(Pas Ga, T )» and the convergences hold along the entire sequence 3 — 0, as desired.
]

6.2.3.2 Letting 3 — 0 in the Optimality Condition

Lastly, we argue as in Theorem to pass to the limit as 5 — 0 to establish the
necessary conditions for optimality of (C'P),.

QA

Theorem 6.20. Assume B1-B7, D1-D7. Then, every minimiser (@,,, P o, X, T,
of (CP), necessarily satisfies

o)

P —P)oaf(@,)Pa — —Xo)Tala — | (C—Co)Tuf(B,)ra

/Q< oo (Ba)p /Q<xx>q /Q< 0o (7)
+ap(Pa —P)(P —Pa) + ax(Xe — X)) (X — Xq)
+ (T — 1) (N = 7) + ac(Ca — C)(C —Co) >0 V(P,X,n,C) € U,

where (@, i, 0q) is a solution to the state system @.1)-@.3) and and (pa, 4o, 7a) is
the unique weak solution to the adjoint system (6.21)-(6.25) with 8 = 0 and coeffi-
cients (Po, Xas Ty, Co ), in the sense of Theorems .12\ and Theorem respectively.

Proof of Theorem[6.20, The proof is analogous to the one of Theorem [6.14] using
Lemmal6.16and and Theorems [4.12] [6.18] and [6.19]instead. O

6.2.4 The Optimisation Problem (CP),zas a,3 — 0

In this last section we deal with the optimisation problem (CP), by letting o, 3 — 0
jointly. Since most of the ideas have already been explained and motivated in detail in
the previous Sections [6.2.2] and [6.2.3] we proceed here more quickly, avoiding techni-
cal details for brevity. Throughout the whole Section [6.2.4] we assume the following
framework:

Tlmax = ®max = 07 Yo € Vv @_@7

4
Xmax < \/a, (Xmax + Tlmax + 4Caxmax)2 < 80(1007 7712nax + X?nax < §CO

As in Section |6.2.2] since 7ya.x = 0, we shall consider Uf,4 as a subset of R? instead,
and write (P, x,C) € U,q for the generic admissible control. As usual, the first result
concerns existence of optimal controls for (C'P) which is given in the following result.
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Theorem 6.21. Assume B1-B7, D1-D7. Then, the optimisation problem (W) admits
a solution.

Proof of Theorem[6.21] This result follows directly by adapting the direct method used
in the proof of Theorem [6.3] taking into account the compactness of U,q and the con-
vergence presented in Theorem 4.1 0

Now, we investigate the necessary conditions for optimality. First of all, note that
for every admissible control (P, x,C), the state system {.I)-@.3) with a = g =
0 admits a unique solution by Theorem {.15] Consequently, when introducing the
adapted cost functional, by contrast with Section [6.2.3] it is not necessary here to use
a perturbation with respect to the phase variable.

Nevertheless, looking at the final condition (6.25) and taking formally o = 5 = 0,
we immediately see that p, (1) = 0 for all @ € (0, ap) while at the limit p(T") =
bo(@(T) — pq). This immediately suggests that if b, > 0, we can not pass to the
joint limit o, 5 — 0 in the adjoint problem (6.21)—(6.23) as it is. At an intuitive
level for the moment, the limit adjoint problem (6.21)—(6.25) with « = § = 0 is still
well-posed also when b, > 0. These heuristic considerations suggest that the right
assumption is to keep a generic by > 0, but to modify the final condition for p, g at
the approximate level in a smart way, in order to recover the compatibility condition
Pas(T) = ba(@(T) — pq) also when «, 8 > 0. In order to do this, we introduce a
correction in the adapted cost functional, depending on the terminal values of both the
variables ¢ and .

For a given optimal control (P,X,C) of (CP) and for all & € (0,p) and 3 €
(0, 5y), the idea is to set

jad(soa I, P7X7C) = j(gp77)7 ch) + (Oé:u(T)7 62(90(T) - QOQ))
FUP - PP+ L — X + e - TP

and define the adapted optimisation problem (C'P)2%; as in (6.33).

It is clear that the optimality condition for (C'P) follows similar lines of the pre-
vious sections, by firstly obtaining the approximating sequence of optimal controls of
minimisers of (C' P)z% and then pass to the limit as «, 3 — 0. The major difference is
the nature of the correction in the adapted cost functional, which yields a correction in
the terminal values of the adapted adjoint system at o, 3 > 0: for this reason, we recall
such corrected adjoint system explicitly in Lemma [6.23|below. The proof of first-order
conditions for optimality at the level o, 3 > 0 follows, mutatis mutandis, the proof of
Theorem|[6.7], and is omitted for brevity.

The following results concern existence of optimal controls and necessary condi-
tions for (C'P)2;, and the convergence (C'P)2; \, (CP) as a, 3 — 0.

Lemma 6.22. Assume B1-B7, D1-D7. Then, for every optimal control (P,X,C) for
(CP), for every a € (0, a9) and 3 € (0, fo) the optimisation problem (CP)'; admits
a solution.
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Lemma 6.23. Assume B1-B7, D1-D7, and let (P, %,_E) be an optimal control for
(CP). Forevery a € (0,a0) and 5 € (0,00), if (Pa,g,Xa,3,Ca,p) is an optimal
control of (C'P)™ g then the following first-order necessary condition holds

/Q(P — ﬁa,ﬁ)aa,ﬁf(waﬁ)paﬁ - /Q(X N Ya’g)ﬁa,ﬁqa,ﬂ

- /C‘Q<C - Eoéﬁ)aa,ﬁf(@a,ﬁ)'raﬁ

+ (P = Pas)(@p(Pas = P.) + (Pas = P))
+ (X = Xap) (ax(Xa,5 = Xo) + (Xap — X))
+(C=Cap)(ac(Cap—Ci) + (Cap—C)) 20 Y(P,X,C) € Upa, (6.45)

where (9, 3, ,uaB, To,p) Is the unique solution to @.1)—-@.5) with ., 5 > 0 and pa-

rameters (Po g, Xe.5,Ca.p), ad (Do g Qo Ta3) IS the unique solution to the following
adapted adjoint system

— 01(Pa,s + Blap) + aGas — J * qap + F'(Po)la,s
+Co f (Pup)ras — (Poas — A)f (@us)Pas

= b1(Pas — ©Q) inQ, (6.46)
— a0iPo g — APaps — Gap =0 inQ, (6.47)
— Orap — Arapg+ (B+Cf(@up))ras — Pf(@ap)Pas

—X@ap =0 inQ, (6.48)
OnPa,g = OnTa,p =0 onY,  (6.49)

apa,ﬁ(T> = Q, 52 (@a,ﬁ (T) - SOQ)J
(Pas + B840,8)(T) = b2(Pa,5(T) = ) + @, Bolig 5(T),
ras(T) =0 in €. (6.50)
Theorem 6.24. Assume B1-B7, D1-D7. Let (P, X, C) be an optimal control for (C'P),

with corresponding state (p,1i,). Then, for every family {(Pa.s,Xa.5,Ca.p) }a.s Of
optimal controls for (C'P)2, with corresponding states {(@, g, Ta g 0a,p) tasr aS
a, 8 — 0 it holds that, for every k > 1ifd =2and 1 < k < 6ifd = 3,

Bap — @ weakly* in L>(0,T; H) N L*(0,T;V),

strongly in C°([0, T); V*) N L*(0, T; L*(Q)),
Pos — Ps, Xap — Xz, Cap— Cp,
T2d(@o 2 Pags Xap,Cag) = I (@, P, X,C).

Proof of Theorem The proof is analogous to Theorem [6.12] by using the conver-
gences of Theorem 4.15] O

6.2.4.1 Letting o, 3 — 0 in the Adjoint System

We focus here on the passage to the limit as o, 5 — 0 in the adjoint system (6.21])—

©.25).
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6.2. Asymptotic Analysis

Theorem 6.25. Assume B1-B7, D1-D7. Let (P, X,C) € Uaa, {(Pag: Xa,8:Cap) tas C
Upa be such that (Pug,Xap,Cap) — (P,X,C) as o, — 0. Let (p,[1,7) and
(Pavps Fo5: Oap) be the unique solutions to the state system (A.1)-(@.3) in the cases
a = [ = 0 with coefficients (P,x,C), and o € (0,00) and B € (0, 5y) with co-

efficients (Pa,, Xa,8,Ca ), as given by Theorems and respectively. Let also
(PaBs Qas Tap) be the unique solution to the adapted adjoint system (6.46)—(6.50) with

o € (0,a9), B € (0, o), and coefficents (Pa,p, Xa,8,Ca,p), as given by Theorem 6.6}
Then, there exists a triplet (p, q,T), with

p€ HY0,T;V*) N L*0,T; W),
q € L*(0,T; H),
r€ HY(0,T; H)n L>®(0,T; V)N L*(0,T; W),

such that, forevery k > 1ifd =2 and 1 < k < 6 if d = 3, along any sequence

(o, B) = (0,0)  such that  limsup s +00,
(e,3)—(0,0)

it holds
Pap — D weakly in H'(0,T; V*) N L*(0,T; W),
Qo — q weakly in L*(0,T; H),
Tap —>T weakly star in H'(0,T; H) N L>(0,T; V)N L*(0,T; W),
strongly in C°([0, T); L*(Q)) N L*(0,T; H),
APap — 0 strongly in H*(0,T; H) N L>(0,T;V*),
BGaps — 0 strongly in L>°(0,T; V).

Moreover, (p, q,r) is the unique weak solution to the adjoint system (6.21)—(6.23) with
a = 8 = 0 and coefficients (P,n,C), in the sense that

— (O, v)v +/

Q

_/Qpaf’(w)pv:/gbl@—sm)v,

/QVp-VU—/qu:Q
—/Qatrv—l—/QVr-Vv+/QCf(¢)rv—/QPf(E)pv—/QXqv:O,

for every v € V, almost everywhere in (0,T), and

(ag— T g+ F" (@) + / Co ' (@)rv

p(T) =by(B(T) — o),  r(T)=0.

Proof of Theorem[6.25] We perform on the adapted adjoint system (6.46)—(6.50) the
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same first estimate of the proof of Theorem [6.6] getting

Slaas®I+Co [

Q
B+1
o[ 1l S s O+ s 45 | (sl

@
w [ 10masl [ 18raP
Qf Qf

a 1 _
o oD+ 5T + 5100 oD + [ G = )i

o 1
sl @ [ 10asl? + S Ipas(OF + 51 9peat)]
iy Qf

<

N | ™

+/ (J*Qa,ﬁ)qa,ﬁ—/ aa,ﬁaf/(@a,ﬂ)ra,ﬁqaﬁ
QT Qf

+ /QT (fa,ﬂaa,ﬁ - A)f,(aa,ﬁ)pa,ﬂq&ﬁ + /T qa,8Pao,p
t

oF

+ / Eaﬁf(@a,,@)ra,ﬂ(atraﬂ + AT@,,B)
Qf

- o fa,ﬁf(@a,ﬁ)pa,,@(atroz,ﬁ + Ara,ﬁ)

- / Xo,590,5(0iTap + AT p) — / T30t e
QT QT

We show only how to bound the first three terms on the right-hand side, as all the other
terms on the right-hand side can be treated exactly in the same way as in Section
and in the proof of Theorem|[6.19] using Theorem[4.15] To this end, taking into account
the modified terminal conditions (6.50) we have

paﬁ(T) = by (@a,b’ (T) - QOQ) € ‘/7 QOtﬂ(T>

(67

ﬁ b2ﬁa,,8 (T) .

Then, it follows that

g a 1
Do )+ S sV + 29D
_ba?
=53
Now, by Theorem@4.15|we have that {«'/?fi,, 5 }a,s is uniformly bounded in C°([0, T; H):

hence, thanks also to the regularity ¢ € V', we deduce that there exists C' > 0, inde-
pendent of «, 3, such that

_ o, 1 _
||Na,,8<T)||2+§||b2(90a,/5(T) — o)l + S IV02(Pap(T) — wa)ll>.

15} Q 1 N
s DI+ 2 s (DI + 5 VP (DI < OO +a+5).

Consequently, the scaling limsup § < +oco on (o, B) yields that

6] « 1
a5 s (T + 5| Vpas(T)? < €.
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6.2. Asymptotic Analysis

As we anticipated above, all the remaining terms on the right-hand side can be treated
exactly as in Section and in the proof of Theorem so that we infer that there
exists a positive constant C', independent of both v and 3, such that

041/2||pa,6||H1(o,T;H) + ||pa,6||L°°(O,T;V) + 51/2||qa,5||Loo(o,T;H) + ||qa,BHL2(o,T;H)
+ HTQ,BHHl(O,T;H)mLoo(o,T;V)mLZ(o,T;W) <C.

Moreover, elliptic regularity theory and (6.22)—(6.23)) leads to

1Pa.sll 20,250y < C,
while by comparison in (6.21)), as in the proof of Theorem [6.19] we infer that

1Pas + BGasllar o1 @) < C.
By the usual weak compactness criteria, we infer the existence of functions (p, ¢, r)
such that as o, § — 0 it holds, forevery xk > lifd =2and 1 < kK < 6if d = 3, and
along a non-relabelled subsequence,
Pas — p weakly in L*(0,T; W),
Gap —q weaklyin L*(0,T; H),
P + BGaps — p weakly in H'(0,T; W*),
Tap — 1T weakly starin H'(0,7; H) N L>(0,T; V)N L*(0,T; W),
strongly in C°([0, T; L*(2)) N L?(0,T; V),
apaps — 0 strongly in H'(0,T; H) N L*(0,T; W),
Bqaps — 0  strongly in L>(0,7T; H).
Moreover, since by Theoremwe have that, forevery xk > 1ifd =2and1 < xk < 6
ifd =3,

Bap — @ strongly in CO([0,T]; V*) N L*(0,T; L*()),
we can pass to the limit as o, 5 — 0 in the variational formulation (6.38)—(6.41),
treating the term with F” as in the proof of Theorem [6.19} and conclude. The unique-

ness of the weak solution (p, ¢, r) follows from linearity and the estimates already
performed. ]

6.2.4.2 Letting o, 3 — 0 in the Optimality Condition

Here, we conclude the asymptotic analysis by letting a., 5 — 0 in the optimality con-
dition for (C'P)2’;, and proving the corresponding necessary conditions for (C'P).

Theorem 6.26. Assume B1-B7, D1-D7. Then, every optimal control (P,X,C) of
(C'P) necessarily satisfies

/Q (P— Pyt (@) - /Q (x - %)7q - /Q €~ O f(@)r

+ap(P —P)(P —P)+ ax(X — x.)(x — X)
+ Oéc(a — C*)(C - E) 2 O V('P,X,C) € uﬁd’
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where (¢, i,7) and (p, q, ) are the unique solutions to (4.1)-{@.3) and (6.21)—(6.25))
with o = [ = 0 in the sense of Theorems{.15and respectively.
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