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Abstract

In this thesis we establish some connections between the theory of self-similar fractals
in the sense of J. E. Hutchinson (cf. [20]), and the theory of boundary quotients of C∗-
algebras associated to monoids. We show that the existence of self-similar M -fractals
for a given monoid M , gives rise to examples of C∗-algebras generalizing the boundary
quotients discussed by X. Li in [27, §7, p. 71]. The starting point for our investigations
is the observation that the universal boundary of a finitely 1-generated monoid carries
naturally two topologies: the cone topology and the fine topology. The first is used
to define canonical measures on the attractor of an M -fractal for a finitely 1-generated
monoid M , while the latter plays a prominent role in the construction of the boundary
quotients mentioned above.

Moreover, we construct a Bass-Serre theory (cf. [35]) in the groupoid setting and
prove a structure theorem. Any groupoid action without inversion of edges on a forest
induces a graph of groupoids, while any graph of groupoids satisfying certain hypothesis
has a canonical associated groupoid, called the fundamental groupoid, and a forest,
called the Bass–Serre forest, such that the fundamental groupoid acts on the Bass–Serre
forest. The structure theorem says that these processes are mutually inverse, so that
graphs of groupoids “encode” groupoid actions on forests.

Finally, we prove a groupoid C∗-algebraic Bass-Serre theorem following the ideas in
[8], where such a theorem is proved in the group setting. To this end, we need to consider
a different groupoid and forest as the ones defined above: we associate to any graph of
groupoids a groupoid, called the universal fundamental groupoid, and a forest, called
the universal forest, on which the universal fundamental groupoid acts. To a large class
of graph of groupoids we associate a C∗-algebra universal for generators and relations
and show that it is isomorphic to the action groupoid C∗-algebra induced by the action
of the universal fundamental groupoid on the boundary of the universal forest.
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Chapter 1

Introduction

This thesis contains a number of results concerning two main topics: C∗-algebras asso-
ciated to the boundary of monoids and C∗-algebras associated to graphs of groupoids.
When studying the latter, it is predictable to encounter the so-called Bass-Serre theory
(cf. [35]) and to adapt its techniques and results to the groupoid context; hence, this
thesis also contains the construction of a Bass-Serre theory for groupoids.

In the first part of the thesis (cf. Chapter 3) we establish some connections between
the theory of self-similar fractals in the sense of J. E. Hutchinson (cf. [20]), and the
theory of boundary quotients of C∗-algebras associated to monoids. The motivation for
this work came from attempting to use monoids as partially ordered sets to generalize
the boundary quotient discussed by X. Li in [27, §7]. On a monoid M there is naturally
defined a reflexive and transitive relation “�”, i.e., for ω, τ ∈ M one defines ω � τ if,
and only if, there exists σ ∈ M satisfying ω = τ · σ. In particular, one may consider
(M,�) as a partially ordered set. Moreover, if M is N0-graded (cf. Definition 2.1.24)
and finitely 1-generated (cf. Definition 2.1.28), then (M,�) is a Noetherian partially
ordered set (see Corollary 2.1.34). Such a poset has a poset completion iM : M −→ M̄
(see Section 2.1.2), and one defines the universal boundary ∂M of M by

(1.0.1) ∂M = (M̄ \ im(iM ))/≈,

where ≈ is the equivalence relation induced by "�" on M̄ \ im(iM ) (see Section 2.1.2).
For several reasons (cf. Theorem A, Theorem B, Theorem C) one may consider ∂M
as the natural boundary associated to the monoid M . However, it is less clear what
topology one should consider. Apart from the cone topology Tc(M̄) there is another
finer topology Tf (M̄) which will be called the fine topology on ∂M (cf. Section 2.1.2),
i.e., the identity

(1.0.2) id∂M : (∂M, Tf (M̄)) −→ (∂M, Tc(M̄))

is a continuous map. The monoid M will be said to be T -regular if id∂M is a homeo-
morphism. The universal boundary ðM = (∂M, Tf (M̄)) with the fine topology can be
identified with the Laca boundary Ê(M) of the monoidM . This topological space plays
an essential role for defining boundary quotients of C∗-algebras associated to monoids
(cf. [27, § 7], [28]). Indeed one has the following (cf. Theorem 3.1.6).

Theorem A. The map χ· : (∂M, Tf (M̄)) −→ Ê(M) defined by (3.1.13) is a homeo-
morphism.

By Theorem A, the topological space (∂M, Tf (M̄)) is totally-disconnected and com-
pact and thus it has the nicest topological regularity property that one can wish for.
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On the contrary, in general one can only show that (∂M, Tc(M̄)) is a T0-space, which is
a low level regularity property. Indeed, if (∂M, Tc(M̄)) happens to be Hausdorff, then
(1.0.2) is necessarily a homeomorphism and M is T -regular (cf. Proposition 3.1.7).

If φ : Q→M is a surjective graded homomorphism of finitely 1-generated monoids,
then, by construction, φ induces a surjective, continuous and open map

(1.0.3) ∂φ̄ : (∂Q, Tc(Q̄)) −→ (∂M, Tc(M̄))

(cf. Proposition 2.1.26). This property can be used to establish the following.

Theorem B. Let M be a finitely 1-generated N0-graded monoid. Then ∂M carries
naturally a Borel probability meausure

(1.0.4) µM : Bor(∂M) −→ R+ ∪ {∞}

induced by the canonical homomorphism of monoids φM : F 〈M1〉 −→M (cf. (2.1.24)).

On the other hand, the induced mapping φ
Ê
is given by a map

(1.0.5) φ
Ê

: Ê(M) −→ Ê(Q)

(cf. Proposition 3.1.8). Hence for the purpose of constructing Borel measures the fine
topology seems to be inappropriate.

Theorem B can be used to define the C∗-algebra

C∗(M,µM ) = C∗
(
{βω, | ω ∈M }

)
⊆ B(L2(∂M,C, µM ))

for every finitely 1-generated N0-graded monoid M , where βω is the mapping induced
by left multiplication with ω (cf. § 3.1.5). We will show by explicit calculation that for
the monoid Fn, freely generated by a set of cardinality n, the C∗-algebra C∗(Fn, µFn)
coincides with the Cuntz algebra On (cf. Proposition 3.1.21), while for the right-angled
Artin monoid MΓ associated to the finite graph Γ, C∗(MΓ, µΓ

M ) coincides with the
boundary quotients introduced by Crisp and Laca in [9] (cf. § 3.1.6).

Let M =
⋃
k∈N0

Mk be a N0-graded finitely 1-generated monoid. In the context
of self-similar fractals in the sense of J. E. Hutchinson (cf. [20]) it will turn out to
be convenient to endow ∂M with the cone topology Tc(M̄). Let (X, d) be a complete
metric space with a left M -action α : M −→ C(X,X) by continuous maps. Such a
presentation is said to be contracting, if there exists a positive real number δ < 1 such
that

(1.0.6) d(α(s)(x), α(s)(y)) ≤ δ · d(x, y),

for all x, y ∈ X, s ∈ M1 (cf. [20, § 2.2]). For a contrating metric space (X, d) there
exists a unique compact subset K ⊆ X such that

(1) K =
⋃
s∈M1

α(s)(K),

(2) K = cl({Fix(α(t)) | t ∈M } ⊆ X.

Obviously, by definition every map α(t) ∈ C(X,X) is contracting, and thus has a unique
fixed point xt ∈ X. For short we call K = K(α) ⊂ X the attractor of the representation
α. One has the following (cf. Proposition 3.2.5).
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Theorem C. Let M =
⋃
k∈N0

Mk be a finitely 1-generated N0-graded monoid, let (X, d)
be a compact metric space and let α : M → C(X,X) be a contracting representation of
M . Then for any point x ∈ X, α induces a continuous map

κx : ∂M −→ K(α).

Moreover, if M is T -regular, then κx is surjective.

Under the general hypothesis of Theorem C we do not know whether the topological
space (∂M, Tc(M̄)) is necessarily compact. However, in case that it is compact, we
call (∂M, Tc(M̄)) the universal attractor of the finitely 1-generated N0-graded T -regular
monoid M .

For a finitely 1-generated monoid M , ∂M carries canonically a probability measure
µM (cf. § 3.1.5). Thus, by Theorem C, the attractor of the M -fractal ((X, d), α) carries
the contact probability measure µx = µκx◦ for every point x ∈ X, which is given by
µx(B) = µM (κ−1

x (B)), for B ∈ Bor(K).
Since the monoid M is acting on K, it also acts on L2(K,C, µx) by bounded linear

operators γω, ω ∈M (cf. § 3.2.2) This defines a C∗-algebra (cf. § 3.2.2)

(1.0.7) C∗(M,X, d, µx) = C∗
(
{γω, | ω ∈M}

)
⊆ B(L2(K,C, µ)).

In case that the equivalence relation ∼̂ generated by � on ∂M is different from ≈
(cf. (1.0.1)) the canonical map j̃ : ∂M → ∂M/∼̂ is not the identity.

In the second part of the thesis (cf. Chapters 4,5), we deal with graphs of groupoids
and their C∗-algebras. The motivation for our investigation came from the observation
that group actions on trees can be generalized by groupoid actions on forests, as well as
the Bass-Serre theory can be extended to the groupoid setting. Moreover, following the
ideas in [8], it became natural to aim to build a Bass-Serre theory in the groupoid C∗-
algebraic setting. The well-known Bass-Serre theory (cf. §2.2.3) gives a complete and
satisfactory description of groups acting on trees via the structure theorem. A graph of
groups consists of a connected graph Γ together with a group for each vertex and edge
of Γ, and group monomorphisms from each edge group to the adjacent vertex groups.
Any group action (without inversion) on a tree induces a graph of groups, while any
graph of groups has a canonical associated group, called the fundamental group, and a
tree, called the Bass–Serre tree, such that the fundamental group acts on the Bass–Serre
tree. The structure theorem (cf. Theorem 2.2.24) says that these processes are mutually
inverse, so that graphs of groups “encode” group actions on trees. Following these ideas,
we build the appropriate analogue of Bass-Serre theory for groupoids.

Groupoids (cf. §2.3) are algebraic objects that behave like a group (i.e., they satisfy
conditions of associativity, left and right identities and inverses) except that the multi-
plication operation is only partially defined. The collection G(0) of idempotent elements
in a groupoid G is called its unit space, since these are precisely the elements x that
satisfy xα = α and βx = β whenever these products are defined. When considering
an action of G on a graph Γ, this leads to a fibred structure of Γ over G(0). As for
group actions, one associates to a groupoid action on a set a certain groupoid, called
the action groupoid (cf. Remark 2.4.5), which will be widely used in Chapter 5.

A graph of groupoids G(Γ) is given by a connected graph Γ together with a groupoid
for each vertex and edge of Γ, and monomorphisms from each edge groupoid to the
adjacent vertex groupoid. We will only work with graph of groupoids having discrete
vertex and edge groupoids. In Chapter 4 we associate to any graph of groupoids G(Γ) a
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groupoid π1(G(Γ)), called the fundamental groupoid, and a forest XG(Γ), called the Bass-
Serre forest, such that π1(G(Γ)) acts on XG(Γ). Hence, we prove a structure theorem
(cf. Theorem 4.3.22) in this setting.

Theorem D. Let G be a groupoid acting without inversion of edges on a forest F . Then
G is isomorphic to the fundamental groupoid of the graph of groupoids defined by the
desingularization of the action of G on F .

One of the main differences between the two settings is the following: in the classical
setting, given a group action without inversion on a graph, one of the ingredients used
to build a graph of groups is the quotient graph given by such action; in the groupoid
context, there is not a canonical graph associated to the action of a groupoid on a graph.
Hence, we need to resort to the difficult notion of desingularization (cf. Definition 4.2.13)
of a groupoid action on a graph. In case we consider groupoids whose unit space is a
singleton, we recover the classical Bass-Serre theory.

In Chapter 5 we associate a different groupoid and forest to a graph of groupoids as
those defined in Chapter 4. In particular, for any graph of groupoids G(Γ), we define a
universal fundamental groupoid Π1(G(Γ)) which is more general than the fundamental
groupoid π1(G(Γ)). Indeed, the two groupoids π1(G(Γ)) and Π1(G(Γ)) have the same
generating set, and one obtains π1(G(Γ)) from Π1(G(Γ)) by adding two relations to the
defining relations of Π1(G(Γ)) (cf. Remark 5.1.6). Moreover, we associate to G(Γ) a
forest, called the universal forest and denoted by YG(Γ), on which the universal funda-
mental groupoid acts. Such an action induces an action of Π1(G(Γ)) on the boundary
∂YG(Γ) of the universal forest YG(Γ).

The motivation for our interest in the universal fundamental groupoid and in the
universal forest comes from the fact that we want to prove a groupoid C∗-algebraic
Bass-Serre theorem following the ideas in [8], where the authors prove such a theorem
in the group setting: given a graph of groups, they prove that the graph of groups
C∗-algebra, which is universal for generators and relations, is stably isomorphic to the
boundary action crossed product C∗-algebra induced by the action of the fundamental
group on the boundary of the Bass-Serre tree.

Given a locally-finite nonsingular graph of groupoids G(Γ), we work with two C∗-
algebras: the graph of groupoids C∗-algebra C∗(G) (cf. Definition 5.4.4), which is uni-
versal for generators and relations, and the action groupoid C∗-algebra C∗(Π1(G(Γ)) n
∂YG(Γ)) induced by the action of Π1(G(Γ)) on ∂YG(Γ). We prove the following theorem
(cf. Theorem 5.5.3).

Theorem E. Let G(Γ) be a locally finite nonsingular graph of groupoids. Then there is
an isomorphism Φ: C∗(G) −→ C∗

(
Π1(G(Γ)) n ∂YG(Γ)

)
.

For the proof of this theorem we first use the universality of C∗(G) to find a ∗-
homomorphism Φ: C∗(G) → C∗(Π1(G(Γ)) n ∂YG(Γ)). Then, we use the fact that the
space of continuous function with compact support Cc(Π1(G(Γ)) n ∂YG(Γ)) is dense in
C∗(Π1(G(Γ)) n ∂YG(Γ)) to build a representation π : Cc(Π1(G(Γ)) n ∂YG(Γ)) → C∗(G)
which induces a ∗-homomorphism Ψ: C∗(Π1(G(Γ)) n ∂YG(Γ)) → C∗(G). Finally, we
prove that such Ψ is the inverse of Φ.
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The logical structure of the thesis may be outlined in the following diagram.

Chapter 2:
Background

Chapter 3:
C∗-algebras associated to
the boundary of a poset

Chapter 4:
Bass-Serre theory
for groupoids

Chapter 5:
C∗-algebras associated
to graphs of groupoids

In Chapter 2 we recall background material and establish our notation. We begin in
Section 2.1 with the definitions and topological properties of boundaries of posets and
we recall some basic notions in monoid theory. In Section 2.2 we recall the necessary
concepts from graph theory and the main definitions and results of Bass-Serre theory.
In Section 2.3 we give some basic definitions and properties in the groupoid setting,
then in Section 2.4 we define groupoid actions on topological space and, in particular,
on graphs. Finally, in Section 2.5 we describe the construction of groupoid C∗-algebras.

In Chapter 3 we show that the existence of self-similarM -fractals for a given monoid
M , gives rise to example of C∗-algebras generalizing the boundary quotients of X. Li.
In Section 3.1 we study the boundaries of certain monoids and their C∗-algebras. In
Section 3.2 we associate a C∗-algebra to the action of a finitely 1-generated monoid on
a contracting metric space, which we will call an M -fractal.

In Chapter 4 we build a Bass-Serre theory in the groupoid setting. We begin with
the definitions of a graph of groupoid and its representation on a forest in Section 4.1.
Then, in Section 4.2 we define the desingularization of a groupoid action on a forest and
associate a graph of groupoids to such action. In Section 4.3 we define the fundamental
groupoid and the Bass-Serre forest associated to a graph of groupoids, and then we prove
the structure theorem. Finally, in Section 4.4 we give an example of the constructions
developed in the previous sections.

In Chapter 5 we prove a groupoid C∗-algebraic Bass-Serre theorem. We begin with
the definitions of the universal fundamental groupoid and the universal forest of a graph
of groupoids in Section 5.1. Then, we define the boundary of the universal forest in
Section 5.2. In Section 5.3 we consider the action groupoid defined by the action of the
universal fundamental groupoid on the boundary of the universal forest and we define
a topology which makes it a Hausdorff ample groupoid. In Section 5.4 we define the
graph of groupoids C∗-algebra generated by a G-family and prove some properties of
such a family. Finally, in Section 5.5 we prove that the graph of groupoids C∗-algebra
is isomorphic to the action groupoid C∗-algebra.
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The prerequisites for understanding the content of this thesis include a basic knowl-
edge of measure theory, C∗-algebras and functional analysis. For a comprehensive
overview of such topics we refer the reader to

• W. Arveson, An Invitation to C∗-algebras, [3];

• B. Blackadar, Operator Algebras - Theory of C∗-algebras and von Neumann alge-
bras, [6];

• W. Rudin, Real and Complex Analysis, [33].

Notation. By B(H) we will denote the C∗-algebra of bounded linear operators on
a Hilbert space H.

Given a set of operators { sv | v ∈ V }, we use the notation C∗({ sv | v ∈ V }) for
the C∗-algebra generated by the operators in { sv | v ∈ V }.

Given a set of elements V we use the notation 〈x ∈ V | R 〉+ and 〈x ∈ V | R 〉 to
mean, respectively, the monoid and the group generated by the set V subject to the
relations in R.
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Chapter 2

Background

In this chapter we present basic background material. In Section 2.1 we define the
boundary of a partially ordered set and recall some definitions concerning monoids.
In Section 2.2 we give some background of graph theory and then we recall the main
definitions and results of the so-called Bass-Serre theory. In Section 2.3 we give the
definition a groupoid and outline some of the elementary facts. In Section 2.4 we recall
some basic constructions concerning groupoid actions on topological spaces. Section 2.5
contains the basic constructions in the theory of groupoids C∗-algebras.

2.1 Posets, monoids and their boundaries

All the definitions and results in this section have been pubished in [11].

2.1.1 Posets

Definition 2.1.1. A poset (or partially ordered set) is a set X together with a reflexive
and transitive relation � : X ×X → {t, f} such that for all x, y ∈ X satisfying x � y
and y � x follows that x = y.

Definition 2.1.2. For a poset (X,�) and τ, ω ∈ X the set

Cω = {x ∈ X | x � ω }(2.1.1)

will be called the cone defined by ω, and

Cτ = { y ∈ X | y � τ }(2.1.2)

the cocone defined by τ . For τ � ω the set

[τ, ω] = Cτ ∩ Cω = {x ∈ X | τ � x � ω }(2.1.3)

is called the closed interval from τ to ω, i.e., [ω, ω] = {ω}. The poset (X,�) is said to
be noetherian, if card( Cτ ) <∞ for all τ ∈ X.

Definition 2.1.3. Let X be a countable set. For a poset (X,�) let

(2.1.4) D(N, X,�) = { f ∈ F (N, X) | ∀n,m ∈ N : n ≤ m =⇒ f(n) � f(m) }

denote the set of decreasing functions which we will - if necessary - identify with the
set of decreasing sequences.
A poset (X,�) is said to be complete, if for all f ∈ D(N, X,�) there exists an element
z ∈ X such that
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(CP1) f(n) � z for all n ∈ N, and

(CP2) if y ∈ X satisfies f(n) � y for all n ∈ N, then z � y.

Note that - if it exists - z ∈ X is the unique element satisfying (CP1) and (CP2) for
f ∈ D(N, X,�). As usual, z = min(f) is called the minimum of f ∈ D(N, X,�).

Notation 2.1.4. Let (X,�) be a poset. For u, v ∈ D(N, X,�) we put

(2.1.5) u � v ⇐⇒ ∀n ∈ N ∃ kn ∈ N : u(kn) � v(n),

and

(2.1.6) u ∼ v ⇐⇒
[

(u � v ∧ v � u) ∨
(
v � u ∧ v = cm,m = min(u)

) ]
,

where cz ∈ D(N, X,�), z ∈ X, is given by cz(n) = z for all n ∈ N.

Let ≈ be the equivalence relation generated by ∼ and put

(2.1.7) X = D(N, X,�)/≈ .

Then the following properties hold for (X,�).

Proposition 2.1.5. Let (X,�) be a poset.

(a) The relation � defined in (2.1.5) is reflexive and transitive.

(b) For any strictly increasing function α : N → N and u ∈ D(N, X,�) one has
u ≈ u ◦ α.

(c) Define for [u], [v] ∈ X that [u] � [v] if, and only if, u � v. Then (X,�) is a poset.

(d) (X,�) is complete.

Proof. (a) The relation � is obviously reflexive. Let u, v, w ∈ D(N, X,�), u � v, v � w.
Then for all n ∈ N there exists hn, kn ∈ N such that u(hn) � v(kn) � w(n). Thus,
u � w.
(b) Let u ∈ D(N, X,�) and let α : N→ N be a strictly increasing function. Let m < n,
m,n ∈ N. Since α is strictly increasing, α(m) < α(n). Then there existm0, n0 ∈ N such
that m0 ≤ α(m) < α(n) ≤ n0. Then one has u(m0) � u(α(m)) � u(α(n)) � u(n0).
Thus u � u ◦ α and u ◦ α � u, proving that u ≈ u ◦ α.
(c) Let [u], [v] ∈ X, [u] � [v] and [v] � [u]. Then, by definition, u � v and v � u, and
thus u ≈ v, i.e., [u] = [v].
(d) Let {uk}k∈N ∈ D(N, X,�), i.e., uk ∈ X for all k ∈ N. Then one has u1 � u2 � . . .
by definition. Since each uk ∈ D(N, X,�), one has uk(n) � uk(m) for all n ≤ m,
m,n ∈ N. We define v ∈ D(N, X,�) by v(n) = un(n), n ∈ N. Then [v] ∈ X is the
minimum of {uk}k∈N. This yields the claim.

Assigning every element x ∈ X the equivalence class containing the constant func-
tion cx ∈ D(N, X,�) yields a strictly decreasing mapping of posets ιX : X → X. From
now on (X,�) will be considered as a sub-poset of (X,�).

Definition 2.1.6. The poset (X,�) will be called the poset completion of (X,�).

The following proposition is straightforward.

Proposition 2.1.7. The map ιX is a bijection if, and only if, (X,�) is complete.

Example 1. Let X = N t {∞} and define n � m if, and only if, n ≥ m, where “≥”
denotes the natural order relation. Then the poset (X,�) is complete and X = X.
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2.1.2 Boundaries of posets

Definition 2.1.8. For a poset (X,�) the poset ∂X = X \ im(iX) will be called the
universal boundary of the poset (X,�).

Notation 2.1.9. From now on we use the notation x � y as a short form for x � y
and x 6= y.

Definition 2.1.10. A function f : N → X will be said to be strictly decreasing if
f(n+ 1) ≺ f(n) for all n ∈ N.

The following Proposition will turn out to be useful.

Proposition 2.1.11. Let f ∈ D(N, X,�) be a decreasing function such that [f ] ∈ ∂X.
Then there exists a strictly decreasing function h ∈ D(N, X,�) such that f ≈ h, i.e.,
[f ] = [h].

Proof. By hypothesis, J = im(f) is an infinite set. In particular, the set

Ω = {min(f−1({j}) | j ∈ J }

is an infinite and unbounded subset of N. Let e : N → Ω be the enumeration function
of Ω, i.e., e(1) = min(Ω), and recursively one has e(k + 1) = min(Ω \ {e(1), . . . , ek}).
Then, by construction, h = f ◦ e is strictly decreasing, and, by Proposition 2.1.5(b),
one has f ≈ h, and hence the claim.

Proposition 2.1.12. Let (X,�) be a noetherian poset, and let (X,�) be its completion.
Then for all τ ∈ X one has Cτ (X) ⊆ X. In particular, Cτ (X) = Cτ (X), where the
cocones are taken in the respective posets.

Example 2. Let X = A tB, where A,B = Z and define

(2.1.8) n � m⇐⇒
(

((n,m ∈ A ∨ n,m ∈ B) ∧ n ≤ m) ∨ (n ∈ A ∧m ∈ B)
)
,

where “≤” denotes the natural order relation on Z. Then (X,�) is a poset and its
completion is given by X = Z t {−∞}

⊔
Z t {−∞}. For n ∈ A, one has Cn(X) 6=

Cn(X), since −∞ ∈ B is in Cn(X), but not in Cn(X).

We now introduce two different topologies on the poset completion of a poset.

Definition 2.1.13. Let (X,�) be a poset, and let (X,�) denote its completion. For
τ, ω ∈ X let

(2.1.9) S(τ, ω) = {x ∈ X | x � τ ∧ x � ω }.

By transitivity,

(2.1.10) Cτ (X) ∩ Cω(X) =
⋃

z∈S(τ,ω)

Cz(X).

In particular,

(2.1.11) Bc(X) =
{
{x} | x ∈ X

}
∪
{

Cω(X) | ω ∈ X
}

is a base of a topology Tc(X) - the cone topology - on X.
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By construction, the subspaceX is discrete and open, and the subspace ∂X is closed.

Notation 2.1.14. For ω ∈ X let Nc(ω) denote the set of all open neighborhoods of ω
with respect to the cone-topology, and put S(ω) =

⋂
U∈Nc(ω) U .

Then, by construction, one has S(ω) = {ω} for ω ∈ X, and S(ω) = Cω(X) for
ω ∈ ∂X. This implies the following.

Proposition 2.1.15. Let (X,�) be a poset, and let (X,�) denote its completion. Then
(X, Tc(X)) is a T0-space (or Kolmogorov space).

Proof. Let τ, ω ∈ X, τ 6= ω. If either τ ∈ X or ω ∈ X, then either {τ} or {ω} is an
open set. So we may assume that τ, ω ∈ ∂X. As S(ω) = Cω(X), either there exists
U ∈ Nc(ω), τ 6∈ U , or τ � ω. By changing the role of ω and τ , either there exists
V ∈ Nc(τ), ω 6∈ V , or ω � τ . Since τ � ω and ω � τ is impossible, this yields the
claim.

Definition 2.1.16. For a partially ordered set (X,�) let

(2.1.12) S = { {τ}, Cτ (X), Cτ (X)C | τ ∈ X }

denote the set of all subsets of X of cardinality 1, all cones and their complements in
X. Then S is a subbasis of a topology Tf (X) on X which we will call the fine topology
on X. In particular, the set Ω = {X =

⋂
1≤j≤rXj | X1, . . . , Xr ∈ S } is a base of the

topology Tf (X).

Note that the identity

(2.1.13) id∂M : (∂M, Tf (M̄)) −→ (∂M, Tc(M̄))

is a continuous map.

Definition 2.1.17. The monoid M will be said to be T -regular if id∂M is a homeo-
morphism.

By definition, the fine topology has the following properties.

Proposition 2.1.18. Let (X,�) be a partially ordered set. Then

(a) (X, Tf (X)) is a T2-space (or Hausdorff space).

(b) Tc(X) ⊆ Tf (X).

There is another type of boundary for a poset, the ∼-boundary, which we will use
later on in this thesis. Before defining it, we need some more notation.

Notation 2.1.19. Let (X,�) be a noetherian poset, and let (X,�) denote its comple-
tion. We put

(2.1.14) Ω = ∆(X) t { (ε, η) ∈ ∂X × ∂X | ε � η },

where ∆(X) = { (x, x) | x ∈ X }, and let ∼̂ denote the equivalence relation on X
generated by the relation Ω. Then one has a canonical map

(2.1.15) π : X → X̃,

where X̃ = X/∼̂. By construction, π|X is injective.
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Definition 2.1.20. The set ∂̃X = X̃ \π(X) will be called the ∼-boundary of the poset
(X,�).

Example 3. Let X be the monoid X = 〈x, y, z | xy = yx 〉+ . For σ, τ ∈ X put
σ � τ if and only if σ = τη, for η ∈ X. Then one has that (X,�) is a poset and
x∞y∞ ∈ ∂̃X is such that x∞y∞ � yix∞ and x∞y∞ � xjy∞ for all i, j ≥ 0. That is,
yix∞, xjy∞ ∈ [x∞y∞]∼̂ for all i, j ≥ 0, where [x∞y∞]∼̂ denotes the equivalence class of
x∞y∞ with respect to the relation ∼̂. However, whenever a generator z appears in an
infinite word ω, one has that [ω]∼̂ = {ω}.
Remark 2.1.21. We put

(2.1.16) I(∼) = { (ω, τ) ∈ X ×X | ω ∼̂ τ } ⊆ X ×X

The set X̃ carries the quotient topology Tq(X̃) with respect to the mapping π and the
topological space (X, Tc(X)). In particular, the subspace π(X) ⊆ X̃ is discrete and
open, and ∂̃X ⊆ X̃ is closed. For ω ∈ X we put C̃ω = π(Cω(X)).

The space X̃ will be considered merely as topological space. It has the following
property.

Proposition 2.1.22. The topological space (X̃, Tq(X̃)) is a T1-space.

Proof. For ω ∈ X one has

(2.1.17) S(π(ω)) = π(
⋂
τ∼̂ω
S(τ)) = π(

⋂
τ∼̂ω

Cτ (X)) = {π(ω)}.

This yields the claim.

2.1.3 Monoids

Definition 2.1.23. A monoid (or semigroup with unit) M is a set with an associative
multiplication · : M × M → M and a distinguished element 1 ∈ M satisfying
1 · x = x · 1 = x for all x ∈M . For a monoid M we denote by

(2.1.18) M× = {x ∈M | ∃y ∈M : x · y = y · x = 1 }

the maximal subgroup contained in M . Elements in M ] = M \ M× will be called
non-invertible.

Example 4. The set of non-negative integers N0 = {0, 1, 2, . . . } together with addition
is a monoid.

Definition 2.1.24. A homomorphism of monoids is a map φ : Q → M between two
monoids Q and M such that φ(q · r) = φ(q) · φ(r) for all q, r ∈ Q and φ(1) = 1.
A monoid M together with a homomorphism of monoids | | : M → N0 is called an
N0-graded monoid.
For k ∈ N0 one defines Mk = {x ∈ M | |x| = k }. The N0-graded monoid M is called
connected, if M0 = {1}.
If Q and M are N0-graded monoids, a homomorphism φ : Q → M of monoids is a
homomorphism of N0-graded monoids, if φ(Qk) ⊆Mk for all k ∈ N0.
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Notation 2.1.25. Let M be a monoid. For x ∈M , put

Mx = { yx | y ∈M };(2.1.19)
xM = {xy | y ∈M }.(2.1.20)

For x, y ∈M we define

(2.1.21) x � y ⇐⇒ xM ⊆ yM,

i.e., x � y if, and only if, there exists z ∈M such that x = yz.

The following property is straightforward.

Proposition 2.1.26. Let φ : Q→M be a homomorphism of N0-graded monoids. Then
φ is monotone, i.e., x, y ∈ Q, x � y implies φ(x) � φ(y), and thus induces a monotone
map

(2.1.22) Dφ : D(N, Q,�) −→ D(N,M,�).

Let φ̄ : Q̄→ M̄ denote the induced map. Let ∂φ̄ : ∂Q −→ ∂M be the map induced by φ̄.
Then ∂φ̄ is continuous with repect to the cone topology.

Proof. Let τ ∈M . Then the monotony of Dφ implies that

(2.1.23) φ̄−1(Cτ (M̄)) =
⋃
y∈S

Cy(Q̄),

where S = { q ∈ Q̄ | φ̄(q) ∈ Cτ (M̄) }. Thus φ̄ and ∂φ are continuous.

Definition 2.1.27. Let Y be a set. The free monoid on Y is the monoid F 〈Y 〉 whose
elements are all words in the alphabet Y , where multiplication is given by concatenation
of words and the unit of the monoid is the empty word.

It is straightforward to see that F 〈Y 〉 is naturally N0-graded. Moreover, F 〈Y 〉 is
connected and F 〈Y 〉1 = Y .

Definition 2.1.28. For an N0-graded monoid M there exists a canonical homomor-
phism of N0-graded monoids

(2.1.24) φM : F 〈M1〉 −→M

satisfying φM1 = idM1 . The N0-graded monoid M is said to be 1-generated, if φM is
surjective. In particular, such a monoid is connected. By definition, free monoids are
1-generated. Moreover, M is said to be finitely 1-generated, if it is 1-generated and M1

is a finite set.

Definition 2.1.29. A monoid M is left cancellative if xy = xz implies y = z for all
x, y, z ∈M ; it is right cancellative if yx = zx implies y = z for all x, y, z ∈M .

Proposition 2.1.30. Let M be a left-cancellative monoid. For x, y ∈ M one has
xM = yM if, and only if, there exists z ∈M× such that y = xz.

Proof. For z ∈ M× one has zM = M . If y = xz, then one has yM = xM , for
x, y ∈ M . Viceversa, suppose xM = yM for x, y in M . Then there exist z, w ∈ M
such that y = xz and x = yw, so y = ywz and x = xzw. Thus left cancellation implies
zw = 1 = wz, showing that z, w ∈M×.
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Corollary 2.1.31. Let M be a left-cancellative monoid. Then (M/M×,�) is a poset.

Remark 2.1.32. If left cancellation is replaced by right cancellation, then one hasMx =
My if, and only if, there exists z ∈M× such that y = zx.

Proposition 2.1.33. Let M be a connected N0-graded monoid. For x, y ∈ M one has
xM = yM if, and only if, x = y.

Proof. Suppose xM = yM , for x, y ∈ M . Then there exist z, w ∈ M such that x = yz
and y = xw, so |x| = |y| + |z| and |y| = |x| + |w|. Thus |z| = 0 = |w|. Since M is
connected, this implies z = 1 = w.

As a consequence one obtains the following.

Corollary 2.1.34. Let M be a 1-generated N0-graded connected monoid. Then (M,�)
is a poset. If M is finitely 1-generated, then (M,�) is a noetherian poset.

Remark 2.1.35. The following example shows that the universal boundary ∂M is in
general different from the ∼-boundary ∂̃M . Let M = 〈x, y, z | xz = zx 〉. Consider

(2.1.25)
f1 : N→M, f1(n) = (xz)n,

f2 : N→M, f2(n) = xn,

f3 : N→M, f3(n) = zn.

Then f2 � f1 � f3. Hence π(f1) = π(f2) = π(f3) ∈ ∂̃M , and π : ∂M → ∂̃M is not
injective.

2.2 Graphs, Trees and the Bass-Serre theory

2.2.1 Graphs

The notion of graph used in this thesis comes from J-P. Serre (cf. [35]).

Definition 2.2.1. A graph Γ (in the sense of J-P. Serre) consists of a non-empty set of
vertices Γ0, a set of edges Γ1, a terminus map t : Γ1 → Γ0, an origin map o : Γ1 → Γ0

and an edge-reversing map¯: Γ1 → Γ1 satisfying

ē 6= e, ¯̄e = e, t(ē) = o(e).

Such a graph Γ can be viewed as an unoriented (or undirected) graph in which each
geometric edge is replaced by a pair of edges e and ē.

A subgraph Λ of Γ consists of a non-empty subset Λ0 ⊆ Γ0 and a subset Λ1 ⊆ Γ1

such that Λ1 ⊆ Λ1, t(Λ1) ⊆ Λ0 and o(Λ1) ⊆ Λ0.
An orientation Γ1

+ ⊆ Γ1 of Γ is a set of edges containing exactly one edge from each
pair {e, ē}, e ∈ Γ1

By definition, every subgraph of a graph is a graph. We will use graphs in the sense
of Serre in Chapter 4 to construct a Bass-Serre theory for groupoids and undirected
graphs in Chapter 3.

Definition 2.2.2. Let Γ and Λ be two graphs. A graph homomorphism is a pair of
mappings ψ = (ψ0, ψ1), where ψ0 : Γ0 → Λ0 and ψ1 : Γ1 → Λ1, which commutes with t,
o and ¯, i.e.,

ψ0(o(e)) = o(ψ0(e)), ψ0(t(e)) = t(ψ0(e)), ψ1(ē) = ψ1(e).

A homomorphism of graphs is called an isomorphism if ψ0 and ψ1 are bijective.
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By definition, any subgraph Λ of a graph Γ defines a canonical injective homomor-
phism of graphs ι : Λ→ Γ.

Definition 2.2.3. Let Γ be a graph. For v ∈ Γ0, we define the star of v in Γ by

stΓ(v) = {e ∈ Γ1 | t(e) = v}

and we call the valence of v the cardinality of stΓ(v). We say that Γ is locally finite if
each vertex has finite valence, i.e., if |t−1(v)| <∞ for all v ∈ Γ0. A locally-finite graph
such that each vertex has valence k will be called k-regular.
A vertex of Γ is said to be singular if it has valence one, i.e., if it is the terminus
(equivalently, origin) of a unique edge. We say that Γ is nonsingular if it has no singular
vertices.

Definition 2.2.4. A path of length n in Γ is either a vertex v ∈ Γ0 (when n = 0), or
a sequence of edges e1 . . . en with o(ei) = t(ei+1) for all i = 1, . . . , n − 1. For a path
p = e1 . . . en with t(e1) = v and o(en) = w we say that p is a path from v to w. We
put t(p) = t(e1) and o(p) = o(en) and denote by `(p) = n the length of the path p. If
ei+1 6= ēi for all i = 1, . . . , n− 1, then we say that p is without backtracking. A path of
length n is said to be reduced if either n = 0 or if there is no backtracking. We denote
by Pv,w the set of all paths from v to w without backtracking. A cycle is a path with
origin equal to its terminus. We say that Γ is connected if Pv,w 6= ∅ for all v, w ∈ Γ0.
For a path p = e1 . . . en, we define the reversal path p̄ = ēn · · · ē1.

In a connected graph Γ one defines a distance function distΓ : Γ0 × Γ0 → N0 by

(2.2.1) distΓ(v, w) = min{ `(p) | p ∈ Pv,w }, v, w,∈ Γ0,

which satisfies distΓ(v, w) = 0 if and only if v = w.

Note that we use the “Australian” convention for paths in a graph, which is suitable
for the operator-algebraic methods used in this thesis.

Definition 2.2.5. A graph Γ is said to be a tree if it is connected and for every
v ∈ Γ0, the only reduced path which starts and ends at v is the path of length 0 at v.
Equivalently, Γ is a tree if |Pv,w| = 1 for all v, w ∈ Γ0.

Remark 2.2.6. Let Γ be a connected graph. The set

SubTr(Γ) = {Λ ⊆ Γ | Λ is a tree }

with the relation “⊆” is a non-trivial poset. Moreover, if Ξ ⊆ SubTr(Γ) is a totally-
ordered subset of SubTr(Γ), then the graph given by

(2.2.2) Γ(Ξ)0 =
⋃

Λ∈Ξ

Λ0, Γ(Ξ)1 =
⋃

Λ∈Ξ

Λ1,

is a connected subgraph of Γ. Let u, v ∈ Γ(Ξ)0 and suppose that there exist two distinct
paths p, q ∈ Pu,v(Γ(Ξ)), where p = e1 · · · en and q = f1 · · · fm. As Ξ is totally ordered,
there exists a tree Λ ∈ Ξ such that ei, fj ∈ Λ for all i = 1, . . . , n and j = 1, . . . ,m.
Hence p, q ∈ Pu,v(Λ), a contradiction. This shows that Γ(Ξ) is a tree. Thus, by Zorn’s
lemma, SubTr(Γ) contains maximal elements.

Definition 2.2.7. Let Γ be a connected graph. The maximal elements in SubTr(Γ)
are called maximal subtrees.

Remark 2.2.8. Note that for a maximal subtree T ⊆ Γ one has that T 0 = Γ0 (see [35,
Proposition I.11]).
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2.2.2 The boundary of a tree

Definition 2.2.9. Let T = (T 0, T 1) be a tree and let v ∈ T 0. A ray ρ = (ei)i∈N is an
infinite reduced path, i.e., ei ∈ T 1, o(ei) = t(ei+1) and ei+1 6= ēi for all i ∈ N. For any
m > 0 we define the m-shift of ρ by ρ[m] = (ej+m)j∈N. We define a relation ∼, called
the shift relation, on the set of infinite reduced paths of T by ρ ∼ η if and only if there
exist m,n ≥ 0 such that ρ[m] = η[n].

Lemma 2.2.10. The relation ∼ defined above is an equivalence relation.

Proof. Clearly, ∼ is symmetric. It is also reflexive, since ρ = ρ[0] for any infinite
reduced path ρ. Finally, it is transitive: suppose that ρ ∼ η and η ∼ ζ. Then there
exist m,n, k, l ≥ 0 such that ρ[m] = η[n] and η[k] = ζ[l]. Without loss of generality,
suppose that m ≥ n ≥ k ≥ l. Then one has that ρ[m− n+ k] = ζ[l].

Definition 2.2.11. Let T be a tree and let ρ be a ray in T . We denote by [ρ] the
equivalence class of ρ with respect to the shift relation. The boundary ∂T of T is given
by

∂T = { [ρ] | ρ is a ray in T }.

Equivalently, fixed a base vertex x0 ∈ T , one has that

∂T = { p = e1e2 · · · | p is a reduced infinite path, t(p) = x0 }.

Definition 2.2.12. Let T = (T 0, T 1) be a tree and let e ∈ T 1. Put T − e = (T 0, T 1 \
{e, ē}). Then T − e is a subgraph containing two connected components. We denote by
Te the connected component of T − e containing the vertex o(e). Then the connected
component of T − e containing t(e) concides with Tē. We put Be = ∂Te ⊆ ∂T .

Proposition 2.2.13. Let T = (T 0, T 1) be a tree. Then the set {Be | e ∈ T 1 } is a basis
for a topology on ∂T making it a totally-disconnected Hausdorff space. Moreover, if T
is locally-finite, ∂T is compact.

Proof. We first note that ∂T = Be ∪ Bē for all e ∈ T 1. Fix e, f ∈ T 1. If e = f ,
one has that Be = Bf . Suppose that e 6= f . If f ∈ T 1

e , one has two cases: either
distΓ((o(e), t(f)) < distΓ((o(e), o(f)), or distΓ((o(e), t(f)) > distΓ((o(e), o(f)). In the
first case, one has that Bf ⊆ Be. In the second case, one may express the intersection
Be∩Bf as follows. Let p = e1 · · · en ∈ Po(e),o(f) and put Ω = {o(ei), t(ei) | i = 1, . . . , n}.
Put

Ee,f =
( ⋃
v∈Ω

stT (v)
)
\
(
{ē, f̄} ∪ {ei, ēi | 1 ≤ i ≤ n}

)
.

Then one has
Be ∩Bf =

⋃
d∈E(e,f)

Bd.

Now suppose that f ∈ T 1
ē . If distΓ((t(e), o(f)) < distΓ((t(e), t(f)), then Be ⊆ Bf . If

distΓ((t(e), o(f)) > distΓ((t(e), t(f)), then Be ∩Bf = ∅.
Let [ρ], [σ] ∈ ∂T , [ρ] 6= [σ]. Then for any ρ = (ei)i∈N ∈ [ρ] and for any σ = (fi)i∈N ∈

[σ], there exists k ∈ N such that ei 6= fk for all i ∈ N. Thus one has that [ρ] ∈ Bf̄k ,
[σ] ∈ Bfk and Bf̄k ∩Bfk = ∅. Hence, ∂T is a Hausdorff space. Moreover, since for any
e ∈ T 1 one has that ∂T = Be t Bē, where “t”denotes disjoint union, each Be is also
closed. Hence, the component of a point x contains only the point x. This shows that
∂T is totally disconnected.
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Finally, suppose that T is locally-finite and fix x0 ∈ T 0. For r ≥ 0, let Vr = { v ∈
T 0 | distT (v, x0) = r }. Since T is locally-finite, Vk is finite for all k ≥ 0 and hence it
is also a compact discrete topological space. Let πr : ∂T → Vr be the map defined by
πr(ρ) = t(er), where ρ = (ei)i∈N and er is such that distT (t(er), x0) = r. We define
πr,r−1 : Vr → Vr−1 by πr,r−1(v) = vr−1, where vr−1 is the unique vertex in the path from
v to x0 such that distT (vr−1, x0) = r−1. Similarly, we define the map πr,k : Vr → Vk for
any k ≤ r. Finally, let π : ∂T →

∏
k∈N Vk be definded by π(ρ) = (πk(ρ))k∈N. Then, π is

continuous and im(∂T ) = lim←−(Vk, πr,k). Note that
∏
k∈N Vk is compact by Tychonoff’s

theorem. Since any subspace of
∏
k∈N Vk is Hausdorff and hence im(∂T ) is a closed

subset of
∏
k∈N Vk, it is compact. Moreover, π∗ : ∂T → lim←−(Vk, πr,k) is bijective, and

also a homeomorphism. Thus, ∂T is compact.

2.2.3 Classical Bass-Serre theory

In this section we recall the theory of graphs of groups, also known as Bass-Serre theory.
It gives a complete and satisfactory description of groups acting on trees via the struc-
ture theorem. Any group action on a tree (satisfying some mild hypotheses) induces
a graph of groups, while any graph of groups has a canonical associated group, called
the fundamental group (cf. Definition 2.2.20), and a tree, called the Bass–Serre tree (cf.
Definition 2.2.21), such that the fundamental group acts on the Bass–Serre tree. The
structure theorem (cf. Theorem 2.2.24) says that these processes are mutually inverse.

Definition 2.2.14. Let Γ be a graph and let G be a group. We say that G is acting
on the graph Γ (on the left) if Γ0 and Γ1 carry the structure of (left) G-sets and if t,
o, and ¯ are morphisms of (left) G-sets. We say that G acts on Γ without inversion of
edges if ge 6= ē for all g ∈ G and e ∈ Γ1.

Definition 2.2.15. Let G be a group acting without inversion of edges on a graph Γ.
There is a well-defined quotient graph G\\Γ given by

(2.2.3) (G\\Γ)0 = {G.v | v ∈ Γ0 }, (G\\Γ)1 = {G.e | e ∈ Γe },

and mappings

(2.2.4) o(G.e) = G.o(e), t(G.e) = G.t(e), G.e = G.ē.

Since G is acting without reversing any edge, one has that G.e 6= G.e. Thus, there is a
natural projection of graphs πG = (π0

G, π
1
G) : Γ→ G\\Γ.

Definition 2.2.16. Let Γ be a connected graph. A graph of groups G(Γ) based on Γ
consists of the following data:

(i) a vertex group Gv for every vertex v ∈ Γ0;

(ii) an edge group Ge for every edge e ∈ Γ1 satisfying Ge = Gē;

(iii) a monomorphism αe : Ge → Gt(e) for every edge e ∈ Γ1.

Definition 2.2.17. Let Γ be a connected graph, and let G(Γ) be a graph of groups
based on Γ. We define the group F (G,Γ) to be the group with generating set

(2.2.5) Γ1 t

( ⊔
v∈Γ0

Gv

)
,

that is, the edge set of the graph Γ together with the elements of the vertex groups of
G(Γ), and defining relations the relations in the vertex groups, together with:
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(R1) ē = e−1 for all e ∈ Γ1;

(R2) eαē(g)ē = αe(g) for all e ∈ Γ1 and g ∈ Ge.

Definition 2.2.18. A sequence of elements p = g1e1g2e2 · · · gnengn+1 is called a gener-
alized path if e1 · · · en is a path in Γ, gi ∈ Gt(ei) for all 1 ≤ i ≤ n and gn+1 ∈ Go(en). As
before we put t(p) = t(e1) and o(p) = o(en). We denote by [p] ∈ F (G,Γ) the associated
element in F (G,Γ). A generalized path p = g1e1g2e2 · · · gnengn+1 is said to be reduced
if n = 0 and g1 6= 1, or n ≥ 1 and gi /∈ im(αēi) for all i ∈ {1, . . . , n} with ei+1 = ēi.

In particular, every generalized path p = g1e1g2e2 · · · gnengn+1 such that e1 · · · en is
a path without backtracking of length n ≥ 1 in Γ is reduced.

Remark 2.2.19. One has that if p is a reduced generalized path, then [p] 6= 1 in (see [35,
Theorem I.11]).

Definition 2.2.20. Let G(Γ) be a graph of groups and let v ∈ Γ0. Then we define the
fundamental group of G(Γ) based at v by

(2.2.6) π1(G,Γ, v) = { [p] | p is a generalized path with o(p) = t(p) = v } ⊆ F (G,Γ).

Let T ⊆ Γ be a maximal subtree of Γ. Then a second version of the fundamental group
is given by

(2.2.7) π1(G,Γ, T ) = F (G,Γ)/〈 e ∈ T 1 〉,

where 〈e ∈ T 1〉 denotes the normal subgroup generated by the elements of T 1. Equiva-
lently, π1(G,Γ, T ) has generating set (2.2.5) as the group F (G,Γ) and defining relations
the relations in the vertex groups of G(Γ) together with (R1), (R2) and the additional
relation

(R3) e = 1 for all e ∈ T 1.

For each choice of base vertex v and maximal subtree T ⊆ Γ, the induced projection
F (G,Γ)→ π1(G,Γ, T ) restricts to an isomorphism of fundamental groups π1(G,Γ, v)→
π1(G,Γ, T ) (see [35, Proposition I.20]). Thus, up to isomorphism the fundamental group
of a graph of groups is independent of the choice of base vertex or of maximal subtree.

Definition 2.2.21. Let G(Γ) be a graph of groups based on Γ, let T ⊆ Γ be a maximal
subtree of Γ and let Γ1

+ ⊆ Γ1 be an orientation of Γ such that o(e) ∈ T 0 for all e ∈ Γ1
+.

For e ∈ Γ1 we define the map

(2.2.8) ε(e) =

{
0 if e ∈ Γ1

+,

1 if e ∈ Γ1
− = Γ1 \ Γ1

+.

and put |e| = Γ1
− ∩ {e, ē}. For e ∈ Γ1, we put He = im(αe). Then the graph XG(Γ)

given by

X0
G(Γ) =

⊔
v∈Γ0

π1(G,Γ, T )/Gv[v],(2.2.9)

X1
G(Γ) =

⊔
e∈Γ1

π1(G,Γ, T )/H|e|[e](2.2.10)
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with mappings given by

o(gH|e|[e]) = ge−ε(e)Go(e)[o(e)],(2.2.11)

t(gH|e|[e]) = ge1−ε(e)Gt(e)[t(e)],(2.2.12)

gH|e|[e] = gH|e|[ē],(2.2.13)

for g ∈ π1(G,Γ, T ), is called the Bass-Serre tree (or universal cover) of the graph of
groups G(Γ). Note that there is a natural left action of π1(G,Γ, T ) on XG(Γ).

Note that o and t are well-defined (see [35, Section I.5.3]). Moreover, the graph
XG(Γ) is a tree (see [35, Theorem I.12]), so that the terminology used in Definition
2.2.21 is justified.

Definition 2.2.22. Let G be a group acting on a graph Γ without inversion of edges and
let Λ = G\\Γ be the quotient graph with canonical projection πG = (π0

G, π
1
G) : Γ → Λ.

A fundamental domain for the G-action on Γ consists of

(i) a subtree T ⊆ Γ such that π0
G|T 0 : T 0 → Λ0 is bijective;

(ii) a subset Ω+ ⊆ Γ1 \ T 1 such that for Ω− = { ē | e ∈ Ω+ } one has that

(a) Ω+ ∩ Ω− = ∅;
(b) for Ω = Ω+tΩ− and ∆1 = T 1tΩ one has that π1

G|∆1 : ∆1 → Λ1 is bijective;

(c) o(e) ∈ T 0 for all e ∈ Ω+;

(iii) let s = (s0, s1) : Λ → Γ be the pair of section associated to (T 0,∆1) and let
Υ+ = π1

G(Ω+), i.e.,
s0 = π0

G|−1
T 0 , s1 = π1

G|−1
∆1 .

Then for e ∈ Υ+ there exists an element ge ∈ G satisfying

(2.2.14) ge · s0(t(e)) = t(s1(e)).

Remark 2.2.23. One has that fundamental domains always exist (see [35, Section I.3.1]).
By definition, a fundamental domain defines a maximal subtree T = πG(T ) ⊆ Λ of Λ.
Moreover, the assignment

(i) Gv = StabG(s0(v)) for v ∈ Λ0;

(ii) Ge = StabG(s1(e)) for e ∈ Λ1;

(iii) for e ∈ Λ1 \Υ+, the map αe : Ge → Gt(e) is just the canonical inclusion; while for
e ∈ Υ+ one puts

(2.2.15) αe : Ge ↪→ StabG
(
t(s1(e))

) i
g−1
e−−−→ StabG

(
s0(t(e))

)
= Gt(e)

defines a graph of groups, where ige denotes left conjugation by the element ge ∈ G.
For simplicity, one puts ge = 1 if e ∈ T 1 and gē = g−1

e if e ∈ Υ− = π1
G(Ω−).

Theorem 2.2.24 (Structure theorem [35, Theorem I.13]). Let G be a group acting on
a graph Γ without inversion of edges and let T ⊆ Γ be a maximal subtree of Γ. Let Λ,
T ⊆ Λ and (ge)e∈Λ1 be given as described in Definition 2.2.22, and let s : Λ→ Γ be the
section associated to a fundamental domain. Then one has the following.
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(a) The map ψo : π1(G,Λ, T )→ G given by

ψo|Gv = idGv , v ∈ Λ0,(2.2.16)

ψo(e) = ge, e ∈ Λ1,(2.2.17)

extends to a homomorphism of groups

(2.2.18) ψ : π1(G,Λ, T )→ G.

(b) The map Ψ = (Ψ0,Ψ1) : XG(Γ) → Γ given by

Ψ0(gGv[v]) = ψ(g) · s0(v),(2.2.19)

Ψ1(gH|e|[e]) = ψ(g) · s1(e),(2.2.20)

is a ψ-equivariant homomorphism of graphs, i.e., for w ∈ X0
G(Γ) and f ∈ X1

G(Γ)
one has

Ψ0(y · w) = ψ(y) ·Ψ0(w),(2.2.21)

Ψ1(y · f) = ψ(y) ·Ψ1(f),(2.2.22)

for all y ∈ π1(G,Γ, T ).

(c) If Γ is a tree, then ψ is an isomorphism of group and Ψ is an isomorphism of
graphs.

2.3 Categories and groupoids

We will use two approaches to category theory, categories of structures and a category
as an algebraic object. The mathematical structures that we will study are groupoids
and topological spaces. We refer the reader to [18] for a full account on category theory.

Definition 2.3.1. A category C consists of the following data:

(i) a class of objects Ob(C);

(ii) a set of arrows Arr(C);

(iii) an underlying graph ΓC given by Γ0
C = Ob(C) and Γ1

C = Arr(C);

(iv) a family of multiplications

Arr(x, y)×Arr(y, z) → Arr(x, z)

(g, h) 7→ gh

satisfying

(1) if g ∈ Arr(x, y), h ∈ Arr(y, z) and k ∈ Arr(z, w), then (gh)k = g(hk);

(2) for all x ∈ Ob(C) there exists an element 1x ∈ Arr(x, x) such that 1xx = x
and x1x = x whenever these multiplications are defined.

A small category C is category where the objects Ob(C) of C form a set. A set is a class
which is a member of some other class.
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Definition 2.3.2. A groupoid G is a small category in which every arrow has an inverse,
i.e., for all x, y ∈ Ob(G) and g ∈ Arr(x, y) there exists an element g−1 ∈ Arr(y, x) such
that gg−1 = 1x and g−1g = 1y.

We denote by C(x, y) the set of arrows Arr(x, y) from y to x in C.

Definition 2.3.3. Let C and D be two categories. A covariant functor F : C → D
assigns to each object x ∈ C an object F (x) ∈ D and to each arrow g ∈ C(x, y)
an arrow F (g) ∈ D(F (x), F (y)) such that F (1x) = 1F (x) for each u ∈ Ob(C) and
F (gh) = F (g)F (h) whenever gh is defined.

A contravariant functor F : C → D assigns to each object x ∈ C an object F (x) ∈ D
and to each arrow g ∈ C(x, y) an arrow F (g) ∈ D(F (y), F (x)) such that F (1x) = 1F (x)

for each u ∈ Ob(C) and F (gh) = F (h)F (g) whenever gh is defined.
A covariant functor F : C → D is an equivalence if there exists a a covariant functor

G : D → C such that GF and FG are isomorphic to the identity functors 1C and
1D, respectively. If such an equivalence exists, we say that te categories C and D are
equivalent.

Remark 2.3.4. The identity functor 1C : C → C is defined to be the identity map on
objects and arrows.
An important class of functors are forgetful functors. We obtain forgetful functors from
a groupoid to a category to a graph, G → C → ΓC , by thinking of a groupoid as a
category and a category as a graph.

Examples 5. The category of groups Gp has as objects all groups and as arrows all
homomorphisms of groups. We also note that a group G is a category with one object,
the identity 1G ∈ G, arrows given by the elements of G, and composition given by the
multiplication in G.

The category of graphs Gph has as objects all graphs and arrows all graph homomor-
phisms. Composition is given by composing the object and arrow maps in the obvious
way. The identity arrow for each object Γ is the identity graph map on Ob(Γ) and
Arr(Γ).

Similarly, one defines the categories Set, T op and Gpd of sets, topological spaces
and groupoids respectively.

2.3.1 Groupoids

As we have seen in Definition 2.3.2, a groupoid is a small category with inverses. We
now give an equivalent definition which we will use later on in this thesis. All the results
in this section are taken from [36].

Definition 2.3.5. A groupoid is a set G together with a multiplication map (α, β) 7→ αβ
from G(2) to G, where G(2) ⊆ G × G is a distinguished subset of G × G called the set
of composable pairs, and an inverse map γ 7→ γ−1 from G to G such that the following
relations are satisfied:

(i) (γ−1)−1 = γ for all γ ∈ G;

(ii) if (α, β) and (β, γ) belong to G(2), then (αβ, γ) and (α, βγ) belong to G(2), and
(αβ)γ = α(βγ);

(iii) (γ−1, γ) ∈ G(2) for all γ ∈ G, and for all (γ, η) ∈ G(2), one has γ−1(γη) = η and
(γη)η−1 = γ.
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Definition 2.3.6. Given a groupoid G, we call the set

(2.3.1) G(0) = { γ−1γ | γ ∈ G }

the unit space of G and refer to elements of G(0) as units. We define the maps r, s : G →
G(0) by

(2.3.2) r(γ) = γγ−1 and s(γ) = γ−1γ

for all γ ∈ G, and we call them the range map and the source map respectively.

The following results show that the Definitions 2.3.5 and 2.3.2 are equivalent.

Lemma 2.3.7 ([36, Lemma 2.1.2]). Let G be a groupoid. If γ ∈ G, then
(
r(γ), γ

)
,(

γ, s(γ)
)
∈ G(2), and

r(γ)γ = γs(γ).

One has that r(γ−1) = s(γ) and s(γ−1) = r(γ). Moreover, γ−1 is the unique element
satisfying (γ, γ−1) ∈ G(2) and γγ−1 = r(γ), and also the unique element satisfying
(γ−1, γ) ∈ G(2) and γ−1γ = s(γ).

Proof. Let γ ∈ G. Then by (2.3.2) and by (iii) of Defintion 2.3.5 one has that

r(γ)γ = (γγ−1)γ = (γγ−1)(γ−1)−1 = γ = γ(γ−1γ) = γs(γ).

By definition, r(γ−1) = γ−1(γ−1)−1 = γ−1γ = s(γ). Suppose that there exists η ∈ G
such that (γ, η) ∈ G(2) and γη = r(γ) = γγ−1. Then by (ii) of Defintion 2.3.5 one
has that (γ−1γ, η) ∈ G(2) η = γ−1γη = γ−1r(γ) = γ−1s(γ−1) = γ−1. Similarly, one
shows that if there exists β ∈ G such that (β, γ) ∈ G(2) and βγ = s(γ), then it must be
β = γ−1.

Lemma 2.3.8 ([36, Lemma 2.1.3]). Let G be a groupoid. Suppose that (α, γ), (β, γ) ∈
G(2) and that αγ = βγ. Then α = β. Similarly, if (γ, α), (γ, β) ∈ G(2) and γα = γβ,
then α = β.

Proof. Let α, β, γ ∈ G be such that αγ = βγ. Then combining (ii) and (iii) of Defintion
2.3.5 one has that α = αγγ−1 = βγγ−1 = β.

Lemma 2.3.9 ([36, Lemma 2.1.4]). Let G be a groupoid. Then (α, β) ∈ G(2) if and only
if s(α) = r(β). Moreover, the range, source and inverse maps satisfy the following:

(1) r(αβ) = r(α) and s(αβ) = s(β) for all (α, β) ∈ G(2);

(2) (αβ)−1 = β−1α−1 for all (α, β) ∈ G(2);

(3) r(x) = x = s(x) for all x ∈ G(0).

Proof. Suppose that (α, β) ∈ G(2). Then by (ii) and (iii) of Definition 2.3.5 one has
(α−1, αβ) ∈ G(2) and α−1αβ = β. Since β = r(β)β by Lemma 2.3.7, one has that
s(α)β = α−1αβ = r(β)β. Thus, s(α) = r(β) by Lemma 2.3.8.

Now suppose that s(α) = r(β). By definition, one has that α−1α = ββ−1. Hence
one has that (α, ββ−1) = (α, α−1α) ∈ G(2) and (α−1α, β) = (ββ−1, β) ∈ G(2). By
(ii) of Definition 2.3.5 one has that (α, ββ−1β) ∈ G(2), and thus (α, β) ∈ G(2) since
ββ−1β = r(β)β = β.
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We now prove (1) − (3). Let (α, β) ∈ G(2) By (ii) of Definition 2.3.5 one has that
(r(α), αβ) ∈ G(2) and r(α)(αβ) = (r(α)α)β = αβ = r(αβ)αβ. Thus, r(α) = r(αβ) by
Lemma 2.3.8. Similarly, one proves that s(αβ) = s(β). Thus, (1) is proved.

Since s(α) = r(β), one has that s(β−1) = r(β) = s(α) = r(α−1) and hence
(β−1, α−1) ∈ G(2). Moreover, s(αβ) = s(β) = r(β−1) = r(β−1α−1) by (1), and hence
(αβ, β−1α−1) ∈ G(2). Again, by (1) one has that s(αββ−1) = s(β−1) = r(β) = s(α) =
r(α−1) and thus (αββ−1, α−1) ∈ G(2). Thus, (αβ)(β−1α−1) = (αββ−1)α−1 = αα−1 =
r(α) = r(αβ). Hence one has that β−1α−1 = (αβ)−1 by Lemma 2.3.7, which proves
(2).

Finally, let x = γ−1γ ∈ G(0). Then one has r(x) = r(γ−1γ) = r(γ−1) = s(γ) =
γ−1γ = x and s(x) = s(γ−1γ) = s(γ) = γ−1γ = x.

Remark 2.3.10. For a groupoid G, one has that

(2.3.3) G(2) = { (α, β) ∈ G × G | s(α) = r(β) }

by Lemma 2.3.9.

Lemma 2.3.11. Let G be a groupoid. Then one has that G(0) = { γ ∈ G | (γ, γ) ∈
G(2) and γ2 = γ }.

Proof. For x ∈ G(0), one has that r(x) = x = s(x) and hence x = x s(x) = xx = x2.
Thus, the first inclusion is proved. Viceversa, let γ ∈ G be such that (γ, γ) ∈ G(2) and
γ2 = γ. Then one has that r(γ)γ = γ = γγ and thus γ = r(γ) ∈ G(0) by Lemma 2.3.8,
which proves the lemma.

Sometimes it is easier to work with the following definition of a groupoid.

Definition 2.3.12. A groupoid is a set G with a distinguished subset G(0), maps
r, s : G → G(0), a map (α, β) 7→ αβ from {(α, β) ∈ G × G | s(α) = r(β)} to G and
an inverse map G → G given by γ 7→ γ−1 satisfying

(1) r(x) = x = s(x) for all x ∈ G(0);

(2) r(γ)γ = γ = γs(γ) for all γ ∈ G;

(3) r(γ−1) = s(γ) and s(γ−1) = r(γ) for all γ ∈ G;

(4) γ−1γ = s(γ) and γγ−1 = r(γ) for all γ ∈ G;

(5) r(αβ) = r(α), s(αβ) = s(β) whenever s(α) = r(β);

(6) (αβ)γ = α(βγ) whenever s(α) = r(β) and s(β) = r(γ).

Remark 2.3.13. One has that Definition 2.3.5 and Definition 2.3.12 are equivalent: every
groupoid in the sense of Definition 2.3.5 satisfies (1)-(6) by Lemmas 2.3.7 and 2.3.9. One
the other hand, given the structure above, by putting G(2) = {(α, β) | s(α) = r(β)} one
has a groupoid according to Definition 2.3.5: we only have to show that (1)-(6) implies
that (γ−1)−1 = γ. By (2),(4) and (6) one has cancellativity: if α, β, γ ∈ G are such that
s(α) = s(β) = r(γ) and αγ = βγ, then one has that

(2.3.4) α = α s(α) = α r(γ) = αγγ−1 = β γγ−1 = β r(γ) = β s(β) = β.

By (3) and (4) one has that (γ−1)−1γ−1 = s(γ−1) = r(γ) = γγ−1. Then, one concludes
that (γ−1)−1 = γ by (2.3.4).
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Example 6. Every group G can be viewed as a groupoid, with G(0) = {1}, multiplication
given by the group operation, and inversion the usual group inverse. A groupoid is a
group if and only if its unit space is a singleton.

Examples 7. (a) Fix n ≥ 1. Define Rn = {1, . . . , n}×{1, . . . , n} and put R(0)
n = {(i, i) |

1 ≤ i ≤ n}, r(i, j) = (i, i), s(i, j) = (j, j) and (i, j)(j, k) = (i, k). Then Rn is a groupoid,
and (i, j)−1 = (j, i) for all i, j. We usually identify R(0)

n with {1, . . . , n} in the obvious
way.
(b) For any set X, the set RX := X × X is a groupoid with operations analogous to
above. Again, we identify R(0)

X with X.

Example 8. If R is an equivalence relation on a set X, then R(0) := {(x, x) | x ∈ X}
is contained in R by reflexivity; we identify R(0) with X again. Then R is a groupoid
with r(x, y) = x, s(x, y) = y, (x, y)(y, z) = (x, z) and (x, y)−1 = (y, x).

Example 9. Let X be a set and let G be a group acting on X by bijections. Let G :=
G×X and put G(0) = {1}×X. Define r(g, x) = g ·x, s(g, x) = x, (g, h·x)(h, x) = (gh, x)
and (g, x)−1 = (g−1, g · x). Then G is a groupoid, called the transformation groupoid.

Notation 2.3.14. For x ∈ G(0), we write Gx = Gx := {γ ∈ G | s(γ) = x} and
Gx = xG := {γ ∈ G | r(γ) = x}. We write Gyx := Gx ∩ Gy.

Definition 2.3.15. A subgroupoid H of a groupoid G, denoted by H ≤ G is a groupoid
with H(0) ⊆ G(0), H ⊆ G and induced multiplication on H. A subgroupoid is full if
for any two objects u, v ∈ H(0) one has Hvu = Gvu. A subgroupoid H of G is said to be
wide if H(0) = G(0). A subgroupoid N of a groupoid G, denoted by H E G is said to
be normal if N is wide in G, i.e., N (0) = G(0), and for all γ ∈ Gyx, x, y ∈ G(0), one has
γN x

x γ
−1 ⊆ N y

y . A groupoid G is connected if for any objects x, y ∈ G(0) there is a path
in G from x to y or, equivalently, Gyx 6= ∅.

The components of a groupoid G are the full connected subgroupoids of G. If the
components are all vertex groups, then G is totally disconnected.

A groupoid G is discrete if G is totally disconnected and for each object x ∈ G(0),
the vertex group Gxx is the identity group.

Definition 2.3.16. We say that a groupoid G is principal if the map γ 7→ (r(γ), s(γ))
is injective.

Definition 2.3.17. Let G be a groupoid. The full subgroupoid Gxx , x ∈ G(0) is a group
called the vertex group at x. We call the isotropy subgroupoid of G, or just the isotropy
of G, the subset

(2.3.5) Iso(G) =
⋃

x∈G(0)

Gxx = { γ ∈ G | r(γ) = s(γ) }.

It is straightforward to see that the isotropy subgroupoid really is a subgroupoid. Clearly
G(0) ⊆ Iso(G).

Lemma 2.3.18 ([36, Lemma 2.2.1]). A groupoid G is principal if and only if Iso(G) =
G(0).

Proof. Suppose that G is principal and let γ ∈ Iso(G). Put x = r(γ) = s(γ). Then one
has (r(γ), s(γ) = (r(x), s(x)) and since G is principal it follows that γ = x ∈ G(0).

Now suppose that Iso(G) = G(0) and let γ, α ∈ G be such that (r(γ), s(γ)) =
(r(α), s(α)). Then αγ−1 ∈ Iso(G) = G(0) and hence αγ−1 = r(α). Thus, one concludes
that α = γ by Lemma 2.3.7.
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2.3.2 Topological groupoids

Since we will work with C∗-algebras, we will want to endow our groupoids with a
topology.

Definition 2.3.19. A topological groupoid is a groupoid G endowed with a locally
compact topology under which G(0) ⊆ G is Hausdorff in the relative topology, the maps
r, s and γ 7→ γ−1 are continuous, and the map (g, h) 7→ gh is continuous with respect
to the relative topology on G(2) as a subset of G × G.

Note the unit space G(0) of a topological groupoid G is closed in G only when G is
Hausdorff.

Lemma 2.3.20 ([36, Lemma 2.3.2]). If G is a topological groupoid, then G(0) is closed
in G if and only if G is Hausdorff.

Proof. Suppose that G is Hausdorff and let (xi)i∈I be a net in G(0) such that xi → γ ∈ G.
Since r is continuous, one has that xi = r(xi)→ r(γ) ∈ G(0). Since G is Hausdorff, this
limit point is unique, and hence one has that γ = r(γ).

Now suppose that G(0) is closed in G. To prove that G is Hausdorff, it suffices to show
that any convergent net has a unique limit point. Let (γi)i∈I be a net in G and suppose
that there exist α, β ∈ G such that γi → α and γi → β. Since both multiplication and
inversion are continuous, one has that γ−1

i γi → α−1β. Since γ−1
i γi = s(γi) ∈ G(0) and

G(0) is closed, one has that α−1β ∈ G(0) and hence α = β.

Example 10. Every groupoid is a topological groupoid in the discrete topology.

Example 11. If X is a second-countable Hausdorff space and R is an equivalence relation
on X, then R is a topological groupoid in the relative topology inherited from X ×X.

Throughout this thesis, we will only consider second-countable and Hausdorff topo-
logical groupoids. In particular, we will focus on étale groupoids. These are the ana-
logue, in the groupoid context, of discrete groups.

Definition 2.3.21. A topological groupoid G is étale if the range map r : G → G is a
local homeomorphism.

We recall thst a local homeomorphism between two topological spaces X and Y is a
continuous map h : X → Y such that every x ∈ X has an open neighbourhood Ux such
that h(Ux) ⊆ Y is open and h : Ux → h(Ux) is a homeomorphism.

Note that r is a local homeomorphism as a map from G to G; not just from G to
G(0) in the relative topology. One fas the following Lemma.

Lemma 2.3.22 ([36, Lemma 2.4.2]). If G is an étale groupoid, then G(0) is open in G.

Proof. For each γ ∈ G, choose an open set Uγ containing γ such that r : Uγ → r(Uγ) is
a local homeomorphism. Then G(0) =

⋃
γ∈G r(Uγ) is open.

Note that if G is étale, since γ 7→ γ−1 is continuous and self-inverse, then the source
map s : G → G(0) is also a local homeomorphism. So there exist open sets of G on which
r, s are both homeomorphisms.

Definition 2.3.23. A bisection of an étale groupoid G is a subset B such that there
exists an open set U containing B such that r : U → r(U) and s : U → s(U) are both
homeomorphisms onto open subsets of G(0).
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Lemma 2.3.24 ([36, Lemma 2.4.9]). Let G be a second-countable Hausdorff étale
groupoid. Then G has a countable base of open bisections.

Proof. Let {γn} be a countable dense subset of G. For each γn, let {Uni}i and {Vn, i}i
be countable neighbourhood bases such that r is a homeomorphism of each Un,i onto an
open set, and s is a homeomorphism of each Vn,i onto an open set. Then {Un,i ∩ Vn,i |
n, i ∈ N} is a countable base of open bisections.

2.3.3 Groupoid homomorphisms and quotient groupoids

The theory of quotient groupoids is modelled on that of quotient groups, but differs
from it in important respects. In particular, the First Isomorphism Theorem of group
theory (that every surjective morphism of groups is obtained essentially by factoring
out its kernel) is no longer true for groupoids, so we need to characterise those groupoid
morphisms for which this isomorphism theorem holds.

Definition 2.3.25. Let G be a groupoid and let N ⊆ G be a normal subgroupoid. We
define an equivalence relation ∼ on G by

(2.3.6) α ∼ β ⇔ s(α) = s(β) and αβ−1 ∈ N .

Clearly, ∼ is reflexive and symmetric. Moreover, it is transitive since α ∼ β and
β ∼ γ implies that s(α) = s(β) = s(γ) and αγ−1 = αβ−1βγ−1 ∈ N . Hence, ∼ is an
equivalence relation. The equivalence class of ∼ containing α is the set αN = {αβ |
β ∈ N , s(α) = r(β) } and is called the left coset of N in G. We denote by G/N the
quotient set G/ ∼, i.e., the set of all left cosets of N in G. Then one has a quotient map
π : G → G/N .

Proposition 2.3.26. Let G be a groupoid, let N ⊆ G be a normal subgroupoid and let
π : G → G/N be the quotient map. Then G/N is a groupoid with unit space π(G(0)),
multiplication given by

(2.3.7) (αN )(βN ) = αβN ,

for α, β ∈ G such that s(α) = r(β), and source, range and inverse map given by

(2.3.8) s(αN ) = s(α)N , r(αN ) = r(α)N , (αN )−1 = α−1N ,

for α ∈ G.

Proof. We need to prove that the maps defined above are well defined. Suppose that
α, β ∈ G satisfy α ∼ β. Then, by definition, one has that s(α) = s(β). Moreover, since
αβ−1 ∈ N , one has that r(α) = r(αβ−1) = s(αβ−1) = s(β−1) = r(β). Thus, r and s
are well defined.

Let α, α′, β, β′ ∈ G satisfy α ∼ β, α′ ∼ β′ and s(α) = r(α′). Then one has s(α) =
s(β) and r(α′) = r(β′) by the argument above. Hence, s(β) = s(α) = r(α′) = r(β′).
Thus, one has

s(αα′) = s(α′) = s(β′) = s(ββ′)

and

αα′(ββ′)−1 = αα′β′−1β−1 = αα′β′−1α−1αβ−1 = (αα′β′−1α−1)(αβ−1).
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Since N is normal, one has that αα′β′−1α−1 ∈ N and since α ∼ β, one has that
αβ−1 ∈ N . Thus, one has that αα′(ββ′)−1 ∈ N and hence αα′ ∼ ββ′. Finally, one
has that (αN )−1 = α−1N since (αN )(α−1N ) = αα−1N = r(α)N and (α−1N )(αN ) =
α−1αN = s(α)N .

If G is a topological groupoid, then we consider the quotient topology as a topology
of G/N . If N is open, then the projection π is an open map. Moreover, it is a local
homeomorphism (see [22, Lemma 2.1.7]).

Definition 2.3.27. Let G and H be groupoids. A map φ : G → H is a groupoid
homomorphism if whenever (α, β) ∈ G(2), then (φ(α), φ(β)) ∈ H(2) and in this case
φ(αβ) = φ(α)φ(β). If φ is also bijective then it is called a groupoid isomorphism.

Lemma 2.3.28 ([36, Lemma 2.1.12]). If φ : G → H is a groupoid homomorphism, then
φ(G(0)) ⊆ H(0). We have φ(r(γ)) = r(φ(γ)), φ(s(γ)) = s(φ(γ)) and φ(γ−1) = φ(γ)−1

for all γ ∈ G.

Proof. For x ∈ G(0), one has that φ(x)2 = φ(x2) = φ(x). So, φ(x) ∈ H(0) by Lemma
2.3.11. This proves that φ(G(0)) ⊆ H(0). Let γ ∈ G. Then one has that

φ(r(γ))φ(γ) = φ(r(γ)γ) = φ(γ) = r(φ(γ))φ(γ)

φ(γ)φ(s(γ)) = φ(γs(γ)) = φ(γ) = φ(γ) s(φ(γ))

and thus φ(r(γ)) = r(φ(γ)) and φ(sγ) = s(φ(γ)) by Lemma 2.3.7. Finally, one has that
φ(γ)φ(γ−1) = φ(γγ−1) = φ(r(γ)) = r(φ(γ)) and hence φ(γ−1) = φ(γ)−1 by Lemma
2.3.7.

Definition 2.3.29. For a groupoid homomorphism φ : G → H, we define the kernel
and the image of φ to be the subsets

kerφ = { g ∈ G | φ(g) ∈ H(0) },
imφ = {φ(g) | g ∈ G },

respectively.

One has that kerφ E G is a normal subgroupoid of G, but, in general, imφ is
not a subgroupoid of H (see [4, Proposition 3.11]). Thus, we need to resort to strong
homomorphisms, which have the same properties as group homomorphisms.

Definition 2.3.30. A groupoid homomorphism φ : G → H is said to be strong if for
every (φ(α), φ(β)) ∈ H(2) one has that (α, β) ∈ G(2).

We will need the following result. We omit its proof.

Proposition 2.3.31 ([4, Proposition 3.14]). Let φ : G → H be strong groupoid homo-
morphism. Then the following hold:

(i) if G′ ≤ G is a subgroupoid of G, then φ(G′) ≤ H is a subgroupoid of H;

(ii) if G′ E G is a normal subgroupoid of G, then φ(G′) E H is a normal subgroupoid
of φ(G);

(iii) φ is injective if and only if kerφ = G(0);

(iv) (The Correspondence Theorem for Groupoids) There exists a one-to-one corre-
spondence between the sets A = { G′ ≤ G | kerφ ⊆ G′ } and B = {H′ ≤ φ(G) }.
Moreover, this correspondence preserves normal subgroupoids.
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2.4 Groupoid actions on topological spaces

The notion of a groupoid action on a space is a straightforward generalization of group
actions. Much of this section is inspired by [23] and [12].

Definition 2.4.1. A groupoid G is said to act (on the left) on a set X if there are
given a surjective map ϕ : X → G(0), called the momentum, and a map G ∗ X → X,
(g, x) 7→ gx, where

(2.4.1) G ∗X = {(g, x) ∈ G ×X | s(g) = ϕ(x)},

that satisfy

(A1) ϕ(gx) = r(g) for all (g, x) ∈ G ∗X;

(A2) (g1, g2) ∈ G(2), (g2, x) ∈ G ∗X implies (g1g2, x), (g1, g2x) ∈ G ∗X and

g1(g2x) = (g1g2)x;

(A3) ϕ(x)x = x for all x ∈ X.

We say that X is a left G-set. The action is said to be free if gx = x for some x implies
g = ϕ(x) ∈ G(0).

Right actions and right G-spaces are defined similarly except that the action is
defined on the set X ∗ G = {(x, g) ∈ X × G | r(g) = ϕ(x)}.
Remark 2.4.2. Let X be a left G-set. Then one defines a relation ∼ on X defined by
x ∼ y if and only if there exists g ∈ G such that y = gx. Then, ∼ is reflexive since
x = ϕ(x)x for all x ∈ X. It is also symmetric, since y = gx implies that x = g−1y.
Finally, it is transitive: suppose that x ∼ y and y ∼ z. Then there exist g, h ∈ G such
that y = gx and z = hy. Since r(g) = r(y) = s(h), one has that (h, g) ∈ G(2). Hence
one has that z = hgx, which implies that x ∼ z. Thus, ∼ is an equivalence relation.

When X is a right H-set the orbit relation is defined similarly and one uses the
notation X/H. If X is both a left G-space and a right H-space, one denotes it by
G\X/H.

Definition 2.4.3. Let X be a left G-set. We call the equivalence relation ∼ defined
above the orbit relation. The quotient space of X with respect to this relation is denoted
by G\X and the equivalence classes, i.e., the elements of G\X, are denoted by

(2.4.2) Gx = { gx | g ∈ G, s(g) = ϕ(x) }, x ∈ X.

We define the stabilizer of x to be the subgroupoid

StabG(x) = { g ∈ G | gx = x }.

Note that StabG(x) is a subgroup of Guu , where u = ϕ(x).

Definition 2.4.4. A topological groupoid G is said to act (on the left) on a locally
compact space X, if there are given a continuous, open surjection ϕ : X → G(0), called
the momentum, and a continuous map G ∗X → X, (g, x) 7→ gx, where

(2.4.3) G ∗X = {(g, x) ∈ G ×X | s(g) = ϕ(x)},

that satisfy (A1)-(A3) of Definition 2.4.1.
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Remark 2.4.5. The fibered product G ∗ X has a natural structure of groupoid, called
the action groupoid or semi-direct product and is denoted by G nX, where

(2.4.4) (G nX)(2) = {
(
(g1, x1), (g2, x2)

)
| x1 = g2x2 },

with operations

(g1, g2x2)(g2, x2) = (g1g2, x2),

(g, x)−1 = (g−1, gx),

source and range maps given by

s(g, x) = (s(g), x) = (ϕ(x), x)

r(g, x) = (r(g), g · x) = (ϕ(gx), gx),

and the unit space (G nX)(0) may be identified with X via the map

i : X → G nX, i(x) = (ϕ(x), x).

Definition 2.4.6. Let G be a groupoid and let X and X ′ be left G-sets. A morphism
of left G-sets is a map F : X → X ′ such that the following diagrams commute

X X ′ G ∗X X

G(0) G ∗X ′ X ′

F

ϕ

ϕ′
id×F F

Definition 2.4.7. A left G-set X is said to be transitive if given x, y ∈ X there exists
g ∈ G such that gx = y.

We now clarify the notions of groupoid cosets and of conjugation between sub-
groupoids.

Definition 2.4.8. Let H be a wide subgroupoid of a groupoid G. We define a relation
∼H on G by

(2.4.5) g1 ∼H g2 ⇐⇒ there exists h ∈ H : g1 = g2h.

Remark 2.4.9. One has that ∼H is an equivalence relation. It is reflexive: g = gs(g)
and s(g) ∈ H for any g ∈ G, since H is wide in G. It is symmetric: if g1 = g2h for
g1, g2 ∈ G and h ∈ H, then g2 = g1h

−1 and h−1H since H is closed under inversion.
Finally, it is transitive: if g1 = g2h and g2 = g3k for g1, g2, g3 ∈ G and h, k ∈ H, then
g1 = g3kh and kh ∈ H since s(k) = s(g2) = r(h) and H is closed under multiplication.

Definition 2.4.10. The equivalence classes of ∼H are called cosets and denoted by

gH = { gh | h ∈ H, s(g) = r(h) },

and the set of cosets is denoted by G\H = { gH | g ∈ G }. As in group theory, one may
choose a set of coset representatives called a transversal.

Proposition 2.4.11. Let H be a wide subgroupoid of a groupoid G. For g1, g2 ∈ G, one
has that g1 ∈ g2H if and only if g2 ∈ g1H. In this case, g1H = g2H.

28



Proof. Let g1 ∈ g2H. Then there exists h ∈ H such that g1 = g2h. Thus, g2 = g1h
−1 ∈

g1H. Viceversa, if g2 ∈ g1H, then there exists k ∈ H such that g2 = g1k. Then
one has that g1 = g2k

−1 ∈ g2H. Let a = g1l ∈ g1H. Then a = g2hl ∈ g2H, since
r(l) = s(g1) = s(h). Hence, one has that g1H ⊆ g2H. Similarly, for b = g2m ∈ g2H one
has that b = g1km ∈ g1H, since r(m) = s(g2) = s(k). Thus, g1H = g2H.

One has the following straightforward proposition.

Proposition 2.4.12. Let H be a wide subgroupoid of a groupoid G. Then G\H is a left
G-set with momentum map ς : G\H → G(0) given by

ς(gH) = r(g),

and the action G ∗ G\H → G\H defined by

(g1, g2H) 7→ g1g2H.

Proof. We have to prove that (A1)-(A3) of Definition 2.4.1 are satisfied. One has
that G ∗ G\H = { (g1, g2H) ∈ G × G\H | s(g1) = ς(g2H) = r(g2) }. Let (g1, g2H) ∈
G ∗G\H. Then one has that ς(g1g2H) = r(g1g2) = r(g1), which proves (A1). For g′ ∈ G
with s(g′) = r(g1), one has that (g′g1, g2H), (g′, g1g2H) ∈ G ∗ G\H and (g′g1)g2H =
g′g1g2H = g′(g1g2H), which proves (A2). Finally, one has that ς(gH)gH = r(g)gH =
gH for all g ∈ G, which yields (A3).

The following proposition from [13] characterizes, as in the classical case of groups,
the right cosets by the stabilizer subgroupoid. We omit its proof.

Proposition 2.4.13 ([13, Proposition 3.10]). Let G be a groupoid acting on the left on
a set X. For x ∈ X, let H = StabG(x). Then one has an isomorphism of left G-sets

G\H → Gx
gH 7→ gx.

In Chapter 4 we will use conjugacy in the groupoid context. The concept of con-
jugation for subgroupoids of a given groupoid is rather recent and unexplored. The
following definition is taken from [14, Definition 4.2].

Definition 2.4.14. Let G be a groupoid and let K, H be subgroupoids of G. We
say that K and H are conjugated (or conjugally equivalent ) if there exists a functor
F : K → H which is an equivalence of categories (cf. Definition 2.3.3) and if there exists
a family {gx}x∈K(0) ⊆ G such that

(i) gx ∈ G(F (x), x) for all x ∈ K(0);

(ii) for all k ∈ K(x2, x1) one has that F (k) = gx2 k g
−1
x1
∈ H

(
F (x2), F (x1)

)
.

It is shown in [14] that the conjugacy relation is reflexive, symmetric and also transi-
tive, i.e., it is an equivalence relation on the set of all subgroupoids of a given groupoid.
In contrast with the classical group setting, conjugated subgroupoids are not necessar-
ily isomorphic. In fact, we only know that conjugated subgroupoids have equivalent
underlying categories.

We will use conjugated subgroupoids such that the functor F is an injective equiv-
alence of categories. In particular, one has the following lemma.
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Lemma 2.4.15. Let G be a groupoid and let K, H be conjugated subgroupoids of G. Let
ig : K → H denote the conjugation map, i.e., ig(k) = gr(γ) k g

−1
s(γ). If the equivalence of

categories F : K → H is injective, then ig is an injective homomorphism of groupoids.

Proof. We first prove that ig is a groupoid homomorphism. For x ∈ K(0), one has that

(2.4.6) ig(x) = gxxg
−1
x = gxg

−1
x = F (x) ∈ H(0).

Moreover, for k, l ∈ K such that s(k) = r(l), one has

(2.4.7) ig(kl) = gr(k) k l g
−1
s(l) = gr(k) k g

−1
s(k) gr(l) l g

−1
s(l) = ig(k) ig(l).

Hence, ig is a groupoid homomorphism. Suppose that there exist h, h′ ∈ H such that
ig(h) = ig(h

′). Then one has

(2.4.8) gr(h) h g
−1
s(h) = gr(h′) h

′ g−1
s(h′),

which implies that

(2.4.9) r(gr(h)) = r(gr(h′)) and s(g−1
s(h)) = s(g−1

s(h′)).

Hence, by (i) of Definition 2.4.14, one has that

(2.4.10) F (r(h)) = F (r(h′)) and F (s(h)) = F (s(h′)).

Since F is injective, this implies that r(h) = r(h′) and s(h) = s(h′). Then one has that

(2.4.11)

h = g−1
r(h) gr(h) h g

−1
s(h) gs(h)

= g−1
r(h) gr(h′) h

′ g−1
s(h′) gs(h)

= g−1
r(h′) gr(h′) h

′ g−1
s(h′) gs(h′)

= h′.

That is, ig is injective.

2.4.1 Groupoids actions on graphs

Definition 2.4.16. Let Γ = (Γ0,Γ1, o, t) be a topological graph, i.e. Γ0 and Γ1 are
locally compact spaces, o, t : Γ1 → Γ0 are continuous maps and o is a local homeomor-
phism. We say that a topological groupoid G acts on Γ if there exist a continuous open
surjection ϕ : Γ0 → G(0), called the momentum, such that

(2.4.12) ϕ ◦ o = ϕ ◦ t : Γ1 → G(0)

and continuous maps

(2.4.13) µ0 : G ∗ Γ0 → Γ0 and µ1 : G ∗ Γ1 → Γ1

which satisfy (A1)− (A3) and

o
(
µ1(γ, e)

)
= µ0(γ, o(e)),(2.4.14)

t
(
µ1(γ, e)

)
= µ0(γ · t(e))(2.4.15)

for all (γ, e) ∈ G ∗ Γ1.
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Note that since ϕ and o are open maps, ϕ ◦ o is open.

Remark 2.4.17. Since ϕ◦ o = ϕ◦ t, if G(0) is discrete one has that Γ is a union of graphs
xΓ for x ∈ G(0), where

xΓ0 = ϕ−1(x),(2.4.16)

xΓ1 = t−1
(
ϕ−1(x)

)
.(2.4.17)

Definition 2.4.18. Let G be a groupoid acting on a graph Γ = (Γ0,Γ1). Then we
define G\\Γ by

(G\\Γ)0 = {µ0(G ∗ x) | x ∈ Γ0 },(2.4.18)

(G\\Γ)1 = {µ1(G ∗ e) | e ∈ Γ1 }.(2.4.19)

Then one has maps

o : (G\\Γ)1 → (G\\Γ)0,(2.4.20)

t : (G\\Γ)1 → (G\\Γ)0,(2.4.21)

¯: (G\\Γ)1 → (G\\Γ)1,(2.4.22)

given by

o(µ1(G ∗ e)) = µ0(G ∗ o(e)),(2.4.23)

t(µ1(G ∗ e)) = µ0(G ∗ t(e)),(2.4.24)

µ1(G ∗ e) = µ1(G ∗ ē),(2.4.25)

satisfying for all e ∈ Γ1

(i) µ1(G ∗ e) = µ1(G ∗ e);

(ii) o(µ1(G ∗ e)) = t(µ1(G ∗ e)) and t(µ1(G ∗ e)) = o(µ1(G ∗ e)).

However, µ1(G ∗ e) 6= µ1(G ∗ e) is not necessarily satisfied.

Definition 2.4.19. Let G be a groupoid acting on a graph Γ. We say that G is acting
without inversion of edges if for all (γ, e) ∈ G ∗ Γ1 one has

µ1(γ, e) 6= ē.

Then, for a groupoid G acting on a graph Γ, one has that G\\Γ is a graph if and
only if G is acting on Γ without inversion of edges. Thus, one has a projection of graphs
πG : Γ→ G\\Γ.

Definition 2.4.20. Let G be a groupoid acting without inversion on a graph Γ. We
say that Γ is a G-forest if Γx is a tree for every x ∈ G(0).

2.4.2 Cayley graphs

Definition 2.4.21. Let G be a groupoid. A subset S of G is said to be an admissible
system for G if it does not contain any unit of G and if S = S−1, where S−1 = {s−1 |
s ∈ S}. We say that an admissible system S is a generating system if the groupoid
generated by S coincides with G.
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Definition 2.4.22. Given a groupoid G and a generating system S of G, the Cayley
graph Γ(G,S) of (G,S) is the graph defined by

Γ(G,S)0 = G(i)

Γ(G,S)1 = { (gs, g) | (g, s) ∈ G ∗ S }(ii)

where the maps t, o and ¯are given by

t
(
(gs, g)

)
= gs, o

(
(gs, g)

)
= g, (gs, g) = (g, gs).

Since for any unit x ∈ G(0) one has x /∈ S, one has that Γ(G,S)1 ⊆ G ∗ G \ ∆(G),
where ∆(G) = { (g, g) | g ∈ G }.
Remark 2.4.23. Note that the Cayley graph Γ(G,S) is fibered on G(0) via the map
ϕ = r : Γ(G,S)0 = G → G(0). For x in G(0) we denote by Γ(G,S)x the fiber of x, i.e.,

Γ(G,S)0
x = ϕ−1(x),

Γ(G,S)1
x = o−1(ϕ−1(x)).

Since for (gs, s) ∈ Γ(G,S)1
x and (hr, r) ∈ Γ(G,S)1

y one has that ϕ(o(gs, s)) = ϕ(t(gs, s)) =
x and ϕ(o(hr, r)) = ϕ(t(hr, r)) = y, one has that Γ(G,S)x and Γ(G,S)y are disjoint for
any x 6= y.

Proposition 2.4.24. Let G be a groupoid and S ⊆ G be an admissible system. Then
the following are equivalent

(i) S is a generating system;

(ii) Γ(G,S)x is connected for any x ∈ G(0).

Proof. Fix x ∈ G0 Suppose that (i) holds and let g, h ∈ xG = ϕ−1(x) such that g 6= h.
Since S generates G, there exist elements a1, . . . , an ∈ S such that s(ai) = r(ai+1),
s(h) = r(a1), s(g) = s(an) and h−1g = a1 · · · an. Hence one has g = ha1 · · · an, and
thus

(h, ha1) (ha1, ha1a2) · · · (ha1a2 · · · an−1, ha1a2 · · · an)

is a path from h to g. Thus, Γ(G,S)x is connected.
Now suppose that (ii) holds and let g ∈ G with r(g) = x. Then there exists a path

from x to g given by
(x, b1) (b1, b2) · · · (bm−1, bm)

where r(bi) = x for all i = 1, . . . ,m and bm = g. By definition, b1 ∈ S and b−1
j+1bj ∈ S.

So, by induction, g = bm ∈ 〈S〉. Thus S generates G.

2.5 Groupoids C∗-algebras

In this section we define the universal C∗-algebra of an étale groupoid. The definitions
and proofs in this section are taken from [36, Chapter 3]. We refer the reader to [32]
for a full account on groupoids C∗-algebras.

Let
Cc(G) = { f : G → C | f is continuous and supp(f) is compact }.

Then Cc(G) is a complex vector space with the obvious linear structure. We first discuss
the convolution product on Cc(G) and then its C∗-completion C∗(G).
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Proposition 2.5.1 ([36, Proposition 3.1.1]). Let G be a second-countable locally compact
Hausdorff étale groupoid. For f, g ∈ Cc(G) and γ ∈ G, the set

{ (α, β) ∈ G(2) | αβ = γ and f(α)g(β) 6= 0 }

is finite. Then Cc(G) is a ∗-algebra with multiplication and involution given by

(f ∗ g)(γ) =
∑
αβ=γ

f(α)g(β),(2.5.1)

f∗(γ) = f(γ−1),(2.5.2)

respectively. For f, g ∈ Cc(G) one has that supp(f ∗ g) ⊆ supp(f)supp(g).

Proof. Let γ ∈ G and let α, β ∈ G be such that αβ = γ. Then α ∈ Gr(γ) and β ∈ Gs(γ).
Since G is étale, both Gr(γ) and Gs(γ) are discrete sets. Hence, their intersections with
the compact sets supp(f) and supp(g) are finite. It remains to prove that Cc(G) is a
∗-algebra with multiplication and involution defined as above. For f ∈ Cc(G) and γ ∈ G,
one has that

(2.5.3) (f∗)∗(γ) = f∗(γ−1) = f(γ) = f(γ).

Let g ∈ Cc(G). Then one has

(2.5.4)

(f ∗ g)∗(γ) = (f ∗ g)(γ−1)

=
∑

αβ=γ−1

f(α)g(β)

=
∑

αβ=γ−1

f(α) g(β)

=
∑

β−1α−1=γ

g(β) f(α)

=
∑

β−1α−1=γ

g∗(β−1) f∗(α−1)

= (g∗ ∗ f∗)(γ).

Finally, for c ∈ C one has that

(2.5.5)

(f + cg)∗(γ) = (f + cg)(γ−1)

= f(γ−1) + cg(γ−1)

= f(γ−1) + c̄g(γ−1)

= f∗(γ) + c̄g∗(γ)

= (f∗ + cg∗)(γ).

Thus, Cc(G) is a ∗-algebra.

It will be helpful for the calculations in the next sections to know that the convolution
algebra Cc(G) is spanned by those functions in Cc(G) whose supports are contained in a
bisection.

Lemma 2.5.2 ([36, Lemma 3.1.3]). Let G be a second-countable locally compact Haus-
dorff étale groupoid. Then

Cc(G) = span{ f ∈ Cc(G) | supp(f) is a bisection }.
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Proof. Let f ∈ Cc(G). Since G is étale, it has a countable base of open bisections. Thus,
supp(f) can be covered by open bisections {Vi}i∈N, i.e., supp(f) ⊆ ∪i∈NVi. Since G is
locally compact, there exists a finite subcover {Ui}ni=1 such that supp(f) ⊆

⋃n
i=1 Ui.

Let {hi} be a partition of unity on
⋃n
i=1 Ui subordinate to the Ui, i.e., supp(hi) ⊆ Ui

for all 1 ≤ i ≤ n and
∑

i hi(x) = 1 for all x ∈ G. Let fi = f ·hi be the pointwise product
of f with hi, i = 1, . . . , n. Then one has that f =

∑n
i=1 fi and supp(fi) ⊆ Ui for all

1 ≤ i ≤ n, and hence fi ∈ Cc(G) .

Lemma 2.5.3 ([36, Lemma 3.1.3]). Let G be a second-countable locally compact Haus-
dorff étale groupoid. If U, V ⊆ G are open bisections and f, g ∈ Cc(G) are such that
supp(f) ⊆ U and supp(g) ⊆ V , then supp(f ∗ g) ⊆ UV and for γ = αβ ∈ UV , one has

(2.5.6) (f ∗ g)(γ) = f(α)g(β).

One has Cc(G(0)) ⊆ Cc(G). If f ∈ Cc(G) is such that supp(f) is a bisection, then f∗ ∗f ∈
Cc(G(0)) is supported on s(supp(f)) and (f∗ ∗ f)(s(γ)) = |f(γ)|2 for any γ ∈ supp(f).
Similarly, f ∗ f∗ ∈ Cc(G(0)) is supported on r(supp(f)) and (f ∗ f∗)(γ) = |f(γ)|2 for
γ ∈ supp(f).

Proof. Let γ = αβ ∈ UV . One has that (f ∗ g)(γ) =
∑

ηζ=γ f(η)g(ζ) by definition. For
any η, ζ appearing in the sum, one has that r(η) = r(γ) and s(ζ) = s(γ). Since f and
g are supported on bisections and since α ∈ Gr(γ) ⊆ supp(f) and β ∈ Gs(γ) ⊆ supp(g),
the only nonzero term in the sum is f(α)g(β).

Since G is étale, G(0) is open in G. Then, one may regard Cc(G(0)) as a subalgebra
of Cc(G) as follows: f ∈ Cc(G(0)) can be extended to a function in Cc(G) which agrees
with f on Cc(G(0)) and vanishes on its complement. Let f ∈ Cc(G) be supported on a
bisection. Then clearly f∗ ∗ f is supported on s(supp(f)) by (2.5.6). For γ ∈ supp(f),
one has

(f∗ ∗ f)(s(γ)) = f∗(γ−1) f(γ) = f(γ) f(γ) = |f(γ)|2.
Similarly, one proves the remaining statements.

The following results from [36] allows us to define the universal C∗-algebra of an
étale groupoid.

Proposition 2.5.4 ([36, Proposition 3.2.1]). Let G be a second-countable locally compact
Hausdorff étale groupoid. For each f ∈ Cc(G), there is a constant Kf ≥ 0 such that
‖π(f)‖ ≤ Kf for every ∗-representation π : Cc(G) → B(H) of Cc(G). If f is supported
on a bisection, we can take Kf = ‖f‖∞.

Proof. Let f ∈ Cc(G). By Lemma 2.5.2 one has f =
∑n

i=1 fi, where fi is supported on
a bisection, i = 1, . . . , n. Put Kf =

∑n
i=1 ‖fi‖∞. Let π be a ∗-representation of Cc(G).

Then the restriction π|Cc(G(0)) is a
∗-representation of the commutative algebra Cc(G(0)).

Hence, ‖π(h)‖ ≤ ‖h‖∞ for every h ∈ Cc(G(0)). For any i = 1 . . . n one has that f∗i ∗ fi
is supported on G(0) and ‖f∗i ∗ fi‖∞ = ‖fi‖∞ by Lemma 2.5.3. Thus, one has

(2.5.7) ‖π(fi)‖2 = ‖π(fi)
∗π(fi)‖ = ‖π(f∗i ∗ fi)‖ ≤ ‖f∗i ∗ fi‖∞ = ‖fi‖2∞,

which implies that ‖π(fi)‖ ≤ ‖fi‖∞ for eachfi. By the triangle inequality one has that

(2.5.8) ‖π(f)‖ =
∥∥∥ n∑
i=1

π(fi)
∥∥∥ ≤ n∑

i=1

‖π(fi)‖ ≤
n∑
i=1

‖fi‖∞ = Kf ,

that is, ‖π(f)‖ ≤ Kf . Finally, if f is supported on a bisection, then there is just one
term in the sum f =

∑n
i=1 fi, so Kf = ‖f‖∞.
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Theorem 2.5.5 ([36, Theorem 3.2.2]). Let G be a second-countable locally compact
Hausdorff étale groupoid. Then there exists a C∗-algebra C∗(G) and a ∗-homomorphism
πmax : Cc(G)→ C∗(G) such that πmax(Cc(G)) is dense in C∗(G) and such that for every
∗-representation π : Cc(G) → B(H) there is a representation ψ : C∗(G) → B(H) such
that ψ ◦ πmax = π. The norm on C∗(G) satisfies

‖πmax(f)‖ = sup
{
‖π(f)‖ | π is a ∗-representation of Cc(G)

}
for all f ∈ Cc(G).

Proof. For each f ∈ Cc(G), the set {π(f) | π is a ∗-representation of Cc(G)} is bounded
above by Proposition 2.5.4. Moreover, it is nonempty because it contains π0(f), where
π0 is the zero representation. Hence we define ρ : Cc(G)→ [0,∞) by

(2.5.9) ρ(f) = sup{ ‖π(f)‖ | π : Cc(G)→ B(H) is a ∗-representation }.

Clearly, ρ(f) ≥ 0 for all f ∈ Cc(G). For f, g ∈ Cc(G) and λ ∈ C one has

(2.5.10)

ρ(λf) = sup{ ‖π(λf)‖ | π : Cc(G)→ B(H) is a ∗-representation }
= sup{ |λ| ‖π(f)‖ | π : Cc(G)→ B(H) is a ∗-representation }
= |λ| sup{ ‖π(f)‖ | π : Cc(G)→ B(H) is a ∗-representation }
= |λ| ρ(f),

and

(2.5.11)

ρ(f + g) = sup{ ‖π(f + g)‖ | π : Cc(G)→ B(H) is a ∗-representation }
= sup{ ‖π(f) + π(g)‖ | π : Cc(G)→ B(H) is a ∗-representation }
≤ sup{ ‖π(f)‖+ ‖π(g)‖ | π : Cc(G)→ B(H) is a ∗-representation }
≤ ρ(f) + ρ(g).

Moreover, one has

(2.5.12)

ρ(f∗ ∗ f) = sup{ ‖π(f∗ ∗ f)‖ | π : Cc(G)→ B(H) is a ∗-representation }
= sup{ ‖π(f)∗π(f)‖ | π : Cc(G)→ B(H) is a ∗-representation }
= sup{ ‖π(f)‖2 | π : Cc(G)→ B(H) is a ∗-representation }
= ρ(f)2.

Thus, ρ is a C∗-seminorm. So one defines the C∗-algebra C∗(G) to be the completion
of the quotient of Cc(G) by N = {f ∈ Cc(G) | ‖f‖ = 0} with respect to the pre-C∗-norm
‖ · ‖ induced by ρ.

We define πmax : Cc(G) → C∗(G) by πmax(f) = f + N . For any ∗-representation π
of Cc(G), one has that ‖π(f)‖ ≤ ρ(f) = ‖πmax(f)‖ for any f ∈ Cc(G) by construction.
Then there is a well-defined norm-decreasing linear map ψ : C∗(G) → B(H) such that
ψ ◦ πmax = π. Finally, ψ is a C∗-homomorphism by continuity.

One has that πmax is injective (see [36, Corollary 3.3.4]).

Remark 2.5.6. For a groupoid G, one may consider two different norms on Cc(G): the
uniform norm and the I-norm. If G is an étale groupoid, then the I-norm on Cc(G) is
given by

(2.5.13) ‖f‖I = sup
x∈G(0)

max
{ ∑
γ∈Gx

|f(γ)|,
∑
γ∈Gx

|f(γ)|
}
.
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Note that in [32] Renault defines the universal norm not as the supremum over all
∗-representations of Cc(G), but as the supremum only over ∗-representations of Cc(G)
that are bounded with respect to the I-norm on Cc(G). In [32, Proposition II.1.4] it is
proved that boundedness in the I-norm is equivalent to continuity in the inductive-limit
topology on Cc(G), i.e., the topology obtained by regarding Cc(G) as the inductive limit
of the subspaces XK :=

(
{ f ∈ C(G) | supp(f) ⊆ K }, ‖ · ‖∞

)
, for K compact subspace

of G. In the general non-étale setting, this equivalence is nontrivial. It has been proved
in [36, Lemma 3.2.2] that every ∗-representation of Cc(G) is continuous in the inductive
limit topology when G is étale and bounded with respect to the I-norm. This guarantees
that the universal C∗-algebra defined in Theorem 2.5.5 coincides with the one defined
by Renault.

The following proposition will be useful to establish surjectivity of a homomorphism
into C∗(G).

Proposition 2.5.7 ([36, Proposition 3.3.5]). Let G be a second-countable locally compact
Hausdorff etale groupoid. Let A be a C∗-algebra and suppose that π : A → C∗(G) is a
homomorphism. Suppose that for each open bisection U ⊆ G and each pair of distinct
points β, γ ∈ U there exists a ∈ A such that π(a) ∈ C0(U), π(a)(β) = 0 and π(a)(γ) = 1.
Then π is surjective.

Proof. We prove that C∗(G) ⊆ π(A). By the Stone-Weierstrass theorem, one has that
π(A) contains C0(G(0)). Thus, by Lemma 2.5.3, for any open bisection U ⊆ G the set
π(A) ∩ C0(U) is closed under pointwise multiplication. Let f, g ∈ π(A) ∩ C0(r(U)).
Then f ◦ r−1 ∈ C0(r(U)) ⊆ C0(G(0)) ⊆ π(A) and f · g = (f ◦ r−1) ∗ g. By combining
the Stone-Weierstrass theorem with the fact that ‖ · ‖C∗(G) agrees with ‖ · ‖∞ on Cc(U),
one has that Cc(U) ⊆ π(A). By Lemma 2.5.2, one has that Cc(G) ⊆ π(A). Since π is
a C∗-homomorphism, it has closed range, and hence C∗(G) ⊆ π(A). This proves that
C∗(G) = π(A), i.e., π is surjective.
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Chapter 3

C∗-algebras associated to the
boundary of a poset

In this chapter we show that, for a monoid M , the existence of self-similar M -fractals
gives rise to example of C∗-algebras generalizing the boundary quotients of X. Li (cf.
[27]). In Section 3.1 we study the boundaries of a certain class of monoids and their C∗-
algebras. In Section 3.2 we associate a C∗-algebra to the action of a finitely 1-generated
monoid on a contracting metric space, which we will call an M -fractal.

All the results contained in this chapter have been published in [11].

3.1 Boundaries of monoids and their C∗-algebras

3.1.1 Abelian semigroups generated by idempotents

Definition 3.1.1. Let E be an abelian semigroup with unit, i.e., a monoid, generated
by a set of elements Σ ⊆ E satisfying σ2 = σ for all σ ∈ Σ, i.e., all non-trivial elements
of Σ are idempotents. Then every element u ∈ E is an idempotent, and one may define
a partial order "�" on E by

(3.1.1) u � v ⇐⇒ u · v = v,

for u, v ∈ E. Let R = { (u, v) ∈ Σ× Σ | u � v }. By definition, one has

(3.1.2) E = {u = σ1 · · ·σr | σi ∈ Σ }.

Hence

(3.1.3) E ' F ab(Σ)/R,

where F ab(Σ) is the free abelian semigroup over the set Σ, and R is the relation

(3.1.4) R = { (uv, v) | (u, v) ∈ R} ⊆ F ab(Σ)×F ab(Σ),

i.e., E = F ab(Σ)/R∼, where R∼ is the equivalence relation on F ab(Σ) generated by
the set R. Let

(3.1.5) Ê = {χ : E → {0, 1} | χ a semigroup homomorphism, χ 6≡ 0 }.

Note that χ(0) = 0 by definition.
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Example 12. Let Σ = {1, e, f}, where e, f are idempotents (in a commutative algebra)
such that e, f, e− ef, f − ef are all nonzero. Then one has

E = { 1, e, f, ef },
R = { (1, 1), (1, e), (1, f), (1, ef), (e, e), (f, f), (e, ef), (f, ef) },
R = { (1, 1), (e, e), (f, f), (ef, ef), (e2, e), (f2, f), (e2f, ef), (ef2, ef) },
R∼ = { (1, 1), (ek, e), (e, ek), (fk, f), (f, fk), (eif j , ef), (ef, eif j) | i, j, k > 0},

F ab(Σ) = { eif j | i+ j > 0 } t {1},
F ab(Σ)/R∼ = { [1], [e], [f ], [ef ] }.

Remark 3.1.2. One has that Ê coincides with the set of characters of the C∗-algebra
C∗(E) generated by E (satisfying e∗ = e for all e ∈ E), and hence carries naturally the
structure of a compact topological space (cf. [27, Corollary 6.25]). By construction, Ê
can be identified with a subset of F(Σ, {0, 1}) - the set of functions from Σ to {0, 1}.
In more detail,

(3.1.6) Ê = {φ ∈ F(Σ, {0, 1}) | ∀(u, v) ∈ R : φ(v) = φ(u) · φ(v) }.

Thus, identifying F(Σ, {0, 1}) with {0, 1}Σ, one obtains that

(3.1.7) Ê = { (ησ)σ∈Σ ∈ {0, 1}Σ | ∀(u, v) ∈ R : σv = σu · σv }.

Definition 3.1.3. Let X be a set, and let S ⊆ P(X) be a set of subsets of X. Then
S generates an algebra of sets A(S) ⊆P(X), i.e., the sets of A(S) consist of the finite
intersections and finite unions of sets in S. Then

(3.1.8) E(S) = 〈 IA | A ∈ A(S) 〉 ⊆ F(X, {0, 1})

is an abelian semigroup being generated by the set of idempotents

(3.1.9) Σ = { IY | Y ∈ S }.

Moreover, by (3.1.6), one has

(3.1.10) Ê(S) = {φ ∈ F(S, {0, 1}) | ∀U, V ∈ S, V ⊆ U : φ(V ) = φ(U) · φ(V ) }.

3.1.2 The Laca-boundary of a monoid

Definition 3.1.4. Let M be a 1-generated monoid. Then one chooses

(3.1.11) S = {ω ·M | ω ∈M }

to consist of all principal right ideals. For short we call the compact set ðM = Ê(S) for
S as in (3.1.11) the Laca boundary of M . For an infinite word ω = (ωk) ∈ D(N,M,�)
and for τ ∈M one defines the element χω ∈ Ê(S) by χω(τM) = 1 if, and only if, there
exists k ∈ N such that ωk ∈ τM , i.e., τ � ωk, and thus τ � ω. This yields a map

(3.1.12) χ· : D(N,M,�) −→ Ê(S)

(cf. [28, § 2.2]).

By definition, it has the following property:
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Proposition 3.1.5. For ω = (ωk) ∈ D(N,M,�), τ ∈M , one has χω(τM) = 1 if, and
only if, τ � ω. In particular, one has χη = χω if, and only if, η ≈ ω, and hence χ·
induces an injective map

(3.1.13) χ· : ∂M −→ ðM.

Proof. The first part has already been established before. Let η = (ηk). Then by the
first part, ω � η implies that for all τ ∈M one has

(3.1.14) χω(τM) = 1 =⇒ χη(τM) = 1.

Thus as im(χω) ⊆ {0, 1} one concludes that ω � η and ω � η implies that χω = χη.
On the other hand χη = χω implies that 1 = χη(ηkM) = χω(ηkM) for all k ∈ N. In
particular, η � ω. Interchanging the roles of η and ω yields ω � η, and thus η ≈ ω (cf.
Section 2.1). The last part is a direct consequence of the definition of ∂M .

The following theorem shows that for a 1-generated N0-graded left-cancellative
monoid M its universal boundary ∂M with the fine topology is a totally-disconnected
compact space.

Theorem 3.1.6. The map χ· : (∂M, Tf (M̄)) −→ ðM is a homeomorphism.

Proof. It is well known that χ is surjective (see [28, Lemma 2.3]), and thus χ is surjective.
By Proposition 3.1.5, χ is injective, and hence χ is a bijection. The sets

(3.1.15) U ετ = { η ∈ Ê(M) | η(τM) = ε }, τ ∈M, ε ∈ {0, 1}

form a subbasis of the topology of Ê(M), and

(3.1.16) U1
τ = χ(Cτ (M̄) ∩ ∂M)

by (3.1.14). Hence U0
τ = χ(Cτ (M̄)C ∩ ∂M) and this shows that χ−1 is continuous,

which yields the claim.

The proof of Theorem 3.1.6 has also shown that

(3.1.17) χ−1 : ðM −→ (∂M, Tc(M̄))

is a bijective and continuous map. Thus, if (∂M, Tc(M̄)) is Hausdorff, then χ−1 is a
homeomorphism (see [7, § 9.4, Corollary 2]). This has the following consequence.

Proposition 3.1.7. Let M be a left-cancellative 1-generated N0-graded monoid such
that (∂M, Tc(M̄)) is Hausdorff. Then M is T -regular.

In contrast to Proposition 2.1.26 one has the following property for the Laca bound-
ary of monoids.

Proposition 3.1.8. Let φ : Q → M be a surjective homomorphism of connected N0-
graded monoids. Then φ induces an injective continuous map φð : ðM −→ ðQ.

Proof. By Proposition 2.1.33, φ induces a map φΣ : Σ(Q)→ Σ(M) given by

(3.1.18) φΣ(ωQ) = φ(ω)M.
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Moreover, for x, y ∈ Q one has x � y, if and only if, xQ ⊆ yQ, if and only if there exists
z ∈ Q such that x = y·z. From the last statement one concludes that φΣ(xQ) ⊆ φΣ(zQ).
Thus, by (3.1.3), φΣ induces a homomorphism of semigroups

(3.1.19) φE : E(Q) −→ E(M),

and thus a map

(3.1.20) φ◦
Ê

: Ê(M) ∪ {0} −→ Ê(Q) ∪ {0}.

If φ is surjective, then φE is surjective, and φ◦
Ê
restricts to a map

(3.1.21) φ
Ê

: Ê(M) −→ Ê(Q).

It is straightforward to verify that φ
Ê
is continuous and injective.

Example 13. Let M be the monoid being freely generated by a set Σ = {sk | k ∈ N}
of countably many generators. Then M̄ with the fine topology is a compact Haus-
dorff space, but it is not sequentially compact, as (si)i∈N does not have a convergent
subsequence. Similarly, M̄ with the cone topology is Hausdorff, but not compact, as
{s∞i | i ∈ N} is a discrete infinite subset of M̄ .

3.1.3 The poset completion of free monoids

Definition 3.1.9. Let Fn = F 〈x1, . . . , xn〉 be the free monoid on n generators. Let
S = {x1, . . . , xn} be the set of generators, and let | | : Fn → N0 be the grading mor-
phisms, i.e., |y| = 1 if and only if y ∈ S. The Cayley graph Γ(Fn, S) of Fn with respect
to S is the graph defined by

V = {x | x ∈ Fn }(3.1.22)
E =

{
(x, xxi) ∈ V × V | x ∈ Fn, xi ∈ S

}
.(3.1.23)

The terminus and origin maps t, o : E → V are given by the projection onto the first
and second coordinate, respectively.

Remark 3.1.10. One has that Γ(Fn, S) is an n-regular tree with root 1 and all edges
pointing away from 1. The graph Γ(Fn, S) coincides with an orientation of the n-regular
tree Tn.

Definition 3.1.11. Let Tn be the n-regular tree. The boundary ∂Tn of Tn is the set of
equivalence classes of infinite reduced paths under the shift relation ∼. We denote by
[v, ρ) the unique path starting at v in the class [ρ] and define

(3.1.24) Iv = {ω ∈ ∂Tn | v ∈ [1, ω) }

the interval of ∂Tn starting at v.

Then ∂Tn is compact with respect to the topology TI generated by {Iv}v∈V .
Remark 3.1.12. For any [ρ] ∈ ∂Tn there exists a unique ray ρ = (ek)k∈N, t(ρ) = t(e1) =
1. One can assign to ρ the decreasing function ωρ ∈ D(N,Fn,�) given by ωρ(k) = o(ek).
The map ϕ : ∂Tn → ∂Fn given by

(3.1.25) ϕ([ρ]) = [ωρ]

is a bijection. Hence one can identify ∂Tn with ∂Fn.

40



Let F̄n be the poset completion of Fn and consider the cone topology on (F̄n).

Proposition 3.1.13. The topological space (F̄n, Tc(F̄n)) is compact.

Proof. Every cone Cτ (F̄n) defines a rooted subtree Tτ of Tn satisfying ∂Tτ = ∂Fn ∩
Cτ (F̄n). Thus every covering

⋃
τ∈U Cτ (F̄n) ∩ ∂Fn of the boundary of ∂Fn by cones

defines a forest F =
⋃
τ∈U Tτ . Let F =

⋃
i∈I Fi be the decomposition of F in connected

components. Then ∂Tn = ∂F =
⊔
i∈I ∂Fi, where t denotes disjoint union. Hence the

compactness of ∂Tn implies |I| <∞.
As ∂Fi ⊆ ∂Tn is closed, and hence compact, a similar argument shows that there

exist finitely many cones Cτi,j , 1 ≤ j ≤ ri, such that Fi =
⋃

1≤j≤ri Tτi,j . Thus, if
⋃
V

is an open covering of F̄n by open sets, it can be refined to a covering
⋃
U , where U

consists either of a cone Cτ (F̄n) or of a singleton set {ω}, ω ∈ Fn. Let Λ ⊆ Tn be the
subtree being generated by the vertices τi,j . Then Λ is a finite subtree, and the only
vertices of Tn not being covered by

⋃
i,j Cτi,j (F̄n)) are contained in V (Λ). This shows

that (F̄n, Tc(F̄n)) is a compact space.

Proposition 3.1.14. Let M be a finitely 1-generated N0-graded T -regular monoid.
Then (M̄, Tc(M̄)) is a compact space.

Proof. By definition, (∂M, Tc(M̄)) is a Hausdorff space, and hence (M̄, Tc(M̄)) is a
Hausdorff space. By Proposition 2.1.26, the canonical mapping φM : F → M (cf.
(2.1.24)) induces a continuous surjective map φ̄M : F̄ → M̄ . This yields to the thesis.

3.1.4 The canonical probability measure on the boundary of a regular
tree

Let Fn be the free monoid on n generators and let Tn be the n-regular tree. By
Carathéodory’s extension theorem the assignment

(3.1.26) µ(Iv) = n−|v|,

v ∈ T 0, defines a unique probability measure µ : Bor(∂Tn) → R+
0 . Hence the corre-

sponding probability measure µ : Bor(∂Fn)→ R+
0 satisfies

(3.1.27) µ(∂Fn ∩ Cτ (F̄n)) = n−|τ | for τ ∈ Fn.

Definition 3.1.15. Let · : Fn × ∂Fn → ∂Fn be the map given by

(3.1.28) x · [ω] = [xω],

where xω : N→ Fn is given by (xω)(n) = xω(n)

Note that this action is well defined, since ω ∼ ω′ implies that xω ∼ xω′.

Definition 3.1.16. Let · : L2(∂Fn,C, µ)×Fn → L2(∂Fn,C, µ) be the map given
by

(3.1.29) f.x = xf,

where

(3.1.30) (xf)([ω]) = f([xω]).
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Remark 3.1.17. Note that for f ∈ L2(∂Fn,C, µ) one has xf ∈ L2(∂Fn,C, µ), since

‖ xf‖22 =

∫
∂Tn

| xf |2 dµ(3.1.31)

=

∫
x∂Tn

|f |2 dµ(3.1.32)

≤
∫
∂Tn

|f |2 dµ(3.1.33)

= ‖f‖22,(3.1.34)

where (3.1.33) follows since x∂Fn ⊆ ∂Fn.

Definition 3.1.18. For z ∈ Fn we define the map Tz : L2(∂Fn,C, µ)→ L2(∂Fn,C, µ)
by

(3.1.35) Tz(f) = zf.

Proposition 3.1.19. Fn acts via T· on L2(∂Fn,C, µ) by bounded linear operators.

Proof. Let z ∈ Fn. For f, g ∈ L2(∂Fn,C, µ), [ω] ∈ ∂Fn, one has(
Tz(f + g)

)
([ω]) =

(
Tz(f)

)
([ω]) +

(
Tz(g)

)
([ω])

by definition. Thus Tz is linear. It is also bounded, since

(3.1.36) ‖Tz‖∞ = sup
‖f‖2=1

‖Tz(f)‖2 ≤ sup
‖f‖2=1

‖f‖2 ≤ 1.

Hence Tz ∈ B
(
L2(∂Fn,C, µ)

)
for all z ∈ Fn. As B

(
L2(∂Fn,C, µ)

)
is a C∗-algebra,

Tz has an adjoint operator T ∗z , which is the bounded operator satisfying

(3.1.37) 〈Tzf, g 〉 = 〈 f, T ∗z g 〉,

for all f, g ∈ L2(∂Fn,C, µ).

Proposition 3.1.20. The bounded operator T ∗z , for z ∈ Fn, is given by

(3.1.38) (T ∗z f)([ω]) =

{
0 if [ω] /∈ z∂Fn

f([ω′]) if [ω] = z[ω′].

Proof. Note that T ∗z f ∈ L2(∂Fn,C, µ), since

‖T ∗z f‖22 =

∫
∂Fn

|T ∗z f |2 dµ(3.1.39)

=

∫
z∂Fn

|T ∗z f |2 dµ(3.1.40)

≤
∫
∂Tn

|f |2 dµ.(3.1.41)
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Let f, g ∈ L2(∂Fn,C, µ). Then one has

〈 f, T ∗z g 〉 =

∫
∂Tn

f(T ∗z g) dµ(3.1.42)

=

∫
z∂Tn

f(T ∗z g) dµ(3.1.43)

=

∫
z∂Tn

(Tzf)g dµ(3.1.44)

≤
∫
∂Tn

(Tzf)g dµ(3.1.45)

= 〈Tzf, g 〉.(3.1.46)

where equality (3.1.44) holds by

(3.1.47) f([zω′])T ∗z g([zω′]) = (Tzf)([ω′]) ḡ([ω′]).

Proposition 3.1.21. The following identities hold for all x, y ∈ S ⊆ Fn

T ∗xTy = δxy;(3.1.48)
n∑
i=1

TxiT
∗
xi = 1.(3.1.49)

In particular, the C∗-algebra C∗(Fn, µ) ⊆ B(L2(∂Fn,C, µ)) generated by Fn is iso-
morphic to the Cuntz algebra On.

Proof. Let x, y ∈ S ⊆ Fn and let f ∈ L2(∂Fn,C, µ). For any [ω] ∈ ∂Fn one has

(3.1.50) T ∗xTy(f)([ω]) = δxyf([ω])

by Proposition 3.1.20. This proves identity (3.1.48).
Let [ω] ∈ ∂Fn. Then there exists xj ∈ S such that [ω] ∈ xj∂Fn. Hence one has

(3.1.51) TxiT
∗
xif([ω]) = δijf([ω])

for any f ∈ L2(∂Fn,C, µ). This yields the identity (3.1.49).

3.1.5 Finitely 1-generated monoids

LetM be a finitely 1-generated N0-graded monoid. Then one has a canonical surjective
graded homomorphism φM : F → M , where F is a finitely generated free monoid (cf.
(2.1.24)), which induces a continuous map ∂φ : ∂F −→ ∂M (cf. Proposition 2.1.26).
In particular,

(3.1.52) µM : Bor(∂M) −→ R+
0

given by µM (A) = µ((∂φM )−1(A)) is a Borel probability measure on ∂M .

Definition 3.1.22. For s ∈M , define the map βs : ∂M → ∂M by

(3.1.53) βs([f ]) = [sf ], [f ] ∈ ∂M,

where (sf)(n) = s · f(n) for all n ∈ N, f ∈ D(N,M,�).
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Remark 3.1.23. As βs is mapping cones to cones, βs is continuous. Hence one has a
representation

(3.1.54) β : M → C(∂M, ∂M).

Proposition 3.1.24. There exists an antirepresentation

(3.1.55) β∗ : M → B
(
L2(∂M,C, µ)

)
given by

(3.1.56)
β∗,s : L2(∂M,C, µ)→ L2(∂M,C, µ)

β∗,s(g)([f ]) = g(βs([f ])) = g([sf ]),

for g ∈ L2(∂M,µ), [f ] ∈ ∂M, s ∈M .

Proof. One has

‖β∗,s(g)‖22 =

∫
∂M

∣∣g(βs([f ]
)∣∣2 dµM(3.1.57)

=

∫
∂M

∣∣g([sf ]
)∣∣2 dµM(3.1.58)

=

∫
s∂M

∣∣g([f ]
)∣∣2 dµM(3.1.59)

≤
∫
∂M

∣∣g([f ]
)∣∣2 dµM(3.1.60)

= ‖g‖22,(3.1.61)

for all g ∈ L2(∂M,C, µ), s ∈M . Thus,

(3.1.62) ‖β∗,s‖ = sup
‖g‖2=1

‖β∗,s(g)‖2 ≤ 1

for all s ∈M , i.e., β∗,s is a bounded operator on L2(∂M,C, µ). By an argument similar
to the one used in the proof of Proposition 3.1.19 one can show that it is also linear.

Then one can define the following C∗ algebra for every finitely 1-generated N0-graded
monoid M .

Definition 3.1.25. Let M be a finitely 1-generated N0-graded monoid. We define the
C∗-algebra

(3.1.63) C∗(M,µM ) = C∗
(
{βω | ω ∈M }

)
⊆ B(L2(∂M,C, µM ))

where βω is the mapping induced by left multiplication with ω.

3.1.6 Right-angled Artin monoids

Definition 3.1.26. Let Γ = (V,E) be a finite undirected graph, i.e. |V | = n < ∞
and E ⊆ P2(V ), where P2(V ) denotes the set of subsets of cardinality 2 of V . The
right-angled Artin monoid associated to Γ is the monoid MΓ defined by

(3.1.64) MΓ = 〈x ∈ V | xy = yx if {x, y} ∈ E 〉+.
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Remark 3.1.27. Clearly, MΓ is N0-graded and finitely 1-generated. By Luis Paris the-
orem (cf. [31]), MΓ embeds into the right-angled Artin group

GΓ = 〈x ∈ V | xy = yx if {x, y} ∈ E 〉.

Thus MΓ has the left-cancellation property as well as the right-cancellation property.
The canonical homomorphism φΓ : F 〈V 〉 −→MΓ is surjetcive and induces a continuous
surjective map

(3.1.65) ∂φΓ : ∂F 〈V 〉 −→ ∂MΓ.

(cf. Proposition 2.1.26). We denote by µΓ : Bor(∂MΓ) −→ R+
0 the Borel probability

measure induced by ∂φΓ, i.e., for A ∈ Bor(∂MΓ) one has

(3.1.66) µΓ(A) = µ(∂φ−1
Γ (A)),

where µ is the measure defined on ∂F 〈V 〉 by (3.1.27).

Definition 3.1.28. Let Γ = (V,E) be a graph, and let Γ1 = (V1, E1) and Γ2 = (V2, E2)
be subgraphs of Γ. We say that Γ is bipartitly decomposed by Γ1 and Γ2, if V = V1 t V2

and

(3.1.67) E = E1 t E2 t
{
{v1, v2} | v1 ∈ V1, v2 ∈ V2

}
.

In this case we will write Γ = Γ1 ∨ Γ2. If no such decomposition exists, Γ will be called
coconnected.

Any graph Γ can be decomposed into connected components Γi, i.e. Γ = ti∈IΓi. In
a similar fashion one may define a decomposition in coconnected components.

Definition 3.1.29. Let Γ = (V,E) be a graph and let Γop =
⊔
i∈I Λi be the decompo-

sition of Γop in its connected components. We will call

(3.1.68) Γ =
∨
i∈I Λop

i ,

the decomposition of Γ in coconnected components.

One has the following property.

Proposition 3.1.30. Let Γ = (V,E) be an undirected graph. Then Γ is coconnected if,
and only if, Γop is connected. In particular, if Γop =

⊔
i∈I Λi is the decomposition of

Γop in its connected components, then one has

(3.1.69) Γ =
∨
i∈I Λop

i ,

where Λop
i are coconnected subgraphs of Γ.

Proof. Obviously, the graph Γ = Γ1 ∨ Γ2 is bipartitly decomposed if, and only if,
Γop = Γop

1 t Γop
2 is not connected. This yields to the claim.

Note that the decomposition in coconnected components implies that ant two ver-
tices in different components must be connected by an edge. From this property one
concludes the following straightforward fact.
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Proposition 3.1.31. Let Γ = (V,E) be a finite graph with unoriented edges, and let
Γ =

∨
1≤i≤r Γi be its decomposition in coconnected components, Γi = (Vi, Ei).Then

(3.1.70) MΓ = MΓ1 × · · · ×MΓr ,

where MΓi = 〈 v ∈ Vi 〉. In particular, ∂MΓ = ×1≤r∂M
Γi and

(3.1.71) L2(∂MΓ,C, µΓ) = L2(∂MΓr ,C, µΓ1) ⊗̂ · · · ⊗̂L2(∂MΓr ,C, µΓr).

In [9], J. Crisp and M.Laca has shown the following.

Theorem 3.1.32 ([9], Theorem 6.7). Let Γ = (V,E) be a finite unoriented graph such
that Γop has no isolated vertices, and let Γ =

∨r
i=1 Γi be the decomposition of Γ in

coconnected components, Γi = (Vi, Ei). Then the universal C∗-algebra with generators
{Sx | x ∈ V } subject to the relations

(i) S∗xSx = 1 for each x ∈ V ;

(ii) SxSy = SySx and S∗xSy = SyS
∗
x if x and y are adjacent in Γ;

(iii) S∗xSy = 0 if x and y are distinct and not adjacent in Γ;

(iv)
∏
x∈Vi(1− SxS

∗
x) = 0 for each i ∈ {1, . . . , r};

is canonically isomorphic to the boundary quotient ∂Cλ(MΓ) for MΓ and it is a simple
C∗-algebra.

Hence, one has the following proposition.

Proposition 3.1.33. The C∗-algebra C∗(MΓ, µΓ) (cf. (3.1.63)) of a right-angled Artin
monoid MΓ is isomorphic to the boundary quotient ∂Cλ(MΓ) of Theorem 3.1.32.

Proof. Let Γ = (V,E) be a finite unoriented graph such that |V | = n and let Γ =
∨r
i=1 Γi

be its decomposition in coconnected components. It is straightforward to verify (i)-(iii)
for the set of operators {Tx | x ∈ V }, where the operator Tx ∈ B(L2(∂MΓ,C, µΓ)), µΓ

as in (3.1.66), is defined by

(3.1.72) Tx(f)([ω]) = f([xω]),

and the adjoint operators are given by

(3.1.73) (T ∗xf)([u]) =

{
0 if [u] /∈ x∂MΓ

f([u′]) if [u] = x[u′],

where f ∈ L2(∂MΓ,C, µΓ). It remains to prove that it also satisfies (iv). Let

(3.1.74) ei =
∏
x∈Vi

(1− TxT ∗x ).

In order to show that ei(f) = 0 for all f ∈ L2(∂MΓ,C, µΓ) it suffices to show that
ei(f) = 0 for f = f1 ⊗ · · · ⊗ fr, fi ∈ L2(∂MΓi ,C, µΓi) (cf. (3.1.71)). Note that

(3.1.75)
(
1− TxT ∗x

)
(f)([u]) =

{
0 if [u] ∈ x∂MΓ,

f([u]) otherwise.

Let [u] = [u1] · · · [ur], [uj ] ∈ ∂MΓj . Then there exists y ∈ Vi such that [ui] ∈ y∂MΓi .
Hence, by (3.1.75)

(3.1.76)
(
1− TyT ∗y

)
(f)([u]) = 0.

Hence ei(f) = 0 and this yields the claim.
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3.2 M-fractals

Definition 3.2.1. Let M be a finitely 1-generated monoid. By an M -fractal we will
understand a compact metric space (X, d) with a contracting left M -action α : M −→
C(X,X), i.e., there exists a real number δ < 1 such that for all x, y ∈ X and all
ω ∈M \ {1} one has

(3.2.1) d
(
α(ω)(x), α(ω)(y)

)
< δ · d(x, y).

The real number δ will be called the contraction constant.

Example 14. Let s1, s2 : I → I, I = [0, 1], be defined by s1(x) = 1
3x, s2(x) = 2

3 + s1(x).
Then 〈s1, s2〉 ⊆ C(I, I) is isomorphic to the free monoid F2 on 2 generators. The F2-
fractal (I, d, α), where d is the standard metric and α is the action described above, has
as attractor the Cantor set (see [20], Ex. 3.3).

3.2.1 The action of the universal boundary on an M-fractal

Let M be a finitely 1-generated monoid with grading | | : M → N0. For a strictly
decreasing sequence f ∈ D(N,M,�) and for n,m ∈ N0, m > n, there exists τm,n ∈
M \ {1} such that f(m) = f(n) · τm,n. By induction, one concludes that |f(n)| ≥ n. If
[f ] ∈ ∂M , then f can be represented by a strictly decreasing sequence (cf. Proposition
2.1.11).

As α is contracting, one concludes that
(
α(f(n))(x)

)
is a Cauchy sequence for every

strictly decreasing sequence f ∈ D(N,M,�) and thus has a limit point α(f)(x) =
limn→∞

(
α(f(n))(x)

)
. In more detail, if α has contracting constant δ < 1, one has for

n,m ∈ N, m > n, that

(3.2.2) d(α(f(m))(x), α(f(n))(x)) < δ|f(n)| · d(α(τm,n)(x), x) ≤ δ|f(n)| · diam(X),

where diam(X) = max{ d(y, z) | y, z ∈ X }. Thus one has a map

(3.2.3) · : D(N,M,≺)×X −→ X

given by [f ] · x = α(f)(x). This map has the following property.

Remark 3.2.2. (a) Let (X, d) be a compact metric space. For A,B ⊆ X the Hausdorff
metric d : P(X)×P(X)→ R+

0 , where P(X) denotes the set of subsets of X, is given
by

d(A,B) = sup{ d(a,B), d(b, A) | a ∈ A, b ∈ B },

where d(a,B) = inf{ d(a, b) | b ∈ B } (cf. [20, (2.4)]).
(b) Let M be a finitely 1-generated monoid, and let ((X, d), α) be an M -fractal with
attractor K ⊆ X. For S : P(X)→P(X) given by

S (A) =
⋃
σ∈M1

α(σ)(A),

it is well known that (S k(A))k∈N, where S k(A) = S (S k−1(A)), converges to K in
the Hausdorff metric (cf. [20, Statement (1)]).

Proposition 3.2.3. Let M be a finitely 1-generated monoid, and let ((X, d), α) be an
M -fractal with attractor K ⊆ X. Then the map (3.2.3) is continuous and [f ] · x ∈ K
for all f ∈ D(N,M,≺) and x ∈ X.
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Proof. Let f ∈ D(N,M,≺) be a strictly decreasing function. For A = {x}, and S as
above, the sequence (S k(A))k∈N converges to K in the Hausdorff metric. Thus for all
ε > 0 there exists N(ε) ∈ N such that for all n > N(ε) one has d(S n(A),K) < ε.
Hence d(α(f(n))(x),K) < ε for all n > N(ε), and α(f)(x) is a clusterpoint of K. As
K is closed this implies α(f)(x) ∈ K.

The map (3.2.3) is obviously continuous in the second argument. Moreover, let
f, h ∈ D(N,M,≺), f, h ≺ τ , τ ∈M . Then

(3.2.4) d(α(f)(x)), α(h)(x)) ≤ 2 · δ|τ | · diam(X).

Thus (3.2.3) is continuous.

Proposition 3.2.4. Let f, h ∈ D(N,M,≺) satisfying f � h. Then, α(f)(x) = α(h)(x).

Proof. We may assume that f(n) � h(n) for all n ∈ N, i.e., there exists yn ∈ M such
that f(n) = h(n) · yn. Then, by the same argument which was used for (3.2.2), one
concludes that

(3.2.5) d(α(f(n))(x), α(h(n)(x)) ≤ δ|h(n)|diam(X) ≤ δndiam(X).

This yields the claim.

From Proposition 3.2.4 one concludes that the map (3.2.3) induces a map

(3.2.6) · : ∂̃M ×X −→ X

given by π([f ]) · x = α(f)(x) (cf. (2.1.15)), and thus an action of ∂̃M on X.

The following property suggest to think of (∂̃M, Tc) as the universal attractor of an
M -fractal.

Proposition 3.2.5. Let x ∈ X, and let K ⊂ X be the attractor of the M -fractal
((X, d), α). Then the induced map

(3.2.7) κx : ∂M −→ K

given by κx([f ]) = α(f)(x) is surjective.

Proof. Let z ∈ K, and A = {x}. By (cf. [20, (2.4)]), for all ε > 0 there exists N(ε) ∈ N
such that for all n > N(ε) one has d(S n(A), z) < ε, i.e., there exists a sequence (fn)n∈N,
fn ∈Mn, fn+1 ∈

⋃
σ∈M1

{σ · fn}, such that d(α(fn)(x), z) < ε.
If M is T -regular, then (M̄, Tc(M̄)) is compact (cf. Proposition 3.1.14). Hence

(fn)n∈N has a cluster point f ∈ M̄ . As |fn| = n, one has f 6∈ M and thus f ∈ ∂M . It
is straightforward to verify that [f ] · x = z, showing that κx is surjective.

Note that, in general, we do not know whether the topological space (∂M, Tc(M̄))
is compact.

Definition 3.2.6. If the topological space (∂M, Tc(M̄)) is compact, we call it the
universal attractor of the finitely 1-generated N0-graded T -regular monoid M .

Remark 3.2.7. Let M be a finitely 1-generated monoid. Then M carries canonically a
probability measure µM (cf. § 3.1.5). Thus, by Proposition 3.2.5, the attractor of the
M -fractal ((X, d), α) carries the contact probability measure µx = µκx◦ for every point
x ∈ X, which is given by

(3.2.8) µx(B) = µM (κ−1
x (B)), B ∈ Bor(K).
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3.2.2 The C∗-algebra associated to anM-fractals for a finitely 1-generated
monoid M

Let M be a finitely 1-generated monoid, and let ((X, d), α) be an M -fractal with at-
tractor K. For x ∈ X, there exists a continuous mapping κx : ∂M → K by Proposition
3.2.5. Let µx : Bor(K) → R+

0 be the probability measure given by (3.2.8). Then the
action of M on K defines an action of M on L2(K,C, µx).

Proposition 3.2.8. The monoid M acts on the Hilbert space L2(K,C, µx) by bounded
linear operators

(3.2.9)
γt : L

2(K,C, µx)→ L2(K,C, µx)

γt(g)(x) = g(αt(x)), g ∈ L2(K,C, µx)

for any t ∈M .

Proof. Let t ∈M . Cleary, γt is linear. For g ∈ L2(K,C, µx) one has

‖γt(g)‖22 =

∫
K
|γt(g(z))|2 dµx =

∫
K
|g(αt(z))|2 dµx ≤ ‖g‖22.

Thus, γt is bounded.

Definition 3.2.9. We define the C∗-algebra generated by the M -fractal ((X, d), α) by

(3.2.10) C∗(M,X, d, µx) = C∗
(
{ γt | t ∈M }

)
⊆ B(L2(K,C, µx)).
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Chapter 4

Bass-Serre theory for groupoids

In this chapter we develop the analogue of Bass-Serre theory in the groupoid context.
We start by defining a graph of groupoids, then we construct a desingularization of a
groupoid action on a graph. In particular, we define a graph of groupoids associated
to a groupoid action on a graph. Then, given a graph of groupoids, we associate to it
a groupoid, called the fundamental groupoid, and a forest, called the Bass-Serre forest,
such that the fundamental groupoid acts on the Bass-Serre forest. Finally, we prove the
structure theorem.

4.1 Graphs of groupoids

Definition 4.1.1. A graph of groupoids G(Γ) consists of a connected combinatorial
graph Γ = (Γ0,Γ1) together with the following data:

(i) a vertex groupoid Gv for every vertex v ∈ Γ0;

(ii) an edge groupoid Ge for every edge e ∈ Γ1 satisfying Ge = Gē;
(iii) an injective homomorphism of groupoids αe : Ge → Gt(e) for every e ∈ Γ1.

If Γ is a tree, we call G(Γ) a tree of groupoids.

Standing Assumption. We suppose that αe(Ge) is a wide subgroupoid of Gt(e) for all
e ∈ Γ1, i.e., it has the same unit space as Gt(e), and that G(0)

v is discrete for all v ∈ Γ0.

Notation 4.1.2. For e ∈ Γ1, we put He = αe(Ge). We denote by

φe : Hē ⊆ Go(e) → He ⊆ Gt(e)

the map given by
φe(g) = (αe ◦ α−1

ē )(g), g ∈ Hē.

Hence, φe is an isomorphisms between the groupoids Hē and He and one has φē = φ−1
e .

Definition 4.1.3. A graph of partial isomorphisms Γpi is given by a graph Γ = (Γ0,Γ1)
together with

(i) a set Γv for each vertex v ∈ Γ0;

(ii) a partial isomorphism φ0
e for each edge e ∈ Γ1, i.e., an isomorphism such that

the domain and image of φ0
e are subspaces dom(φ0

e) ⊆ Γo(e) and im(φ0
e) ⊆ Γt(e)

respectively, and such that φ0
ē = (φ0

e)
−1.
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If Γ is a tree, we call Γpi a tree of partial isomorphisms.

Remark 4.1.4. Let Γpi be a tree of partial isomorphisms.
(a) Since Γ is a tree, for v, w ∈ Γ0 there exists a unique reduced path p ∈ Pv,w, i.e.,

p = e1 · · · en, n ∈ N, o(p) = o(en) = w and t(p) = t(e1) = v.

v t(e2) t(en) w

e1 e2 en

Each edge ei, i = 1, . . . , n, carries a partial isomorphism

φei : Di → Ci,

where Di = dom(φei) ⊆ Γo(ei) and Ci = imφei ⊆ Γt(ei). Let An = dom(φen) and
Ai = Di ∩ Ci+1 for i = 1, . . . , n− 1. Suppose that Ai 6= ∅ for all i = 1, . . . , n. Then

(4.1.1) Φp := φe1 |A1 ◦ φe2 |A2 ◦ · · · ◦ φen |An

defines a partial isomorphism between Γw and Γv.

(b) Let U =
⊔
v∈Γ0 Γv. Then the partial isomorphisms φe, e ∈ Γ1, associated to the

edges of Γ induce an equivalence relation on U given by

(4.1.2) x ∼ y ⇐⇒ there exists p ∈ Pv,w such that Φp(y) = x, x ∈ Γv, y ∈ Γw.

Clearly, ∼ is reflexive. It is also symmetric, since Φp(x) = y implies that Φp̄(y) = x,
where p̄ is the reversal path of p. Finally, it is transitive, since Φp(x) = y and Φq(y) = z
implies that o(p) = t(q) and Φpq(x) = z.

Therefore one has that for each x ∈ im(Φp) ⊆ Γv there exists a unique y ∈
dom(Φp) ⊆ Γw such that x ∼ y.

Definition 4.1.5. Let A be a set, and let R be an equivalence relation on A. A subset
B of A is said to be saturated with respect to R if for all x, y ∈ A, x ∈ B and xRy
imply y ∈ B. Equivalently, B is saturated if it is the union of a family of equivalence
classes with respect to R. For a subset C of A, the saturation of C with respect to R
is the least saturated subset S(C) of A that contains C.

Definition 4.1.6. A tree of partial isomorphisms Γpi is said to be rooted if there exists
a vertex v ∈ Γ0, called the root, such that Γv is a system of representatives for the
relation ∼ defined in (4.1.2).

Remark 4.1.7. Via the forgetful functor (see Remark 2.3.4), one may associate to any
graph of groupoids G(Λ) a tree of partial isomorphisms Γpi where Γ ⊆ Λ is a maximal
subtree of Λ. The sets associated to the vertices of Γ are given by Γv = G(0)

v , v ∈ Γ0,
and the partial isomorphisms φ0

e, e ∈ Γ1, are given by

φ0
e = φe|G(0)

o(e)

: G(0)
o(e) → G

(0)
t(e).

Since we will only consider graphs of groupoids where the edge groupoids are wide
subgroupoids of the adjacent vertex groupoids, i.e., αe(Ge) = He ⊆ Ge is a wide sub-
groupoid of Gt(e) for all e ∈ Γ1, we will only deal with tree of partial isomorphisms Γpi

such that each φ0
e : G(0)

o(e) → G
(0)
t(e) is bijective, e ∈ Γ1. Therefore, each Γv is a system of

representative for the equivalence relation ∼ defined in (4.1.2).
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Thus, under our assumptions, we will deal with rooted trees of full isomorphisms.
Remark 4.1.8. Let Γpi be a rooted tree of partial isomorphisms with root r ∈ Γ0. Then
Γpi defines naturally a forest Fpi(Γ) given as follows.

Fpi(Γ)0 =
⊔
v∈Γ0

Γv

Fpi(Γ)1 = { (x, y) ∈ Fpi0 ×Fpi0 | x ∈ Γo(e), y ∈ Γt(e), φe(x) = y, e ∈ Γ1 }.

Clearly, Fpi(Γ) is a graph with terminus and origin maps given by the projection on the
first and second component, respectively, and inversion given by the interchange of the
components. Moreover, it is a disjoint union of graphs since each connected component
is given by an equivalence class of the relation ∼ defined in (4.1.2). Finally, since Γ
is a tree, for each pair of vertices x 6= y, x and y in the same connected component
of Fpi(Γ) there is at most one path from x to y. Thus, each connected component of
Fpi(Γ) is a tree and hence Fpi(Γ) is a forest.

Definition 4.1.9. Let Γpi be a rooted tree of partial isomorphisms and let F be a
forest. A representation of Γpi on F is a graph homomorphism χ : Fpi(Γ) → F from
the forest Fpi(Γ) defined by Γpi on its root to F . We say that F ′ = χ(Fpi(Γ)) ⊆ F is
the representation of Γpi on F .

Given a tree of partial isomorphisms Γpi, we can associate to each edge e ∈ Γ1 a set Γe
with injections αē : Γe → Γo(e) and αe : Γe → Γt(e) in such a way that αē(Γe) = dom(φe)
and αe(Γe) = im(φe).

Definition 4.1.10. Let F ′ = χ(Fpi(Γ)) ⊆ F be a representation of a tree of partial
isomorphisms Γpi on F .
For v ∈ Γ0, we denote by χ(Γv) the set

χ(Γv) = {χ(x) | x ∈ Γv ⊆ Fpi(Γ)0 } ⊆ F ′0

and we call it the representation of Γv on F . For e ∈ Γ1, we denote by

χ(Γe) = { ε ∈ F ′1 | o(ε) ∈ χ(Γo(e)), t(ε) ∈ χ(Γt(e)) } ⊆ F ′
1

and we call it the representation of Γe on F .

Remark 4.1.11. Let G be a groupoid acting on a forest F with momentum map ϕ : F 0 →
G(0) and let F ′ ⊆ F be any representation of a tree of partial isomorphisms Γpi on F as
in Defintion 4.1.9. The action of G on F induces an action of G on F ′ which gives rise
to a tree of groupoids Gχ(Γ) based on Γ as follows. We put

G(0)
χ,v := Γv, v ∈ Γ0,

G(0)
χ,e := Γe, e ∈ Γ1.

Then we define Gχ,v to be the groupoid on G(0)
χ,v whose morphisms are given by the action

of G on χ(Γv) ⊆ F 0, i.e.,

(4.1.3) Gχ,v = { g ∈ G | s(g) = ϕ(ν), ν ∈ χ(Γv) and µ(g, ν) ∈ χ(Γv) }.

Similarly, we define Gχ,e to be the groupoid on G(0)
χ,e whose morphisms are given by the

action of G on χ(Γe) ⊆ F 1, i.e.,

(4.1.4) Gχ,e = { g ∈ G | s(g) = ϕ(o(ε)), ε ∈ χ(Γe) and µ(g, ε) ∈ χ(Γe) }.
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Definition 4.1.12. Let G(T ) be a tree of groupoids and let F be a forest. A repre-
sentation of G(T ) on F is a representation χ of the tree of partial isomorphisms T pi

underlying G(T ) on F (see Remark 4.1.7) such that there are groupoid isomorphisms
between the vertex and edge groupoids of G(T ) and the groupoids defined by the action
of G on the representations of the Tv’s and Te’s on F , i.e., groupoid isomorphisms

Gv → Gχ,v, Ge → Gχ,e,

for v ∈ T 0 and e ∈ T 1.

Remark 4.1.13. Let G be a groupoid acting on a forest F . The action of G on F induces
an equivalence relation on F 0 and F 1, which we denote by RG , defined by

(4.1.5)
vRGw ⇐⇒ there exists g ∈ G : µ(g, v) = w

eRGf ⇐⇒ there exists h ∈ G : µ(h, e) = f

(see Remark 2.4.2).

Definition 4.1.14. Let G be a groupoid acting without inversion on a forest F . A
tree of representatives (G(T ), χ) of the action of G on F is given by a rooted tree of
groupoids G(T ), based on a rooted tree T , with vertex groupoids Gx, x ∈ T 0, and a
representation χ of G(T ) on F such that the saturations of the χ(G(0)

x )’s, x ∈ T 0, with
respect to the equivalence relation RG give a partition of F 0.

4.2 The graph of groupoids associated to a groupoid action
on a forest

Definition 4.2.1. A topological space F is said to be fibered on a topological space X
if there exists a continuous and surjective map π : F → X, called the projection, such
that π−1(x) is countable for each x ∈ X. We call Fx = π−1(x) the fiber of x, x ∈ X. A
section of F is a map σ : X → F such that π ◦ σ = idX . If A ⊆ X and σA : A → F is
such that π ◦ σA = idA, we say that σA is a partial section of F .

The following theorem (The Selection Theorem) guarantees the existence of a section
for a fibered space F on X.

Theorem 4.2.2 ([25, Theorem 12.13]). Let F be a fibered space on X. Then there
exists a countable family of partial sections of F such that their images form a partition
of F .

In particular, we will use the following corollary.

Corollary 4.2.3 (Lusin-Novikov, [21, Theorem 18.10]). Let F be a fibered space on X.
Then there exists an enumeration of the fibers of F , i.e., there exists a map N : F → N
such that N |Fx : Fx → N is injective for all x ∈ X. Moreover, one may suppose that the
enumeration in each fiber of F starts from 1 and follows the natural enumeration of N.

We will deal with groupoid actions on fibered spaces.

Definition 4.2.4. Let G be a groupoid acting on a fibered space (F, π) on G(0). If
σ : A ⊆ G(0) → F is a partial section of F , we call the stabilizer of σ the subgroupoid

(4.2.1) StabG(σ) = { g ∈ G | g · σ(s(g)) = σ(r(g)), s(g), r(g) ∈ A } ⊆ G.
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Remark 4.2.5. Let G be a groupoid acting on a graph Γ = (Γ0,Γ1) (cf. Definition
2.4.16). Then Γ0 is fibered on G0 via the momentum map ϕ : Γ0 → G(0).

Theorem 4.2.6. Let G be a groupoid acting without inversion on a forest F = (F 0, F 1).
Then there exists a countable or finite family Σ = {σi}i∈I , I ⊆ N, of partial sections of
F 0 with domains Xi ⊆ G(0), i.e., σi : Xi → F 0, i ∈ I, such that

(i) Ũi∩Ũk = ∅ for all i 6= k, where Ui = σi(Xi) and Ũi = S(Ui) denotes the saturation
of Ui with respect to RG;

(ii) for V = ti∈IUi, one has that V ∩ ϕ−1
0 (x) 6= ∅ for all x ∈ G(0);

(iii) Ṽ = F 0.

Proof. We construct recursively a sequence of partial sections {σi}i∈I , I ⊆ N, satisfying
(i) and (ii). Let X = G(0) be the unit space of the groupoid G. Since we only consider
discrete and thus countable groupoids, we may suppose that X = {x1, x2, · · · }. The
graph F = (F 0, F 1) is fibered on X via the map ϕ = (ϕ0, ϕ1), where ϕ0 : F 0 → X
and ϕ1 = ϕ0 ◦ t : F 1 → X. For each i, we enumerate the elements in the fiber ϕ−1

0 (xi)
and choose the one corresponding to the smallest number, say yi is such an element in
ϕ−1

0 (xi). Let σ1 : X → F 0 be the partial section defined by

(4.2.2) σ1(xi) = yi.

Let U1 = im(σ1) and let Ũ1 = S(U1) be the saturation of U1 with respect to RG . Put
C1 = F 0\Ũ1. If C1 = ∅, then U1 is a complete domain for the action of G on F 0 and the
thesis follows by choosing n = 1 and Σ = {σ1}. Otherwise, let X2 = ϕ0(C1). For each
xi ∈ X2, let zi ∈ C1 ∩ ϕ−1

0 (xi) be the element corresponding to the smallest number in
the enumeration of C1 ∩ ϕ−1

0 (xi). Let σ2 : X2 → F 0 be the partial section defined by

(4.2.3) σ2(xi) = zi.

Let U2 = im(σ2), Ũ2 = S(U2) and C2 = F 0 \ (Ũ1 t Ũ2). If C2 = ∅, then U1 t U2 is a
complete domain for the action of G on F 0 and the thesis follows by choosing n = 2 and
Σ = {σ1, σ2}. Otherwise, we use the same argument as above to construct the partial
sections σk, k > 2, recursively.

Let n ≥ 1. Suppose that we have constructed n partial sections {σi}1≤i≤n satisfying
conditions (i) and (ii). Let Vn = tni=1Ui and let Cn = F 0 \ Ṽn. Then either Cn = ∅
and thus (iii) holds for I = {1, . . . , n}, or Cn 6= ∅ and we construct a partial section
σn+1 as follows. Let C ′n = {x ∈ Cn | dist(x, Vn) = 1 } and put Xn+1 = {x ∈ X |
ϕ−1

0 (x) ∩ C ′n 6= ∅ }. We define σn+1 : Xn+1 → C ′n by σn+1(x) = min{ϕ−1
0 (x) ∩ C ′n },

where the minimum is taken over the enumeration of the elements of each fiber ϕ−1
0 (x).

Suppose that I = N and F 0 6= Ṽ , where V = t∞k=1Uk. Then the set C = {x ∈
F 0 \ Ṽ | dist(x, V ) = 1 } is nonempty. Let a ∈ C. Then there exists v ∈ Ũk, for some
k ∈ N, such that dist(a, v) = 1. Hence, dist(a, Ṽl) = 1 for all l ≥ k, and one has that if
a ∈ ϕ−1(ϕ(a)) ∩ Cl is the m-th element in the enumeration, m ∈ N, then

(4.2.4) a ∈
⋃

1≤j≤m
im(σk+j) ⊆ V,

a contradiction. Hence, one has that V = F 0.
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Remark 4.2.7. By the construction of the σi’s used above, one has that im(σi) contains
the smallest elements which have distance 1 from Vi−1 =

⋃i−1
k=1 im(σk) in each fiber

ϕ−1
0 (x), x ∈ G(0). Then for each i ∈ {1, . . . , n} one has a map

(4.2.5)
mi : F

0 → {1, . . . , n}
a 7→ mi(a),

where mi(a) denotes the integer mi(a) < i such that the vertex a is adjacent to
im(σmi(a)) in the fiber of ϕ(a). That is, there exists b ∈ im(σmi(a)) ∩ ϕ−1

0 (y), where
y = ϕ(a), such that a and b are adjacent in F 0

y .

Notation 4.2.8. For a graph Γ = (Γ0,Γ1), |Γ0| ≥ 2, and v ∈ Γ0, we denote by Γ − v
the subgraph of Γ given by

(4.2.6)
(Γ− v)0 = Γ0 \ {v}
(Γ− v)1 = Γ1 \ { e ∈ Γ1 | t(e) = v or o(e) = v }.

The following property will turn out to be useful for our purpose.

Lemma 4.2.9 ([35, Proposition 9]). Let T = (T 0, T 1) be a connected graph, |T 0| ≥ 2,
and let v ∈ T 0 be a terminal vertex. Then T is a tree if and only if T − v is a tree.

Proof. If T is a tree, then T −v is a tree since it is a connected subgraph of T . Suppose
that T − v is a tree. Since v is a terminal vertex, one has that T 1 = (T − v)1 ∪ {e, ē},
where e ∈ T 1 is the unique edge such that o(e) = t(ē) = v. Let u,w ∈ (T − v)0. By
hypothesis, one has that |Pu,w| = 1. If q ∈ Pv,w, then q = p e, where p ∈ Po(e),w. Hence,
Pv,w| = 1 and thus T is a tree.

We are now ready to show the existance of a tree of representatives for the action
of a groupoid on a forest (see Definition 4.1.14).

Proposition 4.2.10. Let G be a groupoid acting without inversion on a forest F .
Then there exists a tree of representatives (G(T ), χ) of the action of G on F such that
ϕ
(
χ(G(0)

r )
)

= G(0), where r ∈ T 0 is the root of T .

Proof. By Theorem 4.2.6, there exists a family Σ = {σi}i∈I , I ⊆ N, of partial sections of
F 0 satisfying (i), (ii) and (iii) of the theorem. If I = {1}, the thesis follows by choosing
T to be the tree with one vertex v and no edges. Then Gv = StabG(σ1) (cf. Definition
4.2.4) is the groupoid associated to the vertex v. Moreover, the graph F ′ = (F ′0, F ′1)
given by

F ′0 = U1, F ′1 = ∅

is the representation of G(T ) on F . If I = {1, 2}, the thesis follows by choosing T =
(T 0, T 1) to be the segment tree, i.e., T 0 = {v1, v2} and T 1 = {e, ē} as follows

v1v2

e

ē

with vertex groupoids Gv1 = StabG(σ1) and Gv2 = StabG(σ2). Moreover, the graph
F ′ = (F ′0, F ′1) given by

F ′0 = U1 t U2, F ′1 = { e ∈ F 1 | o(e), t(e) ∈ F ′0 }
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is the representation of G(T ) on F . For k ≥ 2, I = {1, . . . , k}, we define the graph with
k vertices Tk = (T 0

k , T
1
k ) by

(4.2.7)
T 0
k = { v1, . . . , vk }
T 1
k =

{
{vi, vj} ∈ T 0 × T 0 | vi ∈ im(σmj(vj)), i 6= j, i, j = 1, . . . , k

}
,

where vi ∈ im(σi) is adjacent to vj ∈ im(σmi(vi)) and mi is the function defined in
Remark 4.2.7. Then for each k ≥ 2 one has that

(4.2.8)
T 0
k = T 0

k−1 t {vk}
T 1
k = T 1

k−1 t { e ∈ T 1 | o(e) = vk or t(e) = vk }.

Thus, for k ≥ 1, one has that Tk is a tree by Lemma 4.2.9. Finally, we put

(4.2.9) T =
⋃
i∈I

Ti.

We associate to each vi ∈ T 0 the groupoid

(4.2.10) Gvi = StabG(σi)

Moreover, for e ∈ T 1 we define the partial section σe : A ⊆ X → F 1 by putting
A = dom(σo(e)) ∩ dom(σt(e)) and

(4.2.11) σe(x) = f,

where f is the unique f ∈ F 1 such that o(f) ∈ σo(e)(x), t(f) ∈ σt(e)(x), x ∈ A. Thus,
we associate to each e ∈ T 1 the groupoid

(4.2.12) Ge = StabG(σe).

Finally, we put
F ′0 = V, F ′1 = { e ∈ F 1 | o(e), t(e) ∈ F ′0 }.

Since Ṽ = F 0, one has that the graph F ′ = (F ′0, F ′1) is the representation of a tree of
representatives of the action of G on F . By construction, if v, w ∈ F 0 are in the same
orbit, then either v ∈ F ′0 or w ∈ F ′0.

Remark 4.2.11. Note that by definition of T , one has an orientation T 1
+ ⊆ T 1 of T .

Remark 4.2.12. Let G be a groupoid acting on a forest F . Then there exists a subforest
F ′ of F such that the vertices of F ′ are a fundamental domain for the action of G
on F 0. In particular, the vertices of F ′ are a fundamental domain for the equivalence
relation RG generated by the action of G on F 0. Then the restriction π|F ′ : F ′ → G\\F
is injective on the vertex set and its image π|F ′(F ′) is a maximal subforest of G\\F , i.e.,
π|F ′0(F ′0) = (G\\F )0.

In classical Bass-Serre theory, given a group acting without inversion on a tree, one
defines a tree of groups by considering a maximal subtree of the quotient graph and the
stabilizers of its vertices and edges. A tree of representatives has the same role in this
context. However, the tree of representatives (G(T ), χ) associated to a groupoid action
on a forest F does not contain all the information we need: in general, the G-orbits of
the χ(Ge)’s, e ∈ T 1, do not cover F 1. Thus, we need the following definition.
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Definition 4.2.13. Let G be a groupoid acting on a forest F . A desingularization
D(G, F ) of the action of G on F (or a desingularization of G\\F ) consists of

(D1) a connected graph Γ with orientation Γ1
+;

(D2) a graph of groupoids G(Γ) based on Γ;

(D3) a maximal rooted subtree T ⊆ Γ;

(D4) a tree of representatives (G(T ), χ);

(D5) a partial section σe : Xe ⊆ G(0) → F 1 together with a family of elements ge ={
ge,x

}
x∈ϕ(im(σe))

⊆ G for any e ∈ Γ1
+ \ T 1;

satisfying the following properties:

(i) the tree of groupoids (G(T ), χ) induced on T is a tree of representatives for the
action of G on F where ϕ

(
χ
(
T

(0)
r

) )
= G(0) and r ∈ T 0 is the root of T ;

(ii) for each e ∈ Γ1
+ \ T 1 and for ε ∈ im(σe) one has that o(ε) ∈ χ

(
G(0)
o(e)

)
and

ge,ϕ(t(ε)) · t(ε) ∈ χ
(
G(0)
t(e)

)
;

(iii) for each e ∈ Γ1
+ \ T 1, the maps

αē : Ge → Go(e),
αe : Ge → Gt(e)

are given by inclusion and conjugation by ge (cf. Definition 2.4.14) composed with
inclusion, respectively;

(iv) the saturations with respect to RG of the χ(Ge)’s, e ∈ Γ1, form a partition of F 1.

We prove that there exists a desingularization for any groupoid action without in-
version on a forest. This result is analogous to the construction of a graph of groups
associated to a group action without inversion on a tree. The main difference is that in
the classical Bass-Serre theory the underlying graph Λ of the graph of groups G(Λ) as-
sociated to a group action without inversion on a tree T is the quotient graph Λ = G\\T ,
while in this context there is no canonical graph underlying the desingularization.

Theorem 4.2.14. Let G be a groupoid acting on a forest F . Then there exists a
desingularization of the action of G on F .

Proof. By Proposition 4.2.10, there exists a tree T (see (4.2.9)) and a tree of repre-
sentatives (G(T ), χ) such that ϕ

(
χ(G(0)

r )
)

= G(0), where r ∈ T 0 is the root of T . Let
F ′ = (F ′0, F ′1) ⊆ F be the representation of T pi on F . Then one has

(4.2.13) F 0 =
⊔
v∈T 0

µ0
(
G, χ

(
G(0)
v

) )
,

i.e., the G-orbits of the χ(G(0)
v )’s, v ∈ T 0, form a partition of F 0. Let

(4.2.14) S =
⊔
e∈T 1

µ1
(
G, χ

(
G(0)
e

) )
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i.e., S is the union of the G-orbits of the χ(Ge)’s, e ∈ T 1. Let C = F 1 \ S. If C = ∅,
then we put Γ = T and G(T ) is the graph of groupoids required (cf. Proposition 4.2.10).
Suppose that C 6= ∅ and let

(4.2.15) C ′ =
{
e ∈ C | o(e) ∈ F ′0

}
.

Then C ′ 6= ∅ since the fibers of F are connected graphs and since the action of G
preserves the distances on F 0. Thus, we construct a family of partial sections of C such
that the saturations of their images form a partition of C. Let v ∈ T 0 and let σv be the
partial section associated to v. For all w ∈ T 0, let

(4.2.16) Cv,w =
{
e ∈ C | o(e) ∈ im(σv), t(e) ∈ S

(
χ(Gw)

) }
.

where S(χ(Gw)) denotes the saturation of χ(Gw) with respect to RG . If Cv,w 6= ∅, then
it is fibered on ϕ ◦ o (Cv,w) ⊆ G(0), where ϕ is the momentum map. Then by Theorem
4.2.6 there exists a family {σi}i∈I , I ⊆ N, of partial sections such that

(4.2.17) Cv,w =
⊔
i∈I

S
(
im(σi)

)
gives a partition of Cv,w. For each i in the decomposition of Cv,w we define a new edge
fi(v, w) ∈ Γ1 such that o(fi(v, w)) = v, t(fi(v, w)) = w. Thus, Γ = (Γ0,Γ1) is the graph
given by

(4.2.18)
Γ0 = T 0,

Γ1 = T 1 t { fi(v, w), f̄i(v, w) | i ∈ I, v, w ∈ T 0 }.

We put

(4.2.19) Υ+ = { fi(v, w) | i ∈ I, v, w ∈ T 0 }, Υ− = { f̄ | f ∈ Υ+ },

and Γ1
+ = T 1

+ tΥ+. Thus, we have (D1) and (D3). It remains to construct (D2), (D4),
(D5). For v ∈ T 0 and e ∈ T 1, we put Gv = StabG(σv) and Ge = StabG(σe) as in (4.2.10)
and (4.2.12), respectively. For fi ∈ Υ+, we associate to fi the groupoid

(4.2.20) Gfi = Gf̄i = StabG(σi).

Then Gfi injects naturally into Gv, i.e.,

(4.2.21) αf̄i : Gfi = StabG(σi) ↪→ Gv = StabG(σv)

is given by inclusion. Moreover, by construction one has that for εi ∈ im(σi), there
exists gfi,ϕ(t(εi)) ∈ G such that

(4.2.22) µ0
(
gfi,ϕ(t(εi)), t(εi)

)
∈ F ′0.

Let Gw = StabG(σw) as in (4.2.10). Then the groupoid Gfi injects into Gw via the
conjugation by gfi = { gfi,ϕ(t(εi)) }εi∈im(σi) as follows. Put στ := t ◦ σi : dom(σi) → F 0.
Then Gfi = StabG(σi) injects naturally into StabG(στ ), i.e., the map ι : Gfi ↪→ StabG(στ )
is given by inclusion. Since the subgroupoid StabG(στ ) ⊆ G and Gw ⊆ G have the same
unit space, the equivalence of categories StabG(στ ) → Gw in Definition 2.4.14 is an
identity on the unit space StabG(στ )(0), and the conjugation map is given by

(4.2.23)
igfi : Stab(στ )→ Gw

γ 7→ gfi,r(γ) γ g
−1
fi,s(γ).
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Since the identity functor is an injective equivalence of categories, by Lemma 2.4.15 one
has that igfi is injective. Hence, the composition

(4.2.24) αfi : Gfi
ι−→ StabG(στ )

igfi−−→ Gw,

where the first map is given by inclusion and the second map by conjugation by gfi , is
an injective homomorphism of groupoids. Thus, we have (D2), (D4) and (D5).

4.3 The fundamental groupoid of a graph of groupoids

In the previous section we have proved that given a groupoid G acting without inversion
of edges on a forest F , there exists a desingularization D(G, F ) associated to the action
of G on F (cf. Theorem 4.2.14), and hence a graph of groupoids associated to the action
of G on F . We now want to prove that it is possible to reconstruct G in terms of the
vertex end edge groupoids of the graph of groupoids G(Γ). In particular, we will prove
that G is isomorphic to the fundamental groupoid of the graph of groupoids G(Γ).

4.3.1 The fundamental groupoid of a graph of groupoids

Let G(Γ) be a graph of groupoids and let T ⊆ Γ be a maximal rooted subtree. Let
He = αe(Ge) and let φe : Hē → He be the map given by φe(g) = αe(α

−1
ē (g)). Since the

groupoids He are wide subgroupoids of Gt(e) for all e ∈ Γ1, the map

(4.3.1) φ0
e = φe|G(0)

o(e)

: G(0)
o(e) → G

(0)
t(e)

is a bijection for all e ∈ Γ1. Then the maps φ0
e’s induce a rooted tree of partial isomor-

phisms T pi which defines an equivalence relation ∼ (see (4.1.2)) on Y = tv∈Γ0 G(0)
v . Let

Ỹ = Y/ ∼ and π : Y → Ỹ be the canonical projection. Let r ∈ T 0 be the root of the
tree T . Then

(4.3.2) X = G(0)
r

is a fundamental domain for the equivalence relation ∼ and the map

(4.3.3) τ0 := π|−1
X : Ỹ → X

is bijective. Let

(4.3.4) τ = τ0 ◦ π : Y → X

the map assigning to each y ∈ Y the representative x ∈ X such that y ∼ x.

Definition 4.3.1. The fundamental groupoid π1(G(Γ)) of the graph of groupoids G(Γ)
is the groupoid defined as follows (see [17, §3] for presentation of groupoids). It has
unit space X defined in (4.3.2) and generators

(4.3.5)

( ⊔
v∈Γ0

Gv

)
t

( ⊔
e∈Γ1,

x∈G(0)
o(e)

(φe(x), x)

)
.
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Note that for z ∈ G(0)
e one has that (αe(z), αē(z)) is a generator, since φe(αē(z)) =

αe ◦ α−1
ē (αē(z)) = αe(z). The range and source maps r, s : π1(G(Γ)) → X are defined

by

r(g) = τ(r′(g)), r((φe(x), x)) = τ(φe(x)),(4.3.6)
s(g) = τ(s′(g)), s((φe(x), x)) = τ(x),(4.3.7)

where r′ and s′ denotes the range and source maps in Gv, v ∈ Γ0, and multiplication is
given by concatenation. The inverse map is given by the inverse map in Gv for elements
g ∈ Gv, v ∈ Γ0, and by (φe(x), x)−1 = (x, φe(x)) for e ∈ Γ1, x ∈ G(0)

o(e). Moreover, the
generators are subject to the relations in the vertex groupoids together with relations

(φe(x), x) = idτ(x) for e ∈ T 1, x ∈ G(0)
o(e);(R1) (

αe(r(g)), αē(r(g))
)
· αē(g) ·

(
αē(s(g)), αe(s(g))

)
= αe(g) for g ∈ Ge, e ∈ Γ1.(R2)

Definition 4.3.2. We call the free groupoid F(G(Γ)) the groupoid with the same gen-
erators as π1(G(Γ)), i.e., the generators in (4.3.5), subject to the relations in the vertex
groupoids together with the relation (R2).

Notation 4.3.3. In order to simplify calculations with fundamental groupoids elements,
we will use the following notation:

φe(x)e = ex := (φe(x), x),

for x ∈ Go(e), e ∈ Γ1. Thus, we may rewrite relations (R1) and (R2) as follows:

φe(x)e = ex = idτ(x), for x ∈ Go(e), e ∈ T 1.(R1)

e αē(r(g)) · αē(g) · αē(s(g)) ē = αe(g) for g ∈ Ge, e ∈ Γ1.(R2)

Since for any groupoid G and any morphism γ ∈ G one has r(γ)γ = γ = γs(γ), we put

(4.3.8) g1eg2 = g1 · s(g1) e r(g2) · g2

for g1 ∈ Gt(e), g2 ∈ Go(e), s(g1) = φe(r(g2)). With this notation, (R2) becomes

(R2) e αē(g) ē = αe(g),

for g ∈ Ge, e ∈ Γ1.

We can extend our definition of a path in Γ as follows.

Definition 4.3.4. A graph of groupoids word w in G(Γ) is a sequence of elements

(4.3.9) w = g1e1g2e2 · · · gnengn+1,

where

• ei ∈ Γ1 for all i = 1, . . . , n;

• o(ei) = t(ei+1) for all i = 1, . . . , n− 1;

• gi ∈ Gt(ei) for all i = 1, . . . , n and gn+1 ∈ Go(en);

• for all i = 1, . . . , n one has φēi
(
s(gi)

)
= r(gi+1).

60



We say that w has length n. A subword of w is a sequence giei · · · gi+kei+k such that
i ≥ 1, k ≥ 0 and i+ k ≤ n.

Remark 4.3.5. For all e ∈ Γ1 we choose a left transversal Te of αe(Ge) in Gt(e) containing
the identity elements of Gt(e), i.e., for all g ∈ Gt(e) there exist τ = τ(g, e) ∈ Te and
h = h(g, e) ∈ Ge such that

(4.3.10) g = ταe(h).

Then we may represent a graph of groupoids word w by

(4.3.11) w = g1e1g2e2 · · · gnengn+1,

where

• ei ∈ Γ1 for all i = 1, . . . , n;

• t(ei) = o(ei−1) for all i = 2, . . . , n;

• gi ∈ Gt(ei) for all i = 1, . . . , n and gn+1 ∈ Go(en);

• for all i = 1, . . . , n, subwords gieigi+1 = τiαei(hi) ei τi+1αei+1(hi+1) must satisfy

s(αēi(hi)) = r(τi+1).

Definition 4.3.6. A graph of groupoids word w = g1e1 · · · gnengn+1 is said to be
reduced if

• gi ∈ Tei for all i = 1, . . . , n and gn+1 ∈ Go(en);

• if ēi = ei−1 for some i = 2, . . . , n, then gi /∈ im(αei).

In particular, if e1 · · · en is a path in Γ without backtracking, then w is reduced.

We define the reduction of words by using the relations (R2). There are two types
of reduction: coset and length.

Definition 4.3.7. Let u = geg′ be a subword of a graph of groupoids word w, where
g = ταe(h) as in (4.3.10). The coset reduction w′ is the graph of groupoids word
obtained from w by replacing u by v = τeg′′, where g′′ = αē(h)g′.

Definition 4.3.8. Let u = egē, g ∈ Hē, be a subword of a graph of groupoids word w.
The length reduction w′ is the graph of groupoids word obtained from w by replacing u
by φe(g). Note that when length reduction is applied to a graph of groupoids word, its
length is decreased by two.

Two graph of groupoids words w and w′ are said to be equivalent if one can get one
from the other by using coset and length reductions.

Hence a reduced graph of groupoids word is a word in which no coset and no length
reduction can be applied. The reduction process removes subwords egē, where g ∈ Hē,
and moves αe(h) in the decomposition ταe(h) to the right. We prove that p ∈ π1(G(Γ))
is represented uniquely by a reduced graph of groupoids word p = g1e1g2e2 · · · gnengn+1.
We adapt the proofs of [19, §3] and [29, Theorem 2.1.7].

Theorem 4.3.9. Every morphism of F(G(Γ)) is represented by a unique reduced graph
of groupoids word.
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Proof. Clearly, each p ∈ π1(G(Γ)) is represented by a graph of groupoids word by
definition. Let w = g1e1g2e2 · · · gnengn+1 be a graph of groupoids word.

If n = 0, then w = g1 ∈ Gv for some v ∈ Γ0 is already reduced. Hence, suppose that
n ≥ 1. For all i = 1, . . . , n, we choose a left transversal Tei of αei(Gei) in Gt(ei) as in
Remark 4.3.5. Thus, for all i = 1, . . . , n, we can write g ∈ Gt(ei) as g = ταei(h), where
τ = τ(g, ei) ∈ Tei and h = h(g, ei) ∈ Gei . Then one has that g1e1g2 = τ1αe1(h1)e1g2 =
τ1e1αē1(h1)g2, for τ1 ∈ Te1 and h1 ∈ Ge1 . We put g′2 = αē1(h1)g2. We repeat this process
with g′2e2g3 to obtain g1e1g2e2g3 = τ1e1τ2e2αē2(h2)g3, where τ2 ∈ Te2 and h2 ∈ Ge2 . By
repeating this argument, one obtains the graph of groupoids word

w′ = τ1e1τ2e2 · · · τneng′n+1

with τi ∈ Tei , hi ∈ Gei for i = 1, . . . , n and g′n+1 ∈ Go(en). If w′ is not reduced,
there exists i ∈ 1, . . . , n − 1 such that ei+1 = ēi and τi+1 is a unit of Go(ei), i.e.,
τi+1 = xi+1 ∈ G(0)

o(ei)
. Then, we apply length reduction to eiτiei+1 and obtain eiτiei+1 =

eixi+1ēi = xi ∈ Gt(ei+2) = Go(ei−1). Thus, we have a graph of groupoids word

w′′ = τ1e1 · · · τi−1ei−1τiτi+2ei+2 · · · eng′n+1

of length n − 2. By induction on n, one has that w′′ ∈ π1(G(Γ)) is a reduced graph of
groupoids word.

To prove uniqueness of the reduced graph of groupoids word, we use the diamond
lemma method. We look at two different sequences of reductions for a graph of groupoids
word w and we assume that the first steps in the two sequences are different: in the
first one, the two (coset and length) reductions occur to disjoint subwords of w; in the
second one, the two reductions occur to the same subwword of w.

Case I.We suppose that reductions occur to disjoint subwords of w. Let w = αβγδε,
where α, β, γ, δ, ε are subwords such that both β and δ can be reduced. We denote by
r1 the reduction taking β to β′ and r2 the reduction taking δ to δ′. Then by applying
r1 and r2 to w we will obtain to different graph of groupoids words w′ and w′′ that can
be reduced to a common graph of groupoids word by a sequence of reductions. That is,
we have the following commutative diamond:

w = αβγδε

w′ = αβ′γδε w′′ = αβγδ′ε

w∗ = αβ′γδ′ε

r1
r2

r2 r1

Case II. We suppose that two reductions in the first steps of the sequence occur to
the same subword of w. We have four cases.

Case (a). Let w = αg1e1xē1τhe2g2ε. If we apply length reduction first, we get

w′ = α g1 τ h e2 g2 ε = α g1 τ
′ h′ h e2 g2 ε.

We now apply coset reduction to w′ to obtain

w∗ = α g1 τ
′ e2 φē2(h′h) g2 ε.
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Otherwise, by applying coset reduction to w first, we get

w′′ = α g1 e1 x ē1 τ e2 φē2(h) g2 ε.

We now apply length reduction to w′′ and get

α g1 τ e2 φē2(h) g2 ε = α τ ′ h′ e2 φē2(h) g2 ε.

Again, we apply coset reduction and get

α τ ′ e2 φē2(h′)φē2(h) g2 ε.

Finally, since φē2 is an isomorphism, we obtain the graph of groupoids word

w∗ = α g1 τ
′ e2 φē2(h′h) g2 ε.

Case (b). Let w = α τ h e x ē g ε. If we apply length reduction first, we get

w′ = α τ h g ε.

Otherwise, we apply coset reduction to w first and get

w′′ = α τ e φē(h) ē g ε

Again, by applying coset reduction to w′′ we get

α τ e r(φē(h))ē φe(φē(h)) g ε = α τ e r(φē(h)) ē h g ε.

Finally, by applying length reduction we get

w∗ = w′ = α τ h g ε.

Case (c). Let w = α τ1 h1 e1τ2 h2 e2 g ε. Then we can apply two different coset
reductions to w. Let

w′ = α τ1 e1φē1(h1)τ2 h2 e2 g ε = α τ1 e1τ
′
2 h
′
2 e2 g ε.

Then, we apply the second coset reduction to w′ and obtain

w∗ = α τ1 e1τ
′
2 e2φē2(h′2) g ε.

On the other hand, let
w′′ = α τ1 h1 e1τ2 e2φē2(h2) g ε.

Then, by applying the first coset reduction to w′′ we get

α τ1 e1φē1(h1) τ2 e2φē2(h2) g ε = α τ1 e1τ
′′
2 h
′′
2 e2φē2(h2) g ε.

and, by applying coset reduction, we have reduced w′′ to

ŵ = α τ1 e1τ
′′
2 e2 φē2(h′′2)φē2(h2) g ε = α τ1 e1τ

′′
2 e2 φē2(h′′2 h2) g ε.

Note that φē1(h1) τ2 h2 = τ ′2 h
′
2 and φē1(h1) τ2 = τ ′′2 h

′′
2 by construction. Hence, one has

that τ ′2 h′2 = φē1(h1) τ2 h2 = τ ′′2 h
′′
2h2, which implies that τ ′2 = τ ′′2 and h′2 = h′′2h2. This

proves that w∗ = ŵ.
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Case (d). Let w = α g e x ē z e g′ ε. Then we apply two different length reductions
to w to obtain

w′ = α g y z e g′ ε = α g e g′ ε,

w′′ = α g e xu g′ ε = α g e g′ ε,

where y = z = s(g) ∈ G(0)
t(e) and x = u = r(g′) ∈ G(0)

o(e). Thus, we have reduced both w′

and w′′ to the same graph of groupoids word w∗ = α g e g′ ε.
Now, we consider two equivalent graph of groupoids words w and w′ such that there

exists a family {wi}ni=1 of graph of groupoids words satisfying

(1) w0 = w and wn = w′;

(2) for each i = 1, . . . , n, either wi is given by a simple reduction of wi+1 or wi+1 is
given by a simple reduction of wi.

Suppose that there exists k such that wi+1 is given by a simple reduction of wi for i < k
and wi is given by a simple reduction of wi+1 for i ≥ k. Then one has both w and w′

reduce to wk. If no such k exists, then there exists l such that both wl−1 and wl+1 are
given by a simple reduction of wl. Then, by deleting wl and wl+1 we obtain a family
{wi}1≤i≤n, i 6=l, i 6=l+1 of graph of groupoids words satifying (1) and (2). Since by this
process the number of elements of the family {wi} decreases, by repeating the process
one finds a word w∗ given by the reduction of both w and w′.

One has the following analogue of Britton’s Lemma.

Definition 4.3.10. A graph of groupoids word g = g1e1g2e2 · · · gnengn+1 is said to be
reduced in the sense of Serre if it satisfies the following: if n = 0, then g1 is not a unit;
if n > 0 and ei+1 = ēi, then gi+1 /∈ Hēi .

Lemma 4.3.11 (Britton’s Lemma). Let G(Γ) be a graph of groupoids based on Γ and
let p = g1e1g2 · · · gnengn+1 be a graph of groupoids word which is reduced in the sense
of Serre. Then p is not a unit.

Proof. The case n = 0 is trivial. Thus, let n > 0. For i = 1, . . . , n let hi ∈ Hei and
τi ∈ Tei be such that

gi = τihi,

φēi(hi) gi+1 = τi+1hi+1.

Then by pulling the hi’s to the right one has that p = τ1e1τ2 · · · τnena, where τi ∈ Tei
and a ∈ Go(en). If there exists i such that ei+1 = ēi, then one has that φēi(hi) and hi+1

are both in Hēi and hence it must be τi+1 6= x, with x = r(hi+1). Thus, τ1e1τ2 · · · τnena
is not an unit.

4.3.2 The universal cover of a graph of groupoids

Let G(Γ) be a graph of groupoids and let T ⊆ Γ be a maximal subtree of Γ which
induces an equivalence relation as in (4.1.2). For v ∈ Γ0 and e ∈ Γ1, the groupoids Gv
and Ge induce subgroupoids of π1(G(Γ)). This allows us to define a universal cover for
G(Γ).
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Definition 4.3.12. Let G(Γ) be a graph of groupoids and let He = αe(Ge) ⊆ Gt(e),
e ∈ Γ1. We fix an orientation Γ1

+ of Γ and put

(4.3.12) ε(e) =

{
0 if e ∈ Γ1

+

1 if e ∈ Γ1 \ Γ1
+.

In particular, one has that
ε(ē) = 1− ε(e)

for all e ∈ Γ1. We denote by |e| the edge satisfying {|e|} = {e, ē} ∩ Γ1
+.

Note that by definition, one has that H|e| = H|ē| for all e ∈ Γ1.

Notation 4.3.13. For e ∈ Γ1, we put

(i) eGo(e) = {φe(r(g))eg | g ∈ Go(e) },

(ii) eGo(e) e−1 = {φe(r(g))ege−1φe(s(g)) | g ∈ Go(e) }.

Remark 4.3.14. Let e ∈ Γ1. With the notations above, one has the following

He = Gt(e) ∩ eGo(e) e−1;(a)

H|e| = e1−ε(e)Hē eε(e)−1;(b)

H|e| = e1−ε(e)Hē eε(e)−1(c)

= e1−ε(e) (Go(e) ∩ e−1 Gt(e) e) eε(e)−1

= e1−ε(e) Go(e) eε(e)−1 ∩ e−ε(e) Gt(e) eε(e).

We remind that for v ∈ Γ0 and p ∈ π1(G(Γ)), the set pGv is the set pGv = { pg |
g ∈ Gv, s(p) = r(g) }. In what follows we simplify the groupoid notation and write
π1(G(Γ))/Gv to indicate the set

{
pGv | p ∈ π1(G(Γ)), s(p) ∈ τ(G(0)

v )
}
, for v ∈ Γ0.

Definition 4.3.15. The Bass-Serre forest XG(Γ) of the graph of groupoids G(Γ), also
known as its universal cover, is the graph defined by

X0
G(Γ) =

⊔
v∈Γ0

π1(G(Γ))/Gv[v],(4.3.13)

X1
G(Γ) =

⊔
e∈Γ1

π1(G(Γ))/H|e|[e].(4.3.14)

The maps o, t : X1
G(Γ) → Λ0 and ¯: X1

G(Γ) → X1
G(Γ) are given by

o(pH|e|) = pe1−ε(e)Go(e)[o(e)] ∈ π1(G(Γ))/Go(e),(4.3.15)

t(pH|e|) = pe−ε(e)Gt(e)[t(e)] ∈ π1(G(Γ))/Gt(e),(4.3.16)

and

pH|e|[e] = pH|ē|[ē].(4.3.17)

Note that t and o are well defined by Remark 4.3.14. In fact, suppose that for
p, q ∈ π1(G(Γ)) and e ∈ Γ1 one has that p ∈ qH|e|. Then there exists h ∈ H|e| such that
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p = qh. By Remark 4.3.14 (c), there exists g ∈ Go(e) such that h = e1−ε(e) g eε(e)−1.
Then one has

(4.3.18)

o(pH|e|) = p e1−ε(e) Go(e)[o(e)]

= q h e1−ε(e) Go(e)[o(e)]

= q e1−ε(e) g eε(e)−1 e1−ε(e) Go(e)[o(e)]

= q e1−ε(e) g Go(e)[o(e)]

= q e1−ε(e) r(g)Go(e)[o(e)]
= o(qH|e|).

Moreover, it is easy to see that

pH|e|[e] 6= pH|e|[e](4.3.19)

pH|e|[e] = pH|e|[e],(4.3.20)

and, by (4.3.12)

o(pH|e|[e]) = o(pH|ē|[ē])

= pē1−ε(ē)Go(ē)[o(ē)],(4.3.21)

= pe−ε(e)Gt(e)[t(e)],
= t(pH|e|[e]).

Hence, XG(Γ) is a graph.

Remark 4.3.16. The fundamental groupoid π1(G(Γ)) acts onXG(Γ) by left multiplication
with momentum map

(4.3.22)
ϕ̃ : X0

G → π1(G(Γ))(0)

pGv 7→ r(p)

(see Definition 2.4.16). That is, for p, p′ ∈ π1(G(Γ)), qGv[v] ∈ X0
G(Γ), q

′He[e] ∈ X1
G(Γ)

with s(p) = ϕ̃(qGv) = r(q) and s(p′) = ϕ̃ ◦ o(q′He) = r(q′) one has that

µ0(p, qGv[v]) = pqGv[v],(4.3.23)

µ1(p′, q′H|e|[e]) = p′q′H|e|[e],(4.3.24)

where pq ∈ π1(G(Γ)) is the reduced graph of groupoids word obtained from the con-
catenation of p and q.

Note further that for x ∈ π1(G(Γ))(0) and for all e ∈ T 1 one has that

(4.3.25) o(xH|e|[e]) = xGo(e)[o(e)], t(xH|e|[e]) = xGt(e)[t(e)],

and for all e ∈ Γ1
+ \ T 1 one has that

(4.3.26) o(xH|e|[e]) = xeGo(e)[o(e)], t(xH|e|[e]) = xGt(e)[t(e)].

66



Remark 4.3.17. The Bass-Serre forest XG(Γ) is fibered on π1(G(Γ))(0) via the map ϕ̃

defined in (4.3.22). For each unit x ∈ π1(G(Γ))(0), we denote by xXG(Γ) the subgraph
of XG(Γ) which is fibered on {x}, i.e.,

(4.3.27)
xX0
G(Γ) = ϕ̃−1(x),

xX1
G(Γ) = o−1(ϕ̃−1(x)).

Clearly xXG(Γ) and yXG(Γ) are disconnected for all x 6= y, x, y ∈ π1(G(Γ))(0). Since
each vertex in xXG(Γ) starts with x and each vertex in yXG(Γ) starts with y, i.e., for
pGv ∈ Xx and qGw ∈ Xy one has r(p) = x and r(q) = y, there is no edge connecting
xXG(Γ) and yXG(Γ). In fact, the map ϕ̃ is such that ϕ̃◦o = ϕ̃◦t by definition. Moreover,
xXG(Γ) is a tree (cf. Proposition 4.3.18). It follows that XG(Γ) is a forest, so that the
terminology used in Definition 4.3.15 is justified.

Proposition 4.3.18. xXG(Γ) is a tree for all x ∈ π1(G(Γ))(0).

Proof. Fix x ∈ π1(G(Γ))(0). First we need to prove that xXG(Γ) is a connected graph.
Let Ξ be the smallest subgraph of xXG(Γ) containing {xH|e|[e] | e ∈ Γ1 }. Then Ξ
is connected by (4.3.25). and (4.3.26). Moreover, xXG(Γ) = xπ1(G(Γ))x ∗ Ξ, where
xπ1(G(Γ))x is the isotropy group of π1(G(Γ)) at x, i.e.,

xπ1(G(Γ))x = {p ∈ π1(G(Γ)) | s(p) = x = r(p)}.

By Proposition 2.4.24, it suffices to show that there exists a generating system S ⊆
π1(G(Γ)) such that Ξ∪ a ∗Ξ is connected for all a ∈ xSx. Then one has that the graph

(4.3.28) Ξ ∪ a1 ∗ Ξ ∪ a1a2Ξ ∪ · · · ∪ a1a2 · · · an ∗ Ξ

is connected for all a1, . . . , an ∈ xSx by induction on n. It suffices to prove the claim
for a ∈ xSx. Choosing

(4.3.29) S =

( ⊔
v∈Γ0

Gv

)
t

( ⊔
e∈Γ1

+, y∈G
(0)
o(e)

φe(y)ey

)
.

one verifies the claim for a ∈ xSx. Since Ξ is connected by construction and a ∗ Ξ
is connected because the action of π1(G(Γ)) preserves the distances, it is sufficient to
prove that there exists a vertex lying in both Ξ and a ∗ Ξ, i.e., Ξ0 ∩ a ∗ Ξ0 6= ∅. By
definition, for any a ∈ S there exists a vertex pGv, v ∈ Γ0, such that a ∗ pGv is defined
and a ∗ pGv = pGv. Fix a ∈ xSx, v ∈ Γ0 such that a ∗ xGv = xGv. Then one has that
xGv ∈ Ξ0 ∩ a ∗ Ξ0 6= ∅, which proves that Ξ ∪ a ∗ Ξ is connected. It remains to prove
that xXG(Γ) does not contain non-trivial reduced paths from v to v, v ∈ xX0

G(Γ). Let

(4.3.30) p = (p1H|e1|[e1]) (p2H|e2|[e2]) · · · (pnH|en|[en]), n ≥ 1

be such a path. Put vi = o(ei). In particular, one has vn = o(en) = t(e1). Then one
has

o(pnH|en|[en]) = pne
1−ε(en)
n Gvn [vn] = p1e

−ε(e1)
1 Gvn [v1] = t(p1H|e1|[e1]),

o(p1H|e1|[e1]) = p1e
1−ε(e1)
1 Gv1 [v1] = p2e

−ε(e2)
2 Gv1 [v2] = t(p2H|e2|[e2]),

...

o(pn−1H|en−1|[en−1]) = pn−1e
1−ε(en−1)
n−1 Gvn−1 [vn−1] = pne

−ε(en)
n Gvn−1 [vn] = t(pnH|en|[en]).
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In particular, putting qi = pie
−ε(ei)
i , there exist elements ai ∈ Gvi with r(ai) = φē1(s(qi))

such that

qnenan = q1

q1e1a1 = q2

...
qn−1en−1an−1 = qn.

In particular, one has

s(qn)enan = q−1
n q1

s(q1)e1a1 = q−1
1 q2

...

s(qn−1)en−1an−1 = q−1
n−1qn.

Then one has

(4.3.31) s(q1)e1a1e2a2 · · · enan = s(q1).

Thus, by Lemma 4.3.11, q := s(q1)e1a1e2a2 · · · enan is not reduced. Hence there exists
i ∈ {1, . . . , n− 1} such that ei+1 = ēi and ai ∈ im(αēi) = Hēi , i.e., there exists b ∈ Gei
such that ai = αēi(b) and

(4.3.32) eiaiei+1 = eiαēi(b)ēi = αe(b) ∈ Gt(ei) = Gvi−1

Here we put v0 = vn. Then one has

(4.3.33)

pi+1H|ei+1|[ei+1] = qi+1e
ε(ei+1)
i+1 H|ei|[ēi]

= qieiaiē
ε(ēi)
i H|ei|[ēi]

= pie
1−ε(ei)
i aiē

1−ε(ei)
i H|ei|[ēi]

= pie
1−ε(ei)
i aie

ε(ei)−1
i H|ei|[ēi].

Note that

(4.3.34)

e
1−ε(ei)
i aie

ε(ei)−1
i =

{
eiaie

−1
i if |ei| = ei,

ai if |ei| = ēi

=

{
αei(b) if |ei| = ei,

ai if |ei| = ēi.

Since αei(b) ∈ Hei and ai = αēi(b) ∈ Hēi , one has that e1−ε(ei)
i aie

ε(ei)−1
i ∈ H|ei| by

Remark 4.3.14 (b). Hence one has

(4.3.35) pi+1H|ei+1|[ei+1] = piH|ei|[ēi] = piH|ei|[ei].

Thus, p is not reduced, a contradiction, and this yields the claim.
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4.3.3 The structure theorem

In this subsection we collect all the results of the previous sections. Let G be a groupoid
acting on a forest F without inversion of edges. Then we have seen in Section 4.2 that
one has a desingularization D(G, F ), i.e., a graph of groupoids G(Γ) based on a graph
Γ = T t Υ+ t Υ−, where T ⊆ Γ is a maximal subtree such that G(T ) is a tree of
representatives for the action of G on F and Υ+ and Υ− are as in (4.2.19), and a family
of groupoid elements ge = {ge,x}x∈ϕ(t(im(σe))) for each e ∈ Γ1, such that

(i) Gv = StabG(σv) for v ∈ Γ0;

(ii) Ge = Gē = StabG(σe) for e ∈ Γ1;

(iii) αe : Ge → Gt(e) is given by inclusion for e ∈ T 1 tΥ+;

(iv) αe : Ge → Gt(e) is given by conjugation by ge for e ∈ Υ− (see (4.2.24)).

We put ge = {idx}x∈ϕ(im(σe)) for e ∈ T 1 and ge = g−1
ē for e ∈ Υ+.

So by definition for all e ∈ Γ1
+ one has a commutative diagram

Ge

Go(e) Gt(e)

G G

αē

αe

ige

Proposition 4.3.19. For G, F , D(G, F ) and {ge}e∈Γ1 as above, the assignment

(4.3.36) ψ◦ :
⊔
e∈Γ1

+

x∈G(0)
o(e)

(φe(x), x) t
⊔
v∈Γ0

Gv −→ G

given by

(4.3.37)
ψ◦(g) = g, g ∈ Gv,

ψ◦((φe(x), x)) = ge,x, e ∈ Γ1, x ∈ G(0)
o(e),

defines a groupoid homomorphism

(4.3.38) ψ : π1(G(Γ)) −→ G.

Proof. By definition, ψ◦ satisfies the relation

(4.3.39) ψ◦
(
(φe(x), x)

)
ψ◦
(
(x, φe(x))

)
= idφe(x)

for all e ∈ Γ1, x ∈ G(0)
o(e). Moreover, by definition one has

(4.3.40)

ψ◦
(
(αe(x), αē(x)

)
ψ◦(αē(g))ψ◦

(
(αē(y), αe(y))

)
= ge,αē(x) αē(g) g−1

e,αē(y)

= αe(g)

= ψ◦(αe(g))

for all e ∈ Γ1 and g ∈ Ge with r(g) = x and s(g) = y.
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Corollary 4.3.20. One has that ψ is a strong groupoid homomorphism.

Proof. Suppose that for p, q ∈ π1(G(Γ)) one has that (ψ(p), ψ(q)) ∈ G(2), i.e., s(ψ(p)) =
r(ψ(q)). Since ψ is a homomorphism, one has that ψ(s(p)) = ψ(r(q)). By (4.3.37), one
has that s(p) = r(q), i.e., (p, q) ∈ π1(G(Γ))(2).

Since G(Γ) in the desingularization of the action of G on F is a graph of groupoids,
one has that the fundamental groupoid π1(G(Γ)) of G(Γ) acts on the Bass-Serre forest
XG(Γ) associated to G(Γ) as we have seen is Subsection 4.3.1.

Proposition 4.3.21. Let G(Γ), π1(G(Γ)) and XG(Γ) be as above. Let

(4.3.41) Ψ = (Ψ0,Ψ1) : XG(Γ) −→ F

be the mapping defined by

(4.3.42)
Ψ0(pGv[v]) = µ0

(
ψ(p), σv(ψ(s(p)))

)
,

Ψ1(pH|e|[e]) = µ1
(
ψ(p), σe(ψ(s(p)))

)
,

where σv and σe are the partial section associated to v ∈ Γ0 and e ∈ Γ1, respectively.
Then Ψ is a ψ-equivariant homomorphism of graphs, i.e.,

(4.3.43)
Ψ0(µ0(p, w)) = µ0

(
ψ(p),Ψ0(w)

)
,

Ψ1(µ1(p, f)) = µ1
(
ψ(p),Ψ1(f)

)
for all p ∈ π1(G(Γ)), w ∈ X0

G(Γ) and f ∈ X1
G(Γ).

Proof. We first prove that Ψ is a homomorphism of graphs. Note that for e ∈ Υ− and
pH|e|[e] ∈ X1

G(Γ), one has

t
(
σe(ψ(s(p))

)
= µ0

(
ψ(ge,s(p)), σt(e)(ψ(s(p))

)
,(4.3.44)

o
(
σe(ψ(s(p))

)
= σo(e)

(
ψ(s(p))

)
.(4.3.45)

For e ∈ T 1 tΥ+ and pH|e|[e] ∈ X1
G(Γ), one has

t
(
σe(ψ(s(p))

)
= o
(
σē(ψ(s(p)))

)
= σo(ē)(ψ(s(p))) = σt(e)(ψ(s(p))),

o
(
σe(ψ(s(p))

)
= t
(
σē(ψ(s(p))

)
= µ0

(
ψ(gē,s(p)), σt(ē)(ψ(s(p))

)
= µ0

(
ψ(ge,s(p))

−1, σo(e)(ψ(s(p)))
)
.

Thus with the notation as in (4.3.12), one obtains

σe(x) = σē(x),(4.3.46)

t(σe(x)) = µ0
(
ψ(ge,x)1−ε(e), σt(e)(x)

)
,(4.3.47)

o(σe(x)) = µ0
(
ψ(ge, x)−ε(e), σo(e)(x)

)
,(4.3.48)

for all e ∈ Γ1, x ∈ domσe. This shows that Ψ is a homomorphism of graphs which
commutes with the action of π1(G(Γ)) on XG(Γ).

One has the following structure theorem.

Theorem 4.3.22. With the notation as above, ψ is an isomorphism of groupoids and
Ψ is an isomorphism of graphs.

We need the following lemma for the proof of Theorem 4.3.22.
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Lemma 4.3.23. Let Ψ = (Ψ0,Ψ1) : Λ→ ∆ be a homomorphism of graphs such that

(i) Λ is connected;

(ii) ∆ is a tree;

(iii) for all u ∈ Λ0 the map Ψ1|stΛ(u) : stΛ(u)→ st∆(Ψ0(u)) is injective.

Then Ψ is injective.

Proof. Since Ψ1 is injective by hypothesis, it suffices to show that Ψ0 is injective. Sup-
pose that there exist v, w ∈ Λ0, v 6= w, such that Ψ0(v) = Ψ0(w). Since Λ is connected,
there exists a path p ∈ Pv,w(Λ) from v to w. Since ∆ is a tree, by (iii) one has that
Ψe(p) is a reduced path from Ψ0(v) to Ψ0(v), which is a contradiction. Thus, Ψ0 is
injective.

Remark 4.3.24. We recall that by the construction of the desingularization D(G, F ),
one has that Γ is a fundamental domain for the action of G on F . That is, for any
w ∈ F 0 there exists v ∈ Γ0 such that w is in the saturation of imσv, i.e., there exists
u ∈ imσv ⊆ F 0 such that w is in the orbit of u. Similarly, for any ε ∈ F 1 there exists
e ∈ Γ1 such that ε is in the saturation of imσe, i.e., there exists f ∈ imσe ⊆ F 1 such
that ε is in the orbit of f .

We are now ready to prove the structure theorem.

Proof of Theorem 4.3.22. LetD
(
π1(G(Γ)), XG(Γ)

)
be the desingularization of the action

of π1(G(Γ)) on XG(Γ), given by a graph of groupoids G(∆) based on a graph ∆ and a
maximal subtree Λ ⊆ ∆ such that (G(Λ), ρ) is a tree of representatives of the action of
π1(G(Γ)) on XG(Γ). For v ∈ Γ0, consider the partial section σv associated to v and the
stabilizer

StabG(σv) =
{
g ∈ G | µ0(g, σv(s(g))) = σv(r(g)), s(g), r(g) ∈ dom(σv)

}
.

Fix a unit x ∈ π1(G(Γ))(0) and consider the vertex xGv[v] ∈ X0
G(Γ). Then there exists

w ∈ ∆0 such that xGv[v] is in the saturation of imσw. Consider the stabilizer

Stabπ1(G(Γ))(σw) =
{
p ∈ π1(G(Γ)) | µ0(p, σw(s(p))) = σw(r(p)), s(p), r(p) ∈ dom(σw)

}
.

Then the map

(4.3.49) ψ|Stabπ1(G(Γ))(σw) : Stabπ1(G(Γ))(σw)→ StabG(σv)

is an isomorphism by construction. Then one has that the following diagram of graphs
commutes:

XG(Γ) F

Fpi(Λ) Fpi(T )

Ψ

ρ

Ψ̂

χ

where Fpi(Λ) and Fpi(T ) are the forests of partial isomorphisms induced by G(Λ) and
G(T ), respectively (cf. Remark 4.1.8). In particular, Ψ̂ is an isomorphism of graphs.
Hence one has that

(4.3.50) µ0
(
ψ
(
π1(G(Γ))

)
, imσv

)
= µ0

(
G, imσv

)
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and, by (4.3.49), the groupoid homomorphism ψ : π1(G(Γ)) → G is surjective. Thus,
since

(4.3.51)

F 0 =
⊔
v∈Γ0

µ0(G, imσv),

F 1 =
⊔
e∈Γ1

µ1(G, imσe),

by Remark 4.3.24, one has that Ψ is surjective.
Note that XG(Γ) is fibered on π1(G(Γ)) and each fiber corresponds to a connected

component of XG(Γ), i.e.
XG(Γ) =

⊔
y∈π1(G(Γ))(0)

yXG(Γ),

where yXG(Γ) denotes the fiber of y ∈ π1(G(Γ))(0) (cf. Remark 4.3.17). Similarly, the
forest F is fibered on G(0) and hence one has

F =
⊔

a∈G(0)

aF.

Since Ψ is a ψ-equivariant homomorphism of graphs, one has that Ψ(yXG(Γ)) ⊆ Fψ(y)

for all y ∈ π1(G(Γ))(0). Then for e ∈ stΓ(v) one has canonical bijections⊔
e∈stΓ(v) xGv/im(αē)

stXG(Γ)
(xGv[v]) stF (σv(x))

⊔
e∈stΓ(v) ae

⊔
e∈stΓ(v) be

Ψ1|stXG(Γ)
(xGv [v])

given by

ae(g) = gH|e|[e],(4.3.52)

be(g) = σe(s(g)),(4.3.53)

for g ∈ Gv with r(g) = x. Hence Ψ1|stXG(Γ)
(xGv [v]) is bijective for every xGv[v] ∈ X0

G(Γ).

Thus, for any y ∈ π1(G(Γ))(0) the restriction

(4.3.54) Ψ|yXG(Γ)
: yXG(Γ) → Fψ(y)

is an injective homomorphism of graphs by Lemma 4.3.23. Therefore, Ψ is injective.
Thus, Ψ is an isomorphism of graphs.

It remains to show that ψ is injective. Let N := ker(ψ) = {p ∈ π1(G(Γ)) | ψ(p) ∈
G(0)}. For w ∈ Λ0, let πw = Stabπ1(G(Γ))(σw). One has that N ∩ πw = π

(0)
w by (4.3.49).

On the other hand, for n ∈ N and v ∈ X(0)
G(Γ) such that s(n) = ϕ̃(v) and v is in the

saturation of imσw, one has

(4.3.55) Ψ0
(
µ0(n, v)

)
= µ0

(
ψ(n),Ψ0(v)

)
= Ψ0(v)

since Ψ is a ψ-equivariant homomorphism of graphs. Since Ψ is injective, one has that
µ0(n, v) = v, i.e., n = ϕ̃(v) ∈ N ∩ πw = π

(0)
w . Thus, N = π1(G(Γ))(0) and since ψ is

a strong groupoid homomorphism (see Corollary 4.3.20), it is injective by Proposition
2.3.31. This proves that ψ is an isomorphism of groupoids.
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4.4 Example

Example 15. Let Γ be the graph

vw e

ē

and let G(Γ) be the graph of groupoids

GvGw Ge

where

Gv = {x1, x2, av, a
−1
v }, s(av) = x1, r(av) = x2,

Gw = {y1, y2, aw, a
−1
w }, s(aw) = y1, r(aw) = y2,

and

Ge = Gē = {z1, z2}.

That is, G(Γ) is the graph of groupoids

vw

y1

y2

x1

x2

z1z2

e

ē

aw a−1
w

av a−1
v

The monomorphisms αe : Ge → Gw and αē : Ge → Gv are given by

αe(zi) = yi,

αē(zi) = xi,

for i = 1, 2. Then one has

He = im(αe) = G(0)
w ,

Hē = im(αē) = G(0)
v ,

and trasversals

Te = Gw,
Tē = Gv.

We identify xi with yi for i = 1, 2 via the relation (4.1.2). Then the fundamental
groupoid π1

(
G(Γ)

)
has unit space π1

(
G(Γ)

)(0)
= {u1, u2}, generators

{ av, a−1
v , aw, a

−1
w , y1ex1, y2ex2, x1ēy1, x2ēy2 }
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and defining relations a−1
v av = u1, ava−1

v = u2, a−1
w aw = u1, awa−1

w = u2, together with
relations

x1ēy1 = idu1 , x2ēy2 = idu2 , y1ex1 = idu1 , y2ex2 = idu2 ;(R1)
ex1ē = y1, ex2ē = y2, ēy1e = x1, ēy2e = x2.(R2)

Hence one has

π1(G(Γ)) = {u1, u2,

av, a
−1
v , aw, a

−1
w ,

ava
−1
w , a−1

v aw, awa
−1
v , a−1

w av

ava
−1
w av, a

−1
v awa

−1
v , awa

−1
v aw, a

−1
w ava

−1
w

· · · }.

That is, the morphisms of π1(G(Γ)) are the finite words given by the alternation of
composable red and blue arrows where no two successive arrows of the same color
occur, as shown in the subsequent diagram:

u1 u2

av

a−1
v

aw

a−1
w

The Bass-Serre forest XG(Γ) is defined as follows:

X0
G(Γ) = { pGv[v] | p ∈ π1(G(Γ)) } t { pGw[w] | p ∈ π1(G(Γ)) },

X1
G(Γ) = { pH|e|[e] | p ∈ π1(G(Γ)) },

where pGv = {pg | g ∈ Gv, s(p) = r(g)} (see Definition 4.3.15). Then XG(Γ) is a bipartite
graph, since the vertices of XG(Γ) are naturally partitioned into two disjoint sets and
each edge has initial vertex in one of these sets and terminal vertex in the other set.
The Bass-Serre forest XG(Γ) is the union of the graphs uXG(Γ), for u ∈ π1(G)(0), i.e.,

XG(Γ) = u1XG(Γ) t u2XG(Γ) :

u1Gv[v] u1Gw[w]

a−1
v Gw[w] a−1

w Gv[v]

u2Gv[v] u2Gw[w]

avGw[w] awGv[v]
...

...
...

...

u1He[e]

a−1
v He[e] a−1

w He[e]

u2He[e]

avHe[e] awHe[e]

The fundamental groupoid π1(G(Γ)) acts on XG(Γ) by left multiplication with mo-
mentum map ϕ : X0

G(Γ) → π1(G)(0) given by ϕ(qGv) = r(q). Hence one has that
XG(Γ) = ϕ−1(u1) t ϕ−1(u2). There are two orbits of the action of π1(G(Γ)) on X0

G(Γ):
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one is given by the collection of the red vertices and the other is given by the collection
of the blue vertices, i.e.,

X0
G(Γ) = µ0

(
π1(G(Γ)), u1Gv

)
t µ0

(
π1(G(Γ)), u1Gw

)
.

We enumerate the fibers of u1 and u2 (see the proof of Theorem 4.2.14), i.e., we enu-
merate the vertices of u1XG(Γ) and u2XG(Γ) as follows:

1 2

4 3

1 2

4 3
...

...
...

...

Such enumeration gives two partial sections of vertices σ1, σ2 : π1(G(Γ))(0) → X0
G(Γ) and

a partial section of edges σe : π1(G(Γ))(0) → X1
G(Γ) defined by

σ1(ui) = uiGv[v],

σ2(ui) = uiGw[w],

σe(ui) = uiHe[e],

for i = 1, 2. Hence, we have a tree of representatives G(T ) based on the segment tree
T =

(
{v1, v2}, {e, ē}

)
as follows

T

G(T )

v1v2 e

ē

G1G2 Ge

where G1 = Stabπ1(G(Γ))(σ1), G2 = Stabπ1(G(Γ))(σ2), and Ge = Stabπ1(G(Γ))(σe). In
particular, G(T ) is a desingularization of the action of π1(G(Γ)) on XG(Γ).
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Chapter 5

A groupoid C∗-algebraic Bass-Serre
theorem

In Chapter 4 we have constructed a fundamental groupoid π1(G(Γ)) associated to a
graph of groupoids G(Γ) which generalizes the notion of the fundamental group of a
graph of groups. That is, if we consider the vertex and edge groupoids of G(Γ) to be
groups, then π1(G(Γ)) coincides with the fundamental group of the graph of groups
π1(G(Γ)) as described in [35].

In [19] the author defines the fundamental groupoid F(G(Γ)) of a graph of groups
G(Γ) as follows. The unit space of F(G(Γ)) is the vertex set Γ0, the generating set is
the same as for the fundamental group π1(G(Γ)) as defined in Definition 2.2.20, i.e., it
is given by the edge set Γ1 together with the elements of the vertex groups Gv, v ∈ Γ0.
For e ∈ Γ1, the source and range map coincide with the origin and terminus map; for
g ∈ Gv, v ∈ Γ0, the source and range map are given by s(g) = r(g) = v. The defining
relations are given by the relations in the vertex groups together with the relation
eαē(g)ē = αe(g) for each g ∈ Ge, e ∈ Γ1. This relation implies that eē = 1r(e), and
hence e and ē are inverse elements in the sense of groupoids. The groupoid approach
is used in [19] to simplify calculations when establishing a normal form for elements of
the fundamental group.

In this chapter to a graph of groupoids we associate a groupoid, and we call it
univeral fundamental groupoid, which generalizes the fundamental groupoid of a graph
of groups, and then we associate to it an action groupoid.

5.1 The universal fundamental groupoid of a graph of groupoids

Standing Assumption. From now on, G(Γ) will denote a locally-finite nonsingular
graph of groupoids such that Gv is a discrete groupoid for every v ∈ Γ0 and αe(Ge) is a
wide subgroupoid of Gt(e) for each e ∈ Γ1.

Definition 5.1.1. The universal fundamental groupoid of the graph of groupoids G(Γ)
is the groupoid Π1(G(Γ)) defined as follows (see [17, §3] for presentation of groupoids).
It is generated by the set

(5.1.1)

( ⊔
v∈Γ0

Gv × {v}

)
t

( ⊔
e∈Γ1

G(0)
t(e) × {e}

)
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with unit space

(5.1.2) Π1(G(Γ))(0) =
⊔
v∈Γ0

G(0)
v × {v}

and range and source maps defined by

r
(
(x, e)

)
= (x, t(e)) and r

(
(g, v)

)
= (r(g), v),(5.1.3)

s
(
(x, e)

)
= (φē(x), o(e)) and s

(
(g, v)

)
= (s(g), v),(5.1.4)

for all x ∈ G(0)
t(e), e ∈ Γ1 and for all g ∈ Gv, v ∈ Γ0. Multiplication in Π1(G(Γ)) is defined

by concatenation. Moreover, groupoid elements are subject to relations

(g1, v) · (g2, v) = (g1g2, v)(R) (
r(αē(g)), ē

)
·
(
αe(g), t(e)

)
·
(
s(αe(g)), e

)
=
(
αē(g), o(e)

)
(R2’)

for all g1, g2 ∈ Gv, v ∈ Γ0 and g ∈ Ge, e ∈ Γ1. Note that

(5.1.5) (φē(x), ē) · (x, e) = (φē(x), ē) · (x, t(e)) · (x, e) = (φē(x), o(e))

by (R2’), that is, (x, e)−1 = (φē(x), ē), and that (g, v)−1 = (g−1, v) by (R).

Remark 5.1.2. Unlike the unit space of the fundamental groupoid π1(G(Γ)), where we
identify some units of different vertex groupoids via the relation (4.1.2), we consider
here all the units in the disjoint union of the vertex groupoids.

As we have done in Chapter 4, we now define graph of groupoids Π1-words, a forest
YG(Γ) on which Π1(G(Γ)) acts without inversion of edges, and then we define the action
groupoid Π1(G(Γ)) n YG(Γ).

Definition 5.1.3. We call a graph of groupoids Π1-word a sequence

w = (g1, t(e1)) (s(g1), e1) (g2, t(e2)) (s(g2), e2) · · · (gn, t(en)) (s(gn), en) (gn+1, o(en)),

where

• ei ∈ Γ1 for all i = 1, . . . , n;

• o(ei) = t(ei+1) for all i = 1, . . . , n− 1;

• gi ∈ Gt(ei) for all i = 1, . . . , n and gn+1 ∈ Go(en);

• for all i = 1, . . . , n one has φēi
(
s(gi)

)
= r(gi+1).

Notation 5.1.4. We denote a graph of groupoids Π1-word w = (g1, t(e1)) (s(g1), e1) · · ·
(gn, t(en))(s(gn), en) (gn+1, o(en)) by w = g1e1 · · · gnengn+1, since it is clear that the
concatenation giei is possible if and only if gi ∈ Gt(ei).

For all e ∈ Γ1 we choose a left transversal Te of αe(Ge) in Gt(e) containing the identity
elements of Gt(e), i.e., for all g ∈ Gt(e) there exist τ = τ(g, e) ∈ Te and h = h(g, e) ∈ Ge
such that g = ταe(h).

Definition 5.1.5. A graph of groupoids Π1-word w = g1e1g2e2 · · · gnengn+1 is said to
be reduced if it satisfies

(i) gi ∈ Tei for all i = 1, . . . , n and gn+1 ∈ Go(en);
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(ii) if ei−1 = ēi for some 2 ≤ i ≤ n, then gi is not a unit of Gt(ei).

Again, one has that each element of Π1(G(Γ)) is represented uniquely by a reduced
graph of groupoids Π1-word. We omit the proof of this statement, since it is identical
to the one of Theorem 4.3.9.

Since we work with two different groupoids associated to a graph of groupoids
G(Γ), i.e., the fundamental groupoid π1(G(Γ)) and the universal fundamental groupoid
Π1(G(Γ)), we establish a connection between them.
Remark 5.1.6. The fundamental groupoid π1(G(Γ)) has the same generators as Π1(G(Γ)).
In fact, for a generator (x, e) ∈ Π1(G(Γ)), where e ∈ Γ1, x ∈ G(0)

t(e), one has that

r((x, e)) = (x, t(e)) and s((x, e)) = (φē(x), o(e)). Put φē(x) = y ∈ G(0)
o(e). Then, (x, e)

may be seen as an arrow from y to x. On the other hand, one has that (x, y) =

(φe(y), y) ∈ π1(G(Γ)). That is, for x ∈ G(0)
t(e), e ∈ Γ1, (x, φē(x)) is a generator of

π1(G(Γ)). Hence, one obtains the fundamental groupoid π1(G(Γ)) by adding the rela-
tions ∼ (see (4.1.2)) and (R1) (see (R1)) to Π1(G(Γ)).

Furthermore, note that one may associate to a graph of groupoids G(Γ) a more
general groupoid, i.e., the groupoid generated by the same generators as Π1(G(Γ)) (see
(5.1.1)), and no relations.

As we have done in Chapter 4, we define a forest, which we call the universal forest,
on which the universal fundamental groupoid acts.

Definition 5.1.7. The universal forest YG(Γ) of the graph of groupoids G(Γ) is the
graph defined by

Y 0
G(Γ) =

⊔
v∈Γ0

Π1(G(Γ))/Gv[v],(5.1.6)

Y 1
G(Γ) =

⊔
e∈Γ1

Π1(G(Γ))/H|e|[e].(5.1.7)

The maps o, t : Y 1
G(Γ) → Y 0

G(Γ) and ¯: Y 1
G(Γ) → Y 1

G(Γ) are given by

o(pH|e|) = pe1−ε(e)Go(e)[o(e)] ∈ Π1(G(Γ))/Go(e),(5.1.8)

t(pH|e|) = pe−ε(e)Gt(e)[t(e)] ∈ Π1(G(Γ))/Gt(e),(5.1.9)

pH|e|[e] = pH|ē|[ē],(5.1.10)

where ε : Γ1 → {0, 1} is the map defined in (4.3.12).

Remark 5.1.8. Note that the maps t and o are well defined and YG(Γ) is a graph (cf.
Definition 4.3.15). The universal fundamental groupoid Π1(G(Γ)) acts on YG(Γ) by left
multiplication with momentum map

(5.1.11)
ϕ : Y 0

G → Π1(G(Γ))(0)

pGv 7→ r(p).

That is, for p, p′ ∈ Π1(G(Γ)), qGv[v] ∈ Y 0
G(Γ), q

′He[e] ∈ Y 1
G(Γ) with s(p) = ϕ(qGv) = r(q)

and s(p′) = ϕ ◦ o(q′He) = r(q′) one has that

µ0(p, qGv[v]) = pqGv[v],(5.1.12)

µ1(p′, q′H|e|[e]) = p′q′H|e|[e],(5.1.13)
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where pq ∈ Π1(G(Γ)) is the reduced graph of groupoids Π1-word obtained from the
concatenation of p and q. Moreover, YG(Γ) is fibered on Π1(G(Γ))(0) via the map ϕ and
one has that

Y
(0)
G(Γ) =

⊔
x∈Π1(G(Γ))(0)

xYG(Γ),

where xYG(Γ) = ϕ−1(x) (see 4.3.17). In particular, YG(Γ) is a forest (see 4.3.18).

5.2 The boundary of the universal forest

Let X = (X0, X1) be a locally finite, nonsingular tree, i.e., each vertex has finite valence
bigger than 1, and choose a base vertex x ∈ X0.

For n ≥ 0 we write xXn for the set of reduced paths of length n with terminus x.
Since X is locally finite, the set xXn is finite for each n. We denote by xX∗ the set of
all finite reduced paths in X with range x, that is,

(5.2.1) xX∗ =
⋃
n∈N

xXn.

Definition 5.2.1. The boundary (from x) x∂X of the tree X is the set of infinite
reduced paths with range x, that is

(5.2.2) x∂X = { e1e2 · · · | t(e1) = x, ei ∈ X1, o(ei) = t(ei+1), i ∈ N }.

Definition 5.2.2. For a finite reduced path µ ∈ xX∗, we define the cylinder set Z(µ)
to be the elements of x∂X that extend µ, that is

(5.2.3) Z(µ) = {ω ∈ x∂X | ω = µω′, ω′ ∈ o(µ)∂X}.

Since X is nonsingular, the set Z(µ) is nonempty for all such µ. The collection {Z(µ) |
µ ∈ xX∗} is a base for a totally disconnected compact Hausdorff topology on x∂X,
coinciding with the topology described in Section 2.2.2.

We now consider the universal forest YG(Γ) for a locally finite, nonsingular graph of
groupoids G(Γ). Let Π1(G(Γ)) be the universal fundamental groupoid of G(Γ). Then

(5.2.4) YG(Γ) =
⊔

x∈π1(G)(0)

xYG(Γ)

by Remark 2.4.17. Thus, we define the boundary ∂YG(Γ) of the universal forest YG(Γ) as
the union of the boundaries of its subtrees xYG(Γ), that is

(5.2.5) ∂YG(Γ) =
⊔

x∈Π1(G)(0)

x∂YG(Γ).

Then ∂YG(Γ) is a totally disconnected compact Hausdorff space. We can then identify
the boundary ∂YG(Γ) with the set of infinite reduced graph of groupoids Π1-words, which
is the set of all infinite sequences g1e1g2e2 . . . such that each initial finite subsequence
of the form g1e1 · · · gnen is a reduced graph of groupoids Π1-word, i.e., an element of
Π1(G(Γ)). The range map r extends to infinite reduced words in the obvious way:

(5.2.6) r(g1e1g2e2 . . . ) := r(g1).
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There is an induced action of Π1(G(Γ)) on the boundary ∂YG(Γ). Let p ∈ Π1(G(Γ))
and let ξ ∈ ∂YG(Γ) and suppose that s(p) = r(ξ). The infinite word consisting of the
concatenation of the reduced Π1-word p with the reduced infinite Π1-word ξ will not in
general be reduced. However, by possibly infinitely many applications of the relations
in the vertex groupoids and relations (R2’), this concatenation can be transformed into
an infinite reduced graph of groupoids Π1-word ξ′. This procedure of concatenation
and then reduction taking ξ to ξ′ defines an action of the groupoid Π1(G(Γ)) on the
set ∂YG(Γ). The image of a cylinder set Z(µ) under this action is a union of cylin-
der sets, and so the fundamental groupoid Π1(G(Γ)) acts on the boundary ∂YG(Γ) by
homeomorphisms.

5.3 The action groupoid Π1(G(Γ)) n ∂YG(Γ)

We have seen in Remark 2.4.5 that the action of a topological groupoid G on a locally
compact space X defines naturally a groupoid GnX, called the action groupoid. Thus,
given a graph of groupoids G(Γ), we consider the action groupoid

Π1(G(Γ)) n ∂YG(Γ)

defined by the action of the fundamental groupoid Π1(G(Γ)) on the boundary ∂YG(Γ) of
the universal forest YG(Γ). We want to make Π1(G(Γ)) n ∂YG(Γ) into a locally compact
étale groupoid. Much of this section is inspired by [24]. The idea is to use the sets{

{µ} × Z(ν) | µ, ν ∈ Π1(G(Γ)), s(µ) = r(ν)
}

as a basis for a topology on Π1(G(Γ)) n ∂YG(Γ).
Since YG(Γ) is a forest, two cylinder sets Z(ν) and Z(ζ) in YG(Γ) only intersect if

either ν is a subword of ζ, and in that case Z(ζ) ⊆ Z(ν), or ζ is a subword of ν, in
which case Z(ν) ⊆ Z(ζ). Thus, the following lemma is straightforward.

Lemma 5.3.1. For µ, ν, γ, ζ ∈ Π1(G(Γ)) with s(µ) = r(ν) and s(γ) = r(ζ), one has

{µ} × Z(ν) ∩ {γ} × Z(ζ) =


{µ} × Z(ν) if µ = γ, ν = ζν ′ for ν ′ ∈ Π1(G(Γ)),

{γ} × Z(ζ) if µ = γ, ζ = νζ ′ for ζ ′ ∈ Π1(G(Γ)),

∅ otherwise.

Proposition 5.3.2. Let G(Γ) be a locally finite nonsingular graph of groupoids. Then
the sets {

{µ} × Z(ν) | µ, ν ∈ Π1(G(Γ)), s(µ) = r(ν)
}
.

form a basis for a locally compact Hausdorff topology on Π1(G(Γ)) n ∂YG(Γ). Moreover,
with this topology Π1(G(Γ)) n ∂YG(Γ) is an ample groupoid in which each {µ} ×Z(ν) is
a compact open set.

Proof. By Lemma 5.3.1, each finite intersection of {µ}×Z(ν)’s is another set of the type
{µ} × Z(ν), and hence the sets {µ} × Z(ν) form a basis for a topology on Π1(G(Γ)) n
∂YG(Γ). Moreover, we now prove that it is a Hausdorff topology. Let (µ, ξ), (µ′, ξ′) ∈
Π1(G(Γ)) n ∂YG(Γ), (µ, ξ) 6= (µ′, ξ′). If µ 6= µ′, then it suffices to choose ν and ν ′ in
Π1(G(Γ)) such that ξ = νη, ξ′ = ν ′η′ for η, η′ ∈ ∂YG(Γ) to have {µ} × Z(ν) ∩ {µ′} ×
Z(ν ′) = ∅, (µ, ξ) ∈ {µ} × Z(ν) and (µ′, ξ′) ∈ {µ′} × Z(ν ′). If µ = µ′, then it must be
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ξ 6= ξ′. Suppose that ξ = g1e1g2e2 · · · and ξ′ = g′1e
′
1g
′
2e
′
2 · · · . Then there exists n ∈ N

such that
gn+1en+1gn+2en+2 · · · 6= g′n+1e

′
n+1g

′
n+2e

′
n+2 · · · .

Thus, by putting ζ = g1e1g2e2 · · · gn+1en+1 and ζ ′ = g′1e
′
1g
′
2e
′
2 · · · g′n+1e

′
n+1 we have that

{µ} × Z(ζ) ∩ {µ′} × Z(ζ ′) = ∅,

(µ, ξ) ∈ {µ}×Z(ζ) and (µ′, ξ′) ∈ {µ′}×Z(ζ ′). Furthermore, inversion and product are
continuous, since (

{µ} × Z(ν)
)−1

= {µ−1} × Z(µν)

and

_ ·_−1
(
{µ} × Z(ν)

)
=
⋃
γζ=µ

(
{γ} × Z(ζν)

)
×
(
{ζ} × Z(ν)

)
.

Next note that the range map r is a homeomorphism from {µ}×Z(ν) to {r(µ)}×Z(µν)
and the source map s is a homeomorphism from {µ} × Z(ν) to {s(µ)} × Z(ν). Thus,
each {µ}×Z(ν) is an open bisection. Finally, since the Z(ν)’s form a basis of compact
open sets of ∂YG(Γ), one has that Π1(G(Γ)) n ∂YG(Γ) is Hausdorff ample.

5.4 The graph of groupoids C∗-algebra

In this section we build the groupoid analogous of the graph of groups C∗-algebra
defined in [8, §3]. We begin with the definition of a unitary representation of a discrete
groupoid, then we give the definition of a G-family and define the graph of groupoid
C∗-algebra C∗(G).

Definition 5.4.1. Let G be a discrete groupoid. A function U : G → B(H) is a unitary
representation of G if

(i) for x ∈ G(0), Ux is the orthogonal projection on a closed subspace of H;
(ii) for all g ∈ G, Ug is a partial isometry with initial projection Us(g) and final

projection Ur(g), that is, U∗gUg = Us(g) and UgU∗g = Ur(g);

(iii) for g, h ∈ G, one has

(5.4.1) UgUh =

{
Ugh if s(g) = r(h)

0 otherwise.

The multiplication formula (5.4.1) applies when g and h are units, and then says
that the projections Ux, for x ∈ G(0), are mutually orthogonal.

Definition 5.4.2. For each e ∈ Γ1, choose a left transversal Te of αe(Ge) in Gt(e)
containing the identity elements of Gt(e). A (G, T )-family is a collection of partial
isometries Se for each e ∈ Γ1 and unitary representations U·,v of Gv for each v ∈ Γ0

satisfying the relations:

(G1) Ux,vUy,w = 0 for all v 6= w, x ∈ G(0)
v , y ∈ G(0)

w ;
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(G2) Uαe(g),t(e)Se = SeUαē(g),o(e) for each e ∈ Γ1 and g ∈ Ge;
(G3) ∑

x∈G(0)
o(e)

Ux,o(e) = S∗eSe + SēS
∗
ē

for each e ∈ Γ1;

(G4)
S∗eSe =

∑
t(f)=o(e), h∈Tf
hf 6=xē, x∈G(0)

o(e)

Uh,o(e)SfS
∗
fU
∗
h,o(e)

for each e ∈ Γ1.

Remark 5.4.3. Relation (G4) is independent of the choice of transversals. Given a
second choice of transversals { T ′e | e ∈ Γ1 }, edges e, f ∈ Γ1 with t(f) = o(e), and
h′ ∈ T ′f , we write h′ = hαf (g) for some h ∈ Tf and g ∈ Gf . Then (G2) gives

Uh′,o(e)SfS
∗
fU
∗
h′,o(e) = Uh,o(e)Uαf (g),o(e) Sf S

∗
f U
∗
αf (g),o(e) U

∗
h,o(e)(5.4.2)

= Uh,o(e) Sf Uαf̄ (g),o(f) U
∗
αf̄ (g),o(f) S

∗
f U
∗
h,o(e)

= Uh,o(e) Sf S
∗
f U
∗
h,o(e).

Given Remark 5.4.3, from now on we call a family of partial isometries and partial
unitaries as in Definition 5.4.2 a G-family. We can now define the graph of groupoids
C∗-algebra.

Definition 5.4.4. Let G(Γ) be a locally finite nonsingular graph of groupoids as above.
The graph of groupoids algebra C∗(G) is the universal C∗-algebra generated by a G-
family (cf. [26, Proposition 4.1] for the existence and uniqueness of C∗(G)), in the sense
that C∗(G) is generated by a G-family {u·,v, se | v ∈ Γ0, e ∈ Γ1 } such that if B is a
C∗-algebra, and if {U·,v, Se | v ∈ Γ0, e ∈ Γ1 } is a G-family in B, there is a unique
∗-homomorphism from C∗(G) to B such that u·,v 7→ U·,v and se 7→ Se.

Remark 5.4.5. We build a concrete G-family using regular representations of the trans-
formation groupoid Π1(G(Γ)) n ∂YG(Γ). Let ξ = g1e1g2e2 · · · ∈ ∂YG(Γ). Put Hξ =
`2
(

Π1(G(Γ))ξ
)
, where Π1(G(Γ))ξ = {pξ | p ∈ Π1(G(Γ)), s(p) = r(ξ)}. For γ ∈ Π1(G),

let δγξ be the point mass function. For e ∈ Γ1, let φe : Hē → He be the map defined by

(5.4.3) φe(h) = αe
(
α−1
ē (h)

)
.

Since αe is a monomorphism and Ge is a wide subgroupoid of Gt(e) for all e ∈ Γ1, we
have that φe is an isomorphism of groupoids for all e ∈ Γ1. We define a G-family in
B(Hξ) by

Seδγξ =

{
δφe(r(γ))eγξ if r(γ) ∈ Go(e), γξ ∈ ∂YG(Γ) \ Z(r(γ)ē),

0 otherwise.
(5.4.4)

Ug,vδγξ =

{
δgγξ if r(γ) = s(g),

0 otherwise.
(5.4.5)

for each e ∈ Γ1, v ∈ Γ0, γ ∈ Π1(G(γ)) and g ∈ Gv.
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We verify that this is indeed a G-family. First, it is easy to see that (G1) follows
from the above formula for Ug,v. Next note that

(5.4.6) S∗eδγξ =

{
δξ′ if γξ = φe(r(ξ

′))eξ′ for some ξ′ ∈ ∂YG(Γ) \ Z
(
r(ξ′) ē

)
,

0 otherwise.

It follows that SeS∗e is the projection onto span{ δγξ | γξ ∈ Z(xe), x ∈ G(0)
t(e) }. Observe

that Ux,v is the projection onto span{ δγξ | r(γ) = x }, and hence
∑

x∈G(0)
v
Ux,v is the

projection onto span{ δγξ | r(γ) ∈ G(0)
v }. It follows that

S∗eSe =
∑

x∈G(0)
o(e)

Ux,o(e) − SēS∗ē .

Therefore, (G3) holds.
Next we note that for g ∈ Ge, Uαe(g),t(e)Seδγξ 6= 0 if and only if s(αe(g)) = φe(r(γ))

and γξ ∈ ∂YG(Γ) \ Z(r(γ)ē). In this case, we have

Uαe(g),t(e)Seδγξ = δαe(g)eγξ = δr(αe(g))eαē(g)γξ.

We also note that Uαē(g),o(e)δγξ = δαē(g)γξ if and only if r(γ) = s(αē(g)). If moreover
αē(g)γξ ∈ ∂YG(Γ) \ Z

(
r(αē(g))ē

)
, we have

(5.4.7) SeUαē(g),o(e)δγξ = Seδαē(g)γξ = δr(αe(g))eαē(g)γξ.

Lemma 5.4.6. Let e ∈ Γ1, g ∈ Ge, γ ∈ Π1(G) such that r(γ) = s(αē(g)) and ξ ∈ ∂YG(Γ).
Then αē(g)γξ ∈ Z

(
r(αē(g))ē

)
if and only if γξ ∈ Z

(
r(γ)ē

)
.

Proof. Let γ = g1e1 . . . gnengn+1. Then r(γ) = r(g1). Suppose that αē(g)γξ ∈ Z
(
r(αē(g))ē

)
.

Then there exists ξ′ ∈ ∂X such that

(5.4.8) αē(g)g1e1 . . . gnengn+1ξ = r(αē(g))ēξ′.

This implies that e1 = ē and αē(g)g1 = r(αē(g)), i.e., αē(g)g1 must be a unit. Then
either g1 = αē(g)−1 or g1 is a unit. Since γ is reduced, one has that g1 ∈ Tē and hence
g1 6= αē(g)−1. This implies that g1 is a unit, i.e. g1 = r(g1) and hence γξ ∈ Z

(
r(g1)ē

)
.

Viceversa, suppose that γξ ∈ Z(r(g1)ē). Then there exists ξ′ ∈ ∂YG(Γ) such that
γξ = r(g1)ēξ′. Thus, one has

αē(g)γξ = αē(g)r(g1)ēξ′ = αē(g)ēξ′ = r(αē(g))ēαe(g)ξ′.

That is, αē(g)γξ ∈ Z
(
r(αē(g))ē

)
.

By Lemma 5.4.6, one has that SeUαē(g),o(e)δγξ = 0 if and only if Uαe(g),t(e)Seδγξ = 0,
and if non zero, they are equal. Hence (G2) holds.

Finally, one has that
(
Uh,t(f)Sf

)(
Uh,t(f)Sf

)∗ is the projection onto span{ δγξ | γξ ∈
Z(hf) } by the same argument as above. This observation together with (G3) yield to
(G4).

There are some important consequences of the relations (G1)-(G4) in Definition
5.4.2.

Lemma 5.4.7. Let G(Γ) be a graph of groupoids and let {U·,v, Se | v ∈ Γ0, e ∈ Γ1 } be
a G-family. For e ∈ Γ1 one has
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(i) SeSē = SēSe = 0;

(ii)
∑

x∈G(0)
t(e)

Ux,t(e) Se =
∑

y∈G(0)
o(e)

Se Uy,o(e) = Se;

(iii) SeSf = 0 for f ∈ Γ1 with t(f) 6= o(e);

(iv) Ug1,v1SeUg2,v2 = 0 for v1 6= t(e) or v2 6= o(e).

Proof. Since Se and Sē are partial isometries and since S∗eSe and SēS∗ē are orthogonal
projections, one has

SeSē = (SeS
∗
eSe)(SēS

∗
ēSē) = Se(S

∗
eSeSēS

∗
ē )Sē = 0;(5.4.9)

SēSe = (SēS
∗
ēSē)(SeS

∗
eSe) = Sē(S

∗
ēSēSeS

∗
e )Se = 0.(5.4.10)

This proves (i). It follows that∑
x∈G(0)

o(ē)

Ux,o(ē) Se = (S∗ēSē + SeS
∗
e )Se = S∗ēSēSe + SeS

∗
eSe = Se;(5.4.11)

∑
y∈G(0)

o(e)

Se Uy,o(e) = Se(S
∗
eSe + SēS

∗
ē ) = SeS

∗
eSe + SeSēS

∗
ē = Se,(5.4.12)

which proves (ii). Moreover, one has that

(5.4.13) SeSf =
( ∑
y∈G(0)

o(e)

SeUy,o(e)

)( ∑
x∈G(0)

t(f)

Ux,t(f)Sf

)
= 0

by (ii) and relation (G1), which proves (iii). Finally, (iv) follows by the same argument
used to prove (iii).

Lemma 5.4.8. Let e, f ∈ Γ1 and put v = t(f). Then for g ∈ Tf one has

(i) S∗eUg,vSf =

{
S∗eSeUy,o(e) if gf = xe, x ∈ G(0)

t(e), y = φē(x),

0 otherwise.

(ii) S∗eSeUg,vSf =

{
Ug,vSf if v = o(e), gf 6= yē and y ∈ G(0)

o(e),

0 otherwise.

Proof. If gf = xe for some x ∈ G(0)
t(e), then one has

(5.4.14) S∗eUg,vSf = S∗eUx,t(e)Se = S∗eSeuy,o(e)

by (G2), where y = φē(x). If t(f) 6= t(e), then one has

(5.4.15) S∗eUg,vSf = S∗e

( ∑
x∈G(0)

t(e)

ux,t(e)

)
Ug,vSf = 0

by Lemma 5.4.7 (ii). If t(f) = t(e) and gf 6= xe, x ∈ G(0)
t(e), one has

(5.4.16)

S∗eUg,vSf = (S∗eSeS
∗
e )Ug,v(SfS

∗
fSf )

= S∗e

(
SeS

∗
eUg,vSf (S∗fU

∗
g,v)Ug,vSf

)
= S∗e

(
SeS

∗
eUg,vSf (Ug,vSf )∗

)
Ug,vSf

= 0,
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since Ug,vSf (Ug,vSf )∗ is a subprojection of S∗ēSē by (G4) and since SeS∗e and S∗ēSē are
orthogonal by (G3). Thus, (i) is proved.
It remains to prove (ii). If o(e) 6= v, then S∗eSeUg,vSf = 0 by Lemma 5.4.7 (iv). If
gf = yē for some y ∈ G(0)

o(e), y = φē(x), then one has

(5.4.17) S∗eSeUg,vSf = S∗eSeUy,o(e)Sē = S∗eSeSēUx,t(e) = 0,

since Sesē = 0. Finally, if o(e) = v and gf 6= yē, y ∈ G(0)
o(e), then one has

(5.4.18)
S∗eSeUg,vSf = S∗eSeUg,vSf (Ug,vSf )∗Ug,vSf

= Ug,vSf (Ug,vSf )∗Ug,vSf

= Ug,vSf ,

since Ug,vSf is a partial isometry and Ug,vSf (Ug,vSf )∗ is a subprojection of S∗eSe. This
proves (ii).

Notation 5.4.9. For v ∈ Γ0 and µ = g1e1 · · · gnen ∈ π1(G(Γ)), we put

pv =
∑
x∈G(0)

v

Ux,v;(a)

sµ = Ug1,t(e1)Se1Ug2,t(e2)Se2 · · ·Ugn,t(en)Sen ;(b)

o(µ) = o(en), t(µ) = t(e1),(c)
s(µ) = φēn(s(gn)), r(µ) = r(g1).(d)

Lemma 5.4.10. Let e ∈ Γ1. Then one has

SeS
∗
e =

∑
x∈G(0)

t(e)

SxeS
∗
xe.

Proof. By (G2) one has that Ux,t(e)Se = SeUφē(x),o(e). Then∑
x∈G(0)

t(e)

SxeS
∗
xe =

∑
x∈G(0)

t(e)

Ux,t(e) Se S
∗
eU
∗
x,t(e)

=
∑

x∈G(0)
t(e)

Se Uφē(x),o(e) U
∗
φē(x),o(e) S

∗
e

= Se

( ∑
y∈G(0)

o(e)

Uy,o(e)U
∗
y,o(e)

)
S∗e

= Se

( ∑
y∈G(0)

o(e)

Uy,o(e)

)
S∗e

= Se po(e) S
∗
e

= SeS
∗
e .

Lemma 5.4.11. Let v ∈ Γ0 Then for any k ≥ 1 one has that

pv =
∑

α∈π1(G(Γ)),
t(α)=v, |α|=k

SαS
∗
α.
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Proof. We prove it by induction on k.
Let k = 1. Then the right-hand side of the equation in the statement becomes

(5.4.19)
∑

α∈π1(G(Γ)),
t(α)=v, |α|=1

SαS
∗
α =

∑
f∈Γ1,t(f)=v,

h∈Tf

ShfS
∗
hf .

On the other hand, for e ∈ Γ1 such that o(e) = v, one has that

pv = S∗eSe + SēS
∗
ē

=
( ∑
f∈Γ1, t(f)=v,
h∈Tf , hf 6=xē

ShfS
∗
hf

)
+ SēS

∗
ē

=
( ∑
f∈Γ1, t(f)=v,
h∈Tf , hf 6=xē

ShfS
∗
hf

)
+
∑
x∈G(0)

v

SxēS
∗
xē

=
∑

f∈Γ1,t(f)=v,
h∈Tf

ShfS
∗
hf ,

where we have used (G3) for the first equality, (G4) for the second one and Lemma
5.4.10 for the third one.

Suppose the thesis is true for k = n, n > 1, and consider k = n+ 1. Then∑
α∈π1(G(Γ)),

t(α)=v, |α|=n+1

SαS
∗
α =

∑
β∈π1(G(Γ)),
t(β)=v, |β|=n

∑
β′∈π1(G(Γ)),

r(β′)=s(β), |β′|=1

Sββ′S
∗
ββ′

=
∑

β∈π1(G(Γ)),
t(β)=v, |β|=n

∑
β′∈π1(G(Γ)),

r(β′)=s(β), |β′|=1

SβSβ′S
∗
β′S
∗
β

=
∑

β∈π1(G(Γ)),
t(β)=v, |β|=n

Sβ

( ∑
β′∈π1(G(Γ)),

r(β′)=s(β), |β′|=1

Sβ′S
∗
β′

)
S∗β

=
∑

β∈π1(G(Γ)),
t(β)=v, |β|=n

Sβ ps(β) S
∗
β

=
∑

β∈π1(G(Γ)),
t(β)=v, |β|=n

Sβ S
∗
β

= pv,

where the last equality is given by the induction hypothesis.

5.5 A groupoid C∗-algebraic Bass-Serre theorem

The action of the universal fundamental groupoid Π1(G(Γ)) of a graph of groupoids
G(Γ) on the boundary ∂YG(Γ) of the universal forest YG(Γ) induces a groupoid, the ac-
tion groupoid, to which is associated the C∗-algebra C∗(Π1(G(Γ)) n ∂YG(Γ)). In this
section we prove our main theorem, which shows that the graph of groupoids C∗-algebra
C∗(G) is isomorphic to the action groupoid C∗-algebra C∗(Π1(G(Γ)) n ∂YG(Γ)).
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Notation 5.5.1. (a) From here on we denote the graph of groupoid words x eφē(x)

by xe and g e φē(s(g)) by ge, where e ∈ Γ1, x ∈ G(0)
t(e) and g ∈ Gt(e).

(b) Note that multiplication and inversion in C∗(Π1(G(Γ))n∂YG(Γ)) are defined as in
2.5.1. For S, T ∈ C∗(Π1(G(Γ)) n ∂YG(Γ)), we wil denote the convolution S ∗ T by
S T .

Proposition 5.5.2. Let G(Γ) be a locally finite nonsingular graph of groupoids. For
each v ∈ Γ0, g ∈ Gv, e ∈ Γ1 define

Ug,v = χ{g}×Z(s(g)),(5.5.1)

Se = χZe(5.5.2)

where

(5.5.3) Ze =
⊔

x∈G(0)
t(e)

{xe} × Ξxe,

and

(5.5.4) Ξxe = Z
(
φē(x)

)
\ Z
(
φē(x)ē

)
.

Then the collection {U·,v, Se | v ∈ Γ0, e ∈ Γ1 } is a G-family in C∗
(
Π1(G(Γ)) n ∂YG(Γ)

)
.

Proof. Firstly, we prove that U·,v is a unitary representation of Gv for each v ∈ Γ0. Let
v ∈ Γ0 and g ∈ Gv. For (γ, ξ) ∈ Π1(G(Γ)) n ∂YG we have

(Ug,v U
∗
g,v)(γ, ξ) =

∑
γ1,γ2∈Π1(G(Γ)),

γ1γ2=γ

Ug,v(γ1, γ2ξ) · U∗g,v(γ2, ξ)

=
∑

γ1,γ2∈Π1(G(Γ)),
γ1γ2=γ

Ug,v(γ1, γ2ξ) · Ug,v((γ2, ξ)−1)

=
∑

γ1,γ2∈Π1(G(Γ)),
γ1γ2=γ

Ug,v(γ1, γ2ξ) · Ug,v((γ−1
2 , γ2ξ))

=
∑

γ1,γ2∈Π1(G(Γ)),
γ1γ2=γ

χ{g}×Z(s(g))(γ1, γ2ξ) · χ{g}×Z(s(g))(γ
−1
2 , γ2ξ),

and χ{g}×Z(s(g))(γ1, γ2ξ) · χ{g}×Z(s(g))(γ
−1
2 , γ2ξ) 6= 0 if and only if γ1 = g, γ−1

2 = g and
γ2ξ ∈ Z(s(g)), i.e., if and only if γ = gg−1 = r(g) and ξ ∈ Z(r(g)). Hence, we have

(5.5.5) (Ug,v U
∗
g,v)(γ, ξ) = χ{r(g)}×Z(r(g)) = Ur(g),v(γ, ξ).

Moreover, we have

(5.5.6)

(U∗g,v Ug,v)(γ, ξ) =
∑

γ1,γ2∈Π1(G(Γ)),
γ1γ2=γ

U∗g,v(γ1, γ2ξ) · Ug,v(γ2, ξ)

=
∑

γ1,γ2∈Π1(G(Γ)),
γ1γ2=γ

Ug,v((γ1, γ2ξ)−1) · Ug,v(γ2, ξ)

=
∑

γ1,γ2∈Π1(G(Γ)),
γ1γ2=γ

Ug,v(γ
−1
1 , γ1γ2ξ) · Ug,v(γ2, ξ),
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and Ug,v(γ−1, γ1γ2ξ) · Ug,v(γ2, ξ) 6= 0 if and only if γ−1
1 = g, γ2 = g, γξ ∈ Z(s(g)) and

ξ ∈ Z(s(g)), i.e., if and only if γ = g−1g = s(g) and ξ ∈ Z(s(g)). Hence, we have

(5.5.7) (U∗g,v Ug,v)(γ, ξ) = χ{s(g)}×Z(s(g)) = Us(g),v(γ, ξ).

Thus, Ug,v U∗g,v = Ur(g),v and U∗g,v Ug,v = Us(g),v.
Finally, for g, h ∈ Gv, s(g) = r(h), we have

(5.5.8) (Ug,v Uh,v)(γ, ξ) =
∑

γ1,γ2∈Π1(G(Γ)),
γ1γ2=γ

Ug,v(γ1, γ2ξ) · Uh,v(γ2, ξ)

and Ug,v(γ1, γ2ξ) · Uh,v(γ2, ξ) 6= 0 if and only if γ1 = g, γ2ξ ∈ Z(s(g)) γ2 = h and
ξ ∈ Z(s(h)), i.e., if and only if γ = gh and ξ ∈ Z(s(h)) = Z(s(gh)). Hence, we have

(5.5.9) (Ug,v Uh,v)(γ, ξ) = χ{gh}×Z(s(h)) = Ugh,v(γ, ξ).

Thus, Ug,v Uh,v = Ugh,v. Hence, U·,v is a unitary representation of Gv.
Then, we prove that Se is a partial isometry for all e ∈ Γ1. Let (γ, ξ) ∈ Π1(G(Γ)) n

∂YG(Γ). Note that

(5.5.10) S∗e ((γ, ξ)) = Se((γ, ξ)−1) = χZe((γ, ξ)
−1) = Se((γ, ξ)

−1).

Thus, one has

(5.5.11)

(S∗e Se)(γ, ξ) =
∑

γ1,γ2∈Π1(G(Γ)),
γ1γ2=γ

S∗e (γ1, γ2ξ) · Se(γ2, ξ)

=
∑

γ1,γ2∈Π1(G(Γ)),
γ1γ2=γ

Se(γ
−1
1 , γ1γ2ξ) · Se(γ2, ξ)

Note that Se(γ−1
1 , γ1γ2ξ) · Se(γ2, ξ) 6= 0 if and only if γ−1

1 = xe for some x ∈ G(0)
t(e),

γ2 = ye for some y ∈ G(0)
t(e), γξ ∈ Ξxe and ξ ∈ Ξye. That is, Se(γ−1

1 , γ1γ2ξ) ·Se(γ2, ξ) 6= 0

if and only if γ1 = φē(x)ē, x = y, γ = γ1γ2 = φē(x) and ξ ∈ Ξxe. Thus, one has

(5.5.12) (S∗e Se)(γ, ξ) =

1 if (γ, ξ) ∈
⊔
x∈G(0)

t(e)

{φē(x)} × Ξxe,

0 otherwise.

Hence one has

(5.5.13) (Se S
∗
e Se)(γ, ξ) =

∑
γ1,γ2∈Π1(G(Γ)),

γ1γ2=γ

Se(γ1, γ2ξ) · (S∗e Se)(γ2, ξ).

Note that Se(γ1, γ2ξ) · (S∗e Se)(γ2, ξ) 6= 0 if and only if γ1 = xe for some x ∈ G(0)
t(e), γ2ξ ∈

Ξxe, γ2 = φē(y) for some y ∈ G(0)
t(e) and ξ ∈ Ξye. That is, Se(γ1, γ2ξ) · (S∗e Se)(γ2, ξ) 6= 0

if and only if x = y, γ = γ1γ2 = xe for some x ∈ G(0)
t(e) and ξ ∈ Ξxe. Hence, one has

(Se S
∗
e Se)(γ, ξ) =

1 if (γ, ξ) ∈
⊔
x∈G(0)

t(e)

{xe} × Ξxe

0 otherwise
(5.5.14)

= Se(γ, ξ),
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which proves that Se is a partial isometry.
Finally, we prove that the family {U·,v, Se | v ∈ Γ0, e ∈ Γ1 } satisfies (G1)-(G4) in

Definition 5.4.2.
Let x ∈ Gv, y ∈ Gw, v, w ∈ Γ0 with v 6= w. For (γ, ξ) ∈ Π1(G(Γ)) n ∂YG(Γ), we have

(5.5.15) (Ux,v Uy,w)(γ, ξ) =
∑

γ1,γ2∈Π1(G(Γ)),
γ1γ2=γ

Ux,v(γ1, γ2ξ) · Uy,w(γ2, ξ)

In order to have Ux,v(γ1, γ2ξ)·Uy,w(γ2, ξ) 6= 0 it must be γ1 = x and γ2 = y, with γ1γ2 =
γ. Since x ∈ Gv and y ∈ Gw, they are not composable. It follows that (Ux,v Uy,w)(γ, ξ) =
0. This proves (G1).

Let e ∈ Γ1, g ∈ Ge and (γ, ξ) ∈ Π1(G(Γ)) n ∂YG(Γ). Then one has

(5.5.16) (Uαe(g),t(e) Se)(γ, ξ) =
∑

γ1,γ2∈Π1(G(Γ)),
γ1γ2=γ

Uαe(g),t(e)(γ1, γ2ξ) · Se(γ2, ξ).

Note that Uαe(g),t(e)(γ1, γ2ξ) ·Se(γ2, ξ) 6= 0 if and only if γ1 = αe(g), γ2ξ ∈ Z(s(αe(g))),
γ2 = xe for some x ∈ G(0)

t(e) and ξ ∈ Ξxe, i.e., if and only if γ1 = αe(g), γ2 = αe(s(g)) e
and ξ ∈ Ξαe(s(g))e. Hence one has

(5.5.17) (Uαe(g),t(e) Se)(γ, ξ) =

{
1 if (γ, ξ) ∈ {αe(g) e} × Ξαe(s(g))e,

0 otherwise.

Similarly, one has

(5.5.18) (Se Uαē(g),o(e))(γ, ξ) =
∑

γ1,γ2∈π1(G),
γ1γ2=γ

Se(γ1, γ2ξ) · Uαē(g),o(e)(γ2, ξ).

Note that Se(γ1, γ2ξ) · Uαē(g),o(e)(γ2, ξ) 6= 0 if and only if γ1 = xe for some x ∈ G(0)
t(e),

γ2ξ ∈ Ξxe, γ2 = αē(g) and ξ ∈ Z
(
s(αē(g))

)
, that is, if and only if γ1 = αe(r(g)) e,

γ2 = αē(g) and ξ ∈ Ξαe(s(g)) e. Hence one has that Se(γ1, γ2ξ) · Uαē(g),o(e)(γ2, ξ) 6= 0 if
and only if γ = αe(r(g)) e αē(g) = αe(g) e αē(s(g)) and ξ ∈ Ξαe(s(g)) e.
Thus, one has

(Se Uαē(g),o(e))(γ, ξ) =

{
1 if (γ, ξ) ∈ {αe(g) e} × Ξαe(s(g)) e,

0 otherwise.
(5.5.19)

= (Uαe(g),t(e) Se)(γ, ξ).

Thus, (G2) is proved.
It remains to prove (G3) and (G4). For e ∈ Γ1, note that

(5.5.20)
∑

x∈G(0)
o(e)

Ux,o(e) =
∑

x∈G(0)
o(e)

χ{x}×Z(x) = χZx ,

where

(5.5.21) Zx :=
⊔

x∈G(0)
o(e)

{x} × Z(x).
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For (γ, ξ) ∈ Π1(G(Γ)) n ∂YG(Γ), one has

(5.5.22)
∑

x∈G(0)
o(e)

Ux,o(e)(γ, ξ) =

{
1 if (γ, ξ) ∈ Zx
0 otherwise.

We also note that

(Se S
∗
e )(γ, ξ) =

∑
γ1,γ2∈Π1(G(Γ)),

γ1γ2=γ

Se(γ1, γ2ξ) · S∗e (γ2, ξ)(5.5.23)

=
∑

γ1,γ2∈Π1(G(Γ)),
γ1γ2=γ

Se(γ1, γ2ξ) · Se(γ−1
2 , γ2ξ).

Note that Se(γ1, γ2ξ) · Se(γ−1
2 , γ2ξ) 6= 0 if and only if γ1 = xe for some x ∈ G(0)

t(e),

γ−1
2 = ye for some y ∈ G(0)

t(e), i.e., γ2 = φē(y)ē for some y ∈ G(0)
t(e), γ2ξ ∈ Ξxe ∩ Ξye, that

is, if and only if x = y, γ = xeφē(x)ē = x and ξ ∈ Z(xe) for some x ∈ G(0)
t(e). Thus, one

has

(5.5.24) (Se S
∗
e )(γ, ξ) =

1 if (γ, ξ) ∈
⊔
x∈G(0)

t(e)

{x} × Z(xe),

0 otherwise.

In particular,

(5.5.25) (Sē S
∗
ē )(γ, ξ) =

1 if (γ, ξ) ∈
⊔
x∈G(0)

o(e)

{x} × Z(xē),

0 otherwise.
.

Then (G3) follows by the combination of (5.5.22), (5.5.12) and (5.5.25).
Finally, we prove (G4). Let f ∈ Γ1 and h ∈ Tf . We put

(5.5.26) Shf := Uh,t(f) Sf .

and prove that

(5.5.27) S∗e Se =
∑

t(f)=o(e), h∈Tf
hf 6=xē, x∈G(0)

o(e)

Shf S
∗
hf .

Let (γ, ξ) ∈ Π1(G(Γ)) n ∂YG(Γ).
Step 1. One has

(5.5.28) Shf (γ, ξ) =
∑

γ1,γ2∈Π1(G(Γ)),
γ1γ2=γ

Uh,t(f)(γ1, γ2ξ) · Sf (γ2, ξ).

Note that Uh,t(f)(γ1, γ2ξ) · Sf (γ2, ξ) 6= 0 if and only if γ1 = h, γ2ξ ∈ Z(s(h)), γ2 = xf

for some x ∈ G(0)
t(f) and ξ ∈ Ξxf ; that is, if and only if x = s(h), γ = γ1γ2 = hf and

ξ ∈ Ξs(h)f . Thus, one has

Shf (γ, ξ) = χ{hf}×Ξs(h)f
(5.5.29)

=

{
1 if (γ, ξ) ∈ {hf} × Ξs(h)f ,

0 otherwise.
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Step 2. One has

(5.5.30)

S∗hf = (S∗f U
∗
h,t(f))(γ, ξ)

=
∑

γ1,γ2∈π1(G(Γ)),
γ1γ2=γ

S∗f (γ1, γ2ξ) · U∗h,t(f)(γ2, ξ)

=
∑

γ1,γ2∈Π1(G(Γ)),
γ1γ2=γ

Sf (γ−1
1 , γ1γ2ξ) · Uh,t(f)(γ

−1
2 , γ2ξ).

Note that Sf (γ−1
1 , γ1γ2ξ) · Uh,t(f)(γ

−1
2 , γ2ξ) 6= 0 if and only if γ−1

1 = xf for some x ∈
G(0)
t(f), γ1γ2ξ ∈ Ξxf , γ−1

2 = h and γ2ξ ∈ Z(s(h)). That is, if and only if x = s(h),
γ1 = φf̄ (s(h))f̄ s(h), γξ ∈ Ξs(h)f , γ2 = h−1 and ξ ∈ Z(r(h)). Thus, Sf (γ−1

1 , γ1γ2ξ) ·
Uh,t(f)(γ

−1
2 , γ2ξ) 6= 0 if and only if γ = φf̄ (s(h))f̄h−1 and ξ ∈ Z(hf).

Thus, one has

(5.5.31)

S∗hf (γ, ξ) = χ{φf̄ (s(h)) f̄ h−1}×Z(hf)

=

{
1 if (γ, ξ) ∈ {φf̄ (s(h)) f̄ h−1} × Z(hf)

0 otherwise.

Step 3. One has

(5.5.32) (Shf S
∗
hf )(γ, ξ) =

∑
γ1,γ2∈Π1(G(Γ)),

γ1γ2=γ

Shf (γ1, γ2ξ) · S∗hf (γ2, ξ).

Note that Shf (γ1, γ2ξ) · S∗hf (γ2, ξ) 6= 0 if and only if γ1 = hf , γ2ξ ∈ Z(τ l) for some
(τ, l) ∈ Ξs(h), γ2 = φf̄ (s(h)) f̄ h−1, ξ ∈ Z(hf). That is, Shf (γ1, γ2ξ) · S∗hf (γ2, ξ) 6= 0 if
and only if γ = γ1γ2 = r(h) and ξ ∈ Z(hf).
Thus, one has

(5.5.33) (Shf S
∗
hf )(γ, ξ) =

{
1 if (γ, ξ) ∈ {r(h)} × Z(hf)

0 otherwise.

Step 4. Finally, one has that

(5.5.34) S∗e Se =
∑

t(f)=o(e), h∈Tf
hf 6=xē, x∈G(0)

o(e)

Shf S
∗
hf

by combining (5.5.12) and (5.5.33).
We conclude that the collection {U·,v, Se | v ∈ Γ0, e ∈ Γ1 } satisfies (G1)-(G4) in

Definition 5.4.2 and hence it is a G-family in C∗
(
Π1(G(Γ)) n ∂YG(Γ)

)
.

The main purpose of this section is to prove the following theorem.

Theorem 5.5.3. Let G(Γ) be a locally finite nonsingular graph of groupoids. Then there
is an isomorphism

Φ: C∗(G) −→ C∗
(
Π1(G(Γ)) n ∂YG(Γ)

)
(5.5.35)
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satisfying

u·,v 7−→ U·,v(5.5.36)
se 7−→ Se(5.5.37)

for all v ∈ Γ0, e ∈ Γ1.

By Proposition 5.5.2 one has that {U·,v, Se | v ∈ Γ0, e ∈ Γ1 } is a G-family in
C∗
(
Π1(G(Γ)) n ∂YG(Γ)

)
. Thus, using the universal property of C∗(G) one has that

there exists a unique ∗-homomorphism Φ: C∗(G)→ C∗
(
Π1(G(Γ)) n ∂YG(Γ)

)
satisfying

conditions (5.5.36) and (5.5.37). We need to prove that such Φ is an isomorphism.

Notation 5.5.4. For µ = g1e1 · · · gnengn+1 ∈ Π1(G(Γ)), we put

Sµ = Ug1,t(e1) Se1 Ug2,t(e2) Se2 · · · Ugn,t(en) Sen Ugn+1,o(en).

Each Sµ is a partial isometry, because for each i ∈ {2, . . . , n}, the final projection of
Ugi,t(ei) Sei is a subprojection of the initial projection of Ugi−1,t(ei−1) Sei−1 by (G4).

The following lemma allows us to pull partial unitary representations of a vertex
group along finite paths whose range or source is that vertex in a similar way to how
(G2) works on an edge.

Lemma 5.5.5. Let µ = g1e1g2 · · · gnengn+1 and let a ∈ Gt(e1) such that s(a) = r(g1).
Then there exist a unique b ∈ Go(en) and µ′ = g′1e1g

′
2 · · · g′neng′n+1 such that

(5.5.38) ua,t(e1) sµ = sµ′ ub,o(en).

Proof. If n = 1, i.e., µ = g1e1g2, then one has

(5.5.39) ua,t(e1) sµ = ua,t(e1)ug1,t(e1)se1ug2,o(e1) = uag1,t(e1)se1ug2,o(e1).

Since ag1 ∈ Gt(e1), there exist a unique g′1 ∈ Te1 and h1 ∈ αe1(Ge1) such that ag1 = g′1h1.
Put h′1 = φē1(h1). Then using (G2) and (5.5.39) one has

(5.5.40) ua,t(e1) sµ = ug′1h1,t(e1)se1ug2,o(e1) = ug′1,t(e1)se1uh′1g2,o(e1).

If n > 1, then repeating this process we get the desired b and µ′.

Lemma 5.5.6. For µ, ν ∈ Π1(G(Γ)), one has

(5.5.41) s∗µsν =


s∗µ′ if µ = νµ′,

sν′ if ν = µν ′,

u∗gn+1,o(en)s
∗
ensenugn+1,o(en) if ν = µ,

0 otherwise .

Proof. Let µ = g1e1 · · · gnengn+1 and ν = g′1e
′
1 · · · g′me′mg′m+1. Then one has

(5.5.42)
s∗µsν =

(
ug1,t(e1)se1 · · · senugn+1,o(en)

)∗
ug′1,t(e′1)se′1 · · · se′mug′m+1,o(e

′
m)

= u∗gn+1,o(en)s
∗
en · · · s

∗
e1u
∗
g1,t(e1)ug′1,t(e′1)se′1 · · · se′mug′m+1,o(e

′
m).

Note that u∗g1,t(e1)ug′1,t(e′1) 6= 0 if and only if t(e′1) = t(e1) and r(g1) = r(g′1). In that
case, we put g−1

1 g′1 = γ ∈ Gt(e1) so that

(5.5.43) u∗g1,t(e1) ug′1,t(e′1) = ug−1
1 ,t(e1) ug′1,t(e′1) = uγ,t(e1).
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Hence, we have

(5.5.44) s∗µsν = u∗gn+1,o(en)s
∗
en · · · s

∗
e1uγ,t(e1)se′1ug′2,t(e′2) · · · se′mug′m+1,o(e

′
m).

By Lemma 5.4.8 (i), we have that s∗e1uγ,t(e1)se′1 6= 0 if and only if γe′1 = xe1 for some

x ∈ G(0)
t(e1), i.e., if g1 = g′1. In that case, one has s∗e1ux,t(e1)se1 = s∗e1se1uy,o(e1), where

y = φē1(x). Moreover, uy,o(e1)ug′2,t(e′2) 6= 0 if and only if o(e1) = t(e′2) and y = r(g′2). In
that case one has uy,o(e1)ug′2,t(e′2) = ug′2,t(e′2). Then one has

(5.5.45) s∗µsν = u∗gn+1,o(en)s
∗
en · · · s

∗
e1se1ug′2,t(e′2)se′2 · · · se′mug′m+1,o(e

′
m).

By Lemma 5.4.8 (ii), we have that s∗e1se1ug′2,t(e′2)se′2 6= 0 if and only if o(e1) = t(e′2) and

g′2e
′
2 6= yē1, y ∈ G(0)

o(e). In that case, one has that s∗e1se1ug′2,t(e′2)se′2 = ug′2,t(e′2)se′2 . Hence
one has

(5.5.46) s∗µsν = u∗gn+1,o(en)s
∗
en · · ·u

∗
g2,t(e2)ug′2,t(e′2)se′2 · · · se′mug′m+1,o(e

′
m).

This string has the same form as the one in (5.5.42), and so again we are forced to have
t(e′2) = t(e2) and r(g2) = r(g′2) for this string to be non-zero. Assuming that n < m
and repeating this process n − 1 times, µ will be forced to be a subpath of ν in order
to get a non-zero string. In this case, we write ν = µν ′, where ν ′ ∈ Π1(G(Γ)) is the
extension of µ, and get

(5.5.47) s∗µsν = s∗µsµsν′ = sν′ .

If m < n and µ = νµ′, with a similar argument we obtain

(5.5.48) s∗µsν = s∗µ′s
∗
νsν = s∗µ′ .

If µ = ν, then one has

s∗µsµ = u∗gn+1,o(en)s
∗
en · · ·u

∗
g2,t(e2)s

∗
e1u
∗
g1,t(e1)ug1,t(e1)se1ug2,t(e2) · · · senugn+1,o(en)

= u∗gn+1,o(en)s
∗
en · · ·u

∗
g2,t(e2)s

∗
e1us(g1),t(e1)se1ug2,t(e2) · · · senugn+1,o(en)

= u∗gn+1,o(en)s
∗
en · · ·u

∗
g2,t(e2)s

∗
e1se1ug2,t(e2)se2 · · · senugn+1,o(en)

= u∗gn+1,o(en)s
∗
en · · · s

∗
e2u
∗
g2,t(e2)ug2,t(e2)se2 · · · senugn+1,o(en)

= u∗gn+1,o(en)s
∗
en · · ·u

∗
g3,t(e3)s

∗
e2se2ug3,t(e3) · · · senugn+1,o(en)

...
= u∗gn+1,o(en)s

∗
ensenugn+1,o(en).

Proposition 5.5.7. Let {u, s} be a G-family in a C∗-algebra A and let T be a transversal
for G(Γ). We put

C∗({u, s}) := C∗
(
{ se, ug,t(e) | e ∈ Γ1, g ∈ Te }

)
.

and

B = span
{
sµ ug,v s

∗
ν | µ, ν ∈ Π1(G(Γ)), g ∈ Gv,

o(µ) = v = o(ν), s(µ) = r(g), s(g) = s(ν)
}
.

Then one has

(5.5.49) C∗({u, s}) = B.
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Proof. Clearly, sµug,vs∗ν ∈ C∗({u, s}) for each µ, ν, g and v satisfing the conditions
in (5.5.49). Since B is in particular a closed subspace of C∗({u, s}) it follows that
B ⊆ C∗({u, s}). For the reverse inclusion, we first observe that

ug,v = ur(g),v ug,v u
∗
s(g),v(5.5.50)

and

se =
∑

x∈G(0)
o(e)

seux,o(e) =
∑

x∈G(0)
o(e)

uφe(x),t(e)seu
∗
x,o(e),(5.5.51)

where the second equality is given by Lemma 5.4.7(ii). Hence, it suffices to show that
B is a C∗-algebra. Since A is a C∗-algebra, for any subset Y of A which is closed
under multiplication and involution we have C∗(Y ) = span(Y ), it suffices to show that
B is closed under multiplication and involution. Clearly, B is closed under involution.
It remains to prove that it is closed under multiplication. Let η, µ, ν, ζ ∈ Π1(G(Γ)),
µ = g1e1 · · · gnengn+1, ν = g′1e

′
1 · · · g′me′mg′m+1 satisfying

(5.5.52) o(η) = o(µ), o(ν) = o(ζ).

Let a ∈ Go(µ), b ∈ Go(ν) and suppose that ν = µν ′. Then one has

(5.5.53) sη ua,o(µ) s
∗
µ sν ub,o(ν) s

∗
ζ = sη ua,t(ν′) sν′ ub,o(ν) s

∗
ζ

by Lemma 5.5.6. Moreover, by Lemma 5.5.5 one has that ua,t(ν′) sν′ = sν′′ uc,o(ν) for
some c ∈ Go(ν) and ν ′′ = c1e

′
1 · · · cme′mcm+1. Then one has

(5.5.54)
sη ua,o(en) s

∗
µ sν ub,o(ν) s

∗
ζ = sη sν′′ uc,o(ν) ub,o(ν) s

∗
ζ

= sην′′ ucb,o(ν) s
∗
ζ .

Since cb ∈ Go(ν) = Go(e′m), there exist d ∈ Te′m and h ∈ im(αē′m) such that cb = dh.
Thus, one has ucb,o(ν) s

∗
ζ = ud,o(ν)uh,o(ν) s

∗
ζ . Since uh,o(ν) = u∗h−1,o(ν) and o(ζ) = o(ν) by

hypothesis, one has that uh,o(ν) s
∗
ζ = u∗h−1,o(ζ)s

∗
ζ = (sζuh−1,o(ζ))

∗ = s∗ζ′ . Thus one has

(5.5.55) sη ua,o(en) s
∗
µ sν ub,o(ν) s

∗
ζ = sην′′ ud,o(ν) s

∗
ζ′ ,

which is in B. The argument is almost identical if µ = νµ′.
Finally, suppose that ν = µ. Then one has

(5.5.56) sη ua,o(µ) s
∗
µ sν ub,o(ν) s

∗
ζ = sη ua,o(µ)u

∗
gn+1,o(µ)s

∗
ensenugn+1,o(µ)ub,o(µ) s

∗
ζ

by Lemma 5.5.6. Since u∗gn+1,o(µ) = ug−1
n+1,o(µ), one has that (5.5.56) is non-zero if and

only if s(a) = s(gn+1) = r(b). In this case, we put c = ag−1
n+1 and d = gn+1b. Then one

has

sη ua,o(µ) s
∗
µ sν ub,o(ν) s

∗
ζ = sη uc,o(µ)s

∗
ensenud,o(µ) s

∗
ζ

= sη uc,o(µ)

( ∑
x∈Go(en)

ux,o(en) − sēns∗ēn
)
ud,o(µ) s

∗
ζ

=
∑

x∈Go(en)

sη uc,o(µ) ux,o(en) ud,o(µ) s
∗
ζ − sη uc,o(µ) sēns

∗
ēn ud,o(µ) s

∗
ζ

= sη ucd,o(en) s
∗
ζ − sηuc,o(µ) sēnuφen (s(c)),t(en) s

∗
ēn u

∗
d−1,o(µ) s

∗
ζ

= sη uh,o(en) s
∗
ζ − sη′uy,t(en)s

∗
ζ′ ,
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where we put h = cd, y = φen(s(c)), η′ = η c ēny and ζ ′ = ζd−1ēny. Again, we can pull
uh,o(µ) = uh,o(en) through s∗ζ to get sη uh,o(en) s

∗
ζ = sη uh′,o(en) s

∗
ζ′′ ∈ B, with h′ ∈ Tēn .

Similarly, we can get sη′uy,t(en)s
∗
ζ′ = sη′uy′,t(en)s

∗
ζ′′′ ∈ B. Hence, B is closed under

multiplication and so C∗({u, s}) = B.

The following calculations will be useful for our purpose.

Lemma 5.5.8. For {µ} × Z(ν), {α} × Z(β) ∈ Π1(G(Γ)) n ∂YG(Γ), one has

χ{µ}×Z(ν) · χ{α}×Z(β) = χ{µα}×α−1Z(ν)∩Z(β).

Proof. For (γ, ξ) ∈ Π1(G(Γ)) n ∂YG(Γ) one has

χ{µ}×Z(ν) · χ{α}×Z(β)(γ, ξ) =
∑

γ1,γ2∈Π1(G),
γ=γ1γ2

χ{µ}×Z(ν)(γ1, γ2ξ) · χ{α}×Z(β)(γ2, ξ).

Note that χ{µ}×Z(ν)(γ1, γ2ξ)·χ{α}×Z(β)(γ2, ξ) 6= 0 if and only if γ1 = µ, γ2ξ ∈ Z(ν), γ2 =
α and ξ ∈ Z(β), i.e., if and only if γ = µα, s(µ) = r(α), and ξ ∈ α−1Z(ν) ∩ Z(β).

Lemma 5.5.9. For µ = g1e1g2e2 . . . gnen ∈ Π1(G(Γ)), one has

(5.5.57) Sµ = χ{µ}×Ξs(gn)en
.

Proof. Let g ∈ Gv, v ∈ Γ0, and let e ∈ Γ1 such that t(e) = v. Then for (γ, ξ) ∈
Π1(G(Γ)) o ∂YG one has

(5.5.58) Ug,v Se (γ, ξ) =
∑

γ1,γ2∈Π1(G),
γ1γ2=γ

Ug,v(γ1, γ2ξ) · Se(γ2, ξ).

Note that Ug,v(γ1, γ2ξ) · Se(γ2, ξ) 6= 0 if and only if γ1 = g, γ2ξ ∈ Z(s(g)), γ2 = s(g)e
and ξ ∈ Ξs(g)e. That is, Ug,v(γ1, γ2ξ) ·Se(γ2, ξ) 6= 0 if and only if γ = ge and ξ ∈ Ξs(g)e.
Thus, one has

(5.5.59) Ug,v Se = χ{ge}×Ξs(g)e .

Moreover, for (γ, ξ) ∈ Π1(G(Γ)) o ∂YG(Γ) one has

Ug1,t(e1)Se1Ug2,t(e2)Se2 (γ, ξ) = (Ug1,t(e1) Se1) · (Ug2,t(e2) Se2) (γ, ξ)

=
∑

γ1,γ2∈Π1(G(Γ)),
γ1γ2=γ

χ{g1e1}×Ξs(g1)e1
(γ1, γ2ξ) · χ{g2e2}×Ξs(g2)e2

(γ2, ξ).

Note that χ{g1e1}×Ξs(g1)e1
(γ1, γ2ξ) · χ{g2e2}×Ξs(g2)e2

(γ2, ξ) 6= 0 if and only if γ1 = g1e1,
γ2ξ ∈ Ξs(g1)e1 , γ2 = g2e2 and ξ ∈ Ξs(g2)e2 , i.e., if and only if γ = g1e1g2e2 and ξ ∈
Ξs(g2)e2 . Thus, one has

(5.5.60) Ug1,t(e1)Se1Ug2,t(e2)Se2 = χ{g1e1g2e2}×Ξs(g2)e2
.

By iterating this argument, one proves the statement.

Lemma 5.5.10. For µ = g1e1g2e2 . . . gnen ∈ Π1(G(Γ)), one has

(5.5.61) SµS
∗
µ = χ{r(µ)}×Z(µ).
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Proof. For (γ, ξ) ∈ Π1(G(Γ)) o ∂YG(Γ) one has

SµS
∗
µ(γ, ξ) =

∑
γ1,γ2∈Π1(G(Γ)),

γ1γ2=γ

Sµ(γ1, γ2ξ) · S∗µ(γ2, ξ)

=
∑

γ1,γ2∈Π1(G(Γ)),
γ1γ2=γ

Sµ(γ1, γ2ξ) · Sµ(γ−1
2 , γ2ξ)

Note that Sµ(γ1, γ2ξ) · Sµ(γ−1
2 , γ2ξ) 6= 0 if and only if γ1 = µ, γ2ξ ∈ Ξs(gn)en , γ2 = µ−1

and γ2ξ ∈ Ξs(gn)en . That is, Sµ(γ1, γ2ξ) · Sµ(γ−1
2 , γ2ξ) 6= 0 if and only if γ = µµ−1 and

ξ ∈ µΞs(gn)en , i.e., if and only if γ = r(µ) and ξ ∈ Z(µ). Hence one has

(5.5.62) SµS
∗
µ(γ, ξ) = χ{r(µ)}×Z(µ)(γ, ξ),

which proves the statement.

Lemma 5.5.11. For µ = g1e1 . . . gnen, ν = h1f1 . . . hmfm ∈ Π1(G(Γ)) such that
o(en) = o(fm) = v, and g ∈ Gv with s(g) = φf̄m(s(hm)) and r(g) = φēn(s(gn)), one has

(5.5.63) Sµ Ug,v S
∗
ν = χ{µgν−1}×νg−1Ξs(gn)en

.

Proof. Let (γ, ξ) ∈ Π1(G(Γ)) o ∂YG(Γ). Then one has

(5.5.64) SµUg,v(γ, ξ) =
∑

γ1,γ2∈Π1(G(Γ)),
γ1γ2=γ

χ{µ}×Ξs(gn)en
(γ1, γ2ξ) · χ{g}×Z(s(g))(γ2, ξ).

Note that χ{µ}×Ξs(gn)en
(γ1, γ2ξ) · χ{g}×Z(s(g))(γ2, ξ) 6= 0 if and only if γ1 = µ, γ2 = g,

γ2ξ ∈ Ξs(gn)en and ξ ∈ Z(s(g)). That is, χ{µ}×Ξs(gn)en
(γ1, γ2ξ) · χ{g}×Z(s(g))(γ2, ξ) 6= 0

if and only if γ = µg and ξ ∈ g−1Ξs(gn)en . Thus one has

(5.5.65) SµUg,v = χ{µg}×g−1Ξs(gn)en
.

Hence one has

SµUg,vS
∗
ν(γ, ξ) =

∑
γ1,γ2∈Π1(G(Γ)),

γ1γ2=γ

χ{µg}×g−1Ξs(gn)en
(γ1, γ2ξ) · χ{ν}×Ξs(hm)fm

(γ−1
2 , γ2ξ).

Note that χ{µg}×g−1Ξs(gn)en
(γ1, γ2ξ) ·χ{ν}×Ξs(hm)fm

(γ−1
2 , γ2ξ) 6= 0 if and only if γ1 = µg,

γ2ξ ∈ g−1Ξs(gn)en , γ
−
2 1 = ν, γ2ξ ∈ Ξs(hm)fm . That is, χ{µg}×g−1Ξs(gn)en

(γ1, γ2ξ) ·
χ{ν}×Ξs(hm)fm

(γ−1
2 , γ2ξ) 6= 0 if and only if γ = µgν−1, ξ ∈ Z(ν) and ν−1ξ ∈ g−1Ξs(gn)en ,

i.e., if and only if γ = µgν−1 and ξ ∈ νg−1Ξs(gn)en . Thus, one has

(5.5.66) Sµ Ug,v S
∗
ν = χ{µgν−1}×νg−1Ξs(gn)en

One has the following property.

Proposition 5.5.12. Let µ = g1e1 · · · gnen ∈ Π1(G(Γ)). For ν ∈ Π1(G(Γ)) such that
o(µ) = o(ν) = v and for g ∈ Gv, v ∈ Γ0, one has that the subset

(5.5.67) {µgν−1} × νg−1Ξs(gn)en ⊆ Π1(G(Γ)) o ∂YG(Γ)

is a bisection.
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Proof. Note that

{µgν−1} × νg−1Ξs(gn)en = { (µgν−1, νg−1ξ) | r(ξ) = s(gn), ξ ∈ Ξs(gn)en}.

For ξ, ξ′ ∈ Ξs(gn)en , one has that

r(µgν−1, νg−1ξ) = r(µgν−1, νg−1ξ′)

⇔ (r(µgν−1), µgν−1 · νg−1ξ) = (r(µgν−1), µgν−1 · νg−1ξ′)

⇔ (r(µ), µξ) = (r(µ), µξ′)

⇔ ξ = ξ′,

since µξ and µξ′ are reduced. Thus, the range map r is injective on the subset {µgν−1}×
νg−1Ξs(gn)en . Similarly, one has that the source map s is also injective on {µgν−1} ×
νg−1Ξs(gn)en . Hence, {µgν−1} × νg−1Ξs(gn)en is a bisection.

Proposition 5.5.13. For µ = g1e1 . . . gnen, ν = h1f1 . . . hmfm ∈ Π1(G(Γ)) such that
r(ν) = s(µ), one has

Sµ Sν S
∗
ν = χ{µ}×Z(ν).

Proof. Let (γ, ξ) ∈ Π1(G(Γ)) o ∂YG(Γ). Then one has

(5.5.68) SµSνS
∗
ν(γ, ξ) =

∑
γ1,γ2∈Π1(G(Γ)),

γ1γ2=γ

χ{µ}×Ξs(gn)en
(γ1, γ2ξ) · χ{r(ν)}×Z(ν)(γ2, ξ).

Note that χ{µ}×Ξs(gn)en
(γ1, γ2ξ) · χ{r(ν)}×Z(ν)(γ2, ξ) 6= 0 if and only if γ1 = µ, γ2ξ ∈

Ξs(gn)en , γ2 = r(ν) = s(µ) and ξ ∈ Z(ν), i.e., if and only if γ = µ and ξ ∈ Z(ν). Hence
one has

(5.5.69) Sµ Sν S
∗
ν(γ, ξ) = χ{µ}×Z(ν)(γ, ξ).

To prove that the map Φ: C∗(G) → C∗(Π1(G(Γ)) n ∂YG(Γ)) defined in Theorem
5.5.3 is an isomorphism, we construct a homomorphism Ψ from C∗(Π1(G(Γ))n ∂YG(Γ))
to C∗(G), which we will prove to be the inverse of Φ. In order to do this, we note
that Cc(Π1(G(Γ)) n ∂YG(Γ)) is dense in C∗(Π1(G(Γ)) n ∂YG(Γ)) and hence we construct
a representation π : Cc(Π1(G(Γ)) n ∂YG(Γ)) → C∗(G) and use Theorem 2.5.5 to obtain
Ψ. We follow the ideas and techniques in [24, §4].

Remark 5.5.14. The support of any fixed f ∈ Cc(Π1(G(Γ)) n ∂YG(Γ)) is contained in a
union of compact open bisections of the form {µ} × Z(ν), µ, ν ∈ Π1(G(Γ)), by Propo-
sition 5.3.2. Moreover, these bisections are disjoint by Lemma 5.3.1. Thus, f is a finite
sum of functions with support in some {µ} × Z(ν). Since each {µ} × Z(ν) is a bi-
section, i.e., r and s are both homeomorphisms on {µ} × Z(ν), the uniform norm on
C
(
{µ} × Z(ν)

)
dominates the I-norm (cf. (2.5.13)), and thus it is enough to approxi-

mate f in the uniform norm. Note that C
(
{µ}×Z(ν)

)
is a C∗-algebra with the uniform

norm and pointwise operations. Hence, we can use the Stone-Weierstrass Theorem to
see that the ∗-subalgebra

C
(
{µ} × Z(ν)

)
∩ span{χ{α}×Z(β) | α, β ∈ Π1(G(Γ)), s(α) = r(β) }

= span{χ{µ}×Z(νζ) | ζ ∈ Π1(G(Γ)), r(ζ) = s(ν) }
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is dense in C
(
{µ}×Z(ν)

)
with respect to the uniform norm. In fact, it separates points

in {µ} × Z(ν): let (µ, νζ), (µ, νη) ∈ {µ} × Z(ν) such that ζ 6= η. Since ζ, η ∈ ∂YG(Γ),
they are of the form

ζ = g1e1g2e2 · · · ,
η = h1f1h2f2 · · · .

Since ζ 6= η, there exists n ∈ N such that g1e1 · · · gnen 6= h1f1 · · ·hnfn. Put ξ =
g1e1 · · · gn. Then χ{µ}×Z(νξ) ∈ span{χ{µ}×Z(νζ) | ζ ∈ Π1(G(Γ)), r(ζ) = s(ν) } is such
that

χ{µ}×Z(νξ)(µ, νζ) = 1

χ{µ}×Z(νξ)(µ, νη) = 0.

Lemma 5.5.15. For any µ, ν ∈ Π1(G(Γ)), the map

(5.5.70)
hµ,ν : Z(ν)→ {µ} × Z(ν)

hµ,ν(νx) = (µ, νx)

is a homeomorphism.

Proof. Let µ, ν ∈ Π1(G(Γ)). Clearly, hµ,ν is bijective. Since both its domain and
codomain are compact, it remains to prove that it is continuous. One has that hµ,ν is
continuous since the preimage of any open set {µ} × Z(νν ′) ⊆ {µ} × Z(ν) is the set
Z(νν ′), which is open in Z(ν).

Remark 5.5.16. By the Gelfand-Neumark theorem, the homeomorphism hµ,ν induces
an isomorphism of C∗-algebras

(5.5.71)
φµ,ν : C(Z(ν))→ C({µ} × Z(ν))

φµ,ν(f) = f ◦ h−1
µ,ν .

We need the following lemma to construct a representation from C(Z(ν)) to C∗(G).
The proof is analogous to the proof of Lemma 4.4 in [8].

Lemma 5.5.17. Let Π1(G(Γ))n∂YG(Γ) be as above and let ν ∈ Π1(G(Γ)). Then C(Z(ν))
is the universal C∗-algebra generated by a family

{ pζ | ζ = νν ′, ν ′ ∈ Π1(G(Γ)), r(ν ′) = s(ν) }

satisfying the relations

(1) the pζ are communting projections;

(2) for all ζ = νν ′ one has
pζ =

∑
f∈Γ1, t(f)=o(ζ)

ζf reduced

pζf .
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Proof. Let A denote the universal C∗-algebra in the statement. Note that the charac-
teristic functions

{χZ(ζ) | ζ = νν ′, ν ′ ∈ Π1(G(Γ)), s(ν) = r(ν ′) }

satisfy the relations (1) and (2). Then there exists a ∗-homomorphism A → C(Z(ν))
such that pζ 7→ χZ(ζ). Let V be te complex vector space with basis

(5.5.72) {wζ | ζ = νν ′, ν ′ ∈ Π1(G(Γ)), s(ν) = r(ν ′) }.

Define a linear map L : V → C(Z(ν)) by L(wζ) = χZ(ζ). Then the image of L is a dense
∗-subalgebra in C(Z(ν)). Let

E =
{
wζ −

∑
ζf reduced

wζf | ζ = νν ′, ν ′ ∈ Π1(G(Γ)), s(ν) = r(ν ′)
}

and let M = spanE. Clearly, M ⊆ kerL. We claim that M = kerL. Let z ∈ kerL,

z =
∑
ζ=νν′

cζ wζ ,

where only finitely many cζ are nonzero. For µ = g1e1 · · · gkek ∈ Π1(G(Γ)), we denote
the length of µ by |µ|, i.e., |µ| = k. Let n = max{ |ζ| | cζ 6= 0 }. Let ζ = νν ′ with
|ζ| < n. Then one has

(5.5.73) wζ =
∑

ζf reduced

wζf +
(
wζ −

∑
ζf reduced

wζf

)
∈

( ∑
ζf reduced

wζf

)
+M.

Applying this argument inductively, we find that for ζ = νν ′ with |ζ| < n, one has

wζ ∈

( ∑
β=ζη,
|β|=n

wβ

)
+M.

Then one has

z =
∑
ζ=νν′

cζ wζ ∈

( ∑
ζ=νν′

cζ
∑
β=ζη,
|β|=n

wβ

)
+M =

( ∑
β=να,
|β|=n

( ∑
ζ=νν′,
β=ζζ′

cζ

)
wβ

)
+M.

In particular, since L(z) = 0, one has that

L

( ∑
β=να,
|β|=n

( ∑
ζ=νν′,
β=ζζ′

cζ

)
wβ

)
=
∑
β=να,
|β|=n

( ∑
ζ=νν′,
β=ζζ′

cζ

)
χZ(β) = 0.

Since the sets Z(β) for |β| = n are pairwise disjoint, it follows that for each β = να one
has ∑

ζ=νν′, β=ζζ′

cζ = 0.

Thus, z ∈M , which proves that M = kerL. Hence there is a linear isomorphism

L0 : V/M → span{χZ(ζ) | ζ = νν ′ }.
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By the universal property of V , there exists a linear map K : V/M → A defined by

K(wζ +M) = pζ .

Then one has that ϕ0 := K ◦ L−1
0 : span{χZ(ζ) | ζ = νν ′ } → A is a linear map. More-

over, it is a ∗-homomorphism since these characteristic functions have the same multi-
plication relations as the corresponding generators of A. Since span{χZ(ζ) | ζ = νν ′ } is
an increasing union of finite-dimensional C∗-algebras, ϕ0 extends to a ∗-homomorphism
ϕ : C(Z(ν))→ A, inverse to the canonical map of A onto C(Z(ν)).

Remark 5.5.18. By the universal property of C(Z(ν)), there exists a representation

(5.5.74)
πν : C(Z(ν))→ C∗(G)

πν(χZ(α)) = sαs
∗
α,

where α = νν ′ for some ν ′ ∈ ∂YG(Γ) with r(ν ′) = s(ν). The representation πν immedi-
ately gives a map

(5.5.75)
πµ,ν : C({µ} × Z(ν))→ C∗(G)

πµ,ν(f) = sµ πν
(
φ−1
µ,ν(f)

)
for any µ ∈ Π1(G(Γ)). Note that

(5.5.76)

πµ,ν(χ{µ}×Z(ν)) = sµ πν
(
φ−1
µ,ν(χ{µ}×Z(ν))

)
= sµ πν(χZ(ν))

= sµsνs
∗
ν .

We aim to define Ψ0 : Cc(Π1(G(Γ)) n ∂YG(Γ)) → C∗(G) as follows. For any f ∈
Cc(Π1(G(Γ)) n ∂YG(Γ)), one has that supp(f) is contained in a disjoint union of basic
bisections, i.e., supp(f) ⊆

⊔n
i=1{µi} × Z(νi). Then we put

(5.5.77) Ψ0(f) =

n∑
i=1

πµi,νi
(
f |{µi}×Z(νi)

)
.

Since there is more than one way of writing a compact set as the union of bisections, we
need to check that the representation Ψ0 is consistent. We need the following technical
lemma. The proof is similar to the one of Lemma 4.4 in [24].

Lemma 5.5.19. Let f ∈ C({µ} × Z(ν)). For any k ≥ 1, one has

(5.5.78) πν
(
φ−1
µ,ν(f)

)
=

∑
ζ∈π1(G(Γ)), |ζ|=k,

ζ=νν′

πζ
(
φ−1
µ,ζ(f |{µ}×Z(ζ))

)

Proof. Both sides of (5.5.78) are continuous and linear in f . Thus, we may choose
f = φµ,ν(χZ(α)) = χ{µ}×Z(α), for some α ∈ Π1(G(Γ)) such that α = νν ′. Then the
left-hand side of (5.5.78) is

(5.5.79) πν
(
φ−1
µ,ν(χ{µ}×Z(α))

)
= πν(χZ(α)) = sαs

∗
α.
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If k < |α|, then the only non-zero summand on the right-hand side of (5.5.78) occurs
when ζ is a subword of α, i.e., when α = ζζ ′. In this case, the right-hand side of (5.5.78)
becomes

πζ
(
φ−1
µ,ζ(χ{µ}×Z(ζζ′))

)
= πζ(χZ(ζζ′))

= sζζ′ s
∗
ζζ′

= sα s
∗
α.

If k ≥ |α|, then the non-zero summands occur when ζ = αα′ for some α′ ∈ Π1(G(Γ))
with r(α′) = s(α). In this case, the right-hand side of (5.5.78) becomes∑

α′∈π1(G(Γ)),r(α′)=s(α)
|α′|=k−|α|

παα′
(
φ−1
µ,αα′(χ{µ}×Z(αα′))

)
=

∑
α′∈π1(G(Γ)),r(α′)=s(α)

|α′|=k−|α|

παα′(χZ(αα′))

=
∑

α′∈π1(G(Γ)),r(α′)=s(α)
|α′|=k−|α|

sαα′ s
∗
αα′

=
∑

α′∈π1(G(Γ)),r(α′)=s(α)
|α′|=k−|α|

sα sα′ s
∗
α′s
∗
α

= sα

( ∑
α′∈π1(G(Γ)),r(α′)=s(α)

|α′|=k−|α|

sα′ s
∗
α′

)
s∗α

= sα s
∗
α,

where the last equality is given by Lemma 5.4.11. Thus, one has that in both cases the
equality in (5.5.78) holds, which proves the thesis.

The proof of the following proposition is similar to the one of Lemma 4.5 in [24].

Proposition 5.5.20. Let G and Π1(G(Γ))n∂YG(Γ) be as above. Let f ∈ Cc(Π1(G(Γ))n
∂YG(Γ)), supp(f) ⊆

⊔n
i=1{µi} × Z(νi) for µi, νi ∈ Π1(G(Γ)), i = 1, . . . , n and n ∈ N.

Then the map

(5.5.80)

Ψ0 : Cc(Π1(G(Γ)) n ∂YG(Γ))→ C∗(G)

Ψ0(f) =
n∑
i=1

πµi,νi
(
f |{µi}×Z(νi)

)
is a well-defined ∗-homomorphism.

Proof. We first prove that Ψ0 is well-defined. Thus, it remains to prove that Ψ0 is well-
defined. Suppose that there exist m ∈ N and αj , βj ∈ Π1(G(Γ)) such that supp(f) ⊆⊔m
j=1{αj}×Z(βj). Since {µi}×Z(νi)∩{αj}×Z(βj) 6= ∅ only when one set is contained

in the other by Lemma 5.3.1, one has that either each {µi} × Z(νi) is contained in a
disjoint union of {αj} × Z(βj)’s, or each {αj} × Z(βj) is contained in a disjoint union
of {µi} × Z(νi)’s. Without loss of generality suppose that

(5.5.81) {µi} × Z(νi) ⊆
l⊔

k=1

{αk} × Z(βk),
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i ∈ {1, . . . , n}. Then each {αk} × Z(βk), k ∈ {1, . . . , l}, has the form

(5.5.82) {αk} × Z(βk) = {µi} × Z(νiν
′
k),

for some ν ′k ∈ Π1(G(Γ)), r(ν ′k) = s(νi). Let ` = maxk=1,...,n |ν ′k|. Consider the decom-
position

(5.5.83) {µi} × Z(νi) =
⊔

ζ∈Π1(G(Γ)),|ζ|=`
s(νi)=r(ζ)

{µi} × Z(νiζ).

Then the ζ in (5.5.83) must group together in subsets

Fk = { ν ′kη | |η| = `− |ν ′k| },

k ∈ {1, . . . , l}, to form decompositions of {αk} × Z(βk). Thus we can rewrite (5.5.83)
as

{µi} × Z(νi) =

l⊔
k=1

( ⊔
ν′kη∈Fk

{µi} × Z(νiν
′
kη)

)
(5.5.84)

=

l⊔
k=1

( ⊔
ν′kη∈Fk

{µi} × Z(βkη)

)
.(5.5.85)

Now we apply recursively Lemma 5.5.19 to get

πµi,νi(f |{µi}×Z(νi)) = sµi πνi
(
φ−1
µi,νi(f |{µi}×Z(νi))

)
=

∑
ζ∈Π1(G(Γ)),|ζ|=`

ζ=νiν
′
i

sµi πζ
(
φ−1
µi,ζ

(f |{µi}×Z(ζ))
)

=
l∑

k=1

∑
ν′kη∈Fk

sαk πβkη
(
φ−1
αk,βkη

(f |{αk}×Z(βkη))
)

=
l∑

k=1

sαk πβk
(
φ−1
αk,βk

(f |{αk}×Z(βk))
)

=

l∑
k=1

παk,βk(f |{αk}×Z(βk)).

By repeating the argument above to the decomposition of each {µi}×Z(νi), i = 1, . . . , n,
in terms of the {αj} × Z(βj)

′s, one shows that Ψ0(f) is independent on the choice of
the cover of supp f .

It remains to prove that Ψ0 is a ∗-homomorphism. We first check it on characteristic
functions. For µ, ν ∈ Π1(G(Γ)), one has that

Ψ0(χ{µ}×Z(ν))
∗ = πµ,ν(χ{µ}×Z(ν))

∗

= (sµ sν s
∗
ν)∗

= sν s
∗
ν s
∗
µ
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and

Ψ0(χ∗{µ}×Z(ν)) = Ψ0(χ{µ−1}×Z(µν))

= πµ−1,µν(χ{µ−1}×Z(µν))

= sµ−1 sµν s
∗
µν

= sµ−1 sµsνs
∗
νs
∗
µ

= sνs
∗
νs
∗
µ.

Thus, one has that Ψ0(χ{µ}×Z(ν))
∗ = Ψ0(χ∗{µ}×Z(ν)).

Let µ, ν, α, β ∈ Π1(G(Γ)) such that s(µ) = r(ν), s(α) = r(β) and s(µ) = r(α). Note
that χ{µ}×Z(ν) · χ{α}×Z(β) = χ{µα}×Z(β)∩α−1Z(ν) by Lemma 5.5.8. Moreover, one has
that Z(β)∩α−1Z(ν) 6= ∅ if and only if either ν = αββ′ or ν = αβ′ and β = β′β′′. Then
one has that

Ψ0

(
χ{µ}×Z(ν) · χ{α}×Z(β)

)
= Ψ0

(
χ{µα}×Z(β)∩α−1Z(ν)

)
=


sµα sββ′ s

∗
ββ′ if ν = αββ′,

sµα sβ s
∗
β if ν = αβ′ and β = β′β′′,

0 otherwise

=


sµ sα sβ sβ′ s

∗
β′ s
∗
β if ν = αββ′,

sµ sα sβ s
∗
β if ν = αβ′ and β = β′β′′,

0 otherwise.

and

Ψ0

(
χ{µ}×Z(ν)

)
·Ψ0

(
χ{α}×Z(β)

)
= sµ sν s

∗
ν sα sβ s

∗
β

=


sµ sαββ′ s

∗
αββ′ sα sβ s

∗
β if ν = αββ′,

sµ sαβ′ s
∗
αβ′ sα sβ′β′′ s

∗
β′β′′ if ν = αβ′ and β = β′β′′,

0 otherwise

=


sµ sα sβ sβ′ s

∗
β′ s
∗
β s
∗
α sα sβ s

∗
β if ν = αββ′,

sµ sα sβ′ s
∗
β′s
∗
α sα sβ′ sβ′′ s

∗
β′′ s

∗
β′ if ν = αβ′ and β = β′β′′,

0 otherwise

=


sµ sα sβ sβ′ s

∗
β′ s
∗
β if ν = αββ′,

sµ sα sβ′ sβ′′ s
∗
β′′ s

∗
β′ if ν = αβ′ and β = β′β′′,

0 otherwise

=


sµ sα sβ sβ′ s

∗
β′ s
∗
β if ν = αββ′,

sµ sα sβ s
∗
β if ν = αβ′ and β = β′β′′,

0 otherwise.

Thus, one has that Ψ0

(
χ{µ}×Z(ν) ·χ{α}×Z(β)

)
= Ψ0

(
χ{µ}×Z(ν)

)
·Ψ0

(
χ{α}×Z(β)

)
. Since

Ψ0 is linear and preserves multiplication and the adjoint on the characterstic functions,
one concludes that Ψ0 is a ∗-homomorphism by Remark 5.5.14.

We now use Theorem 2.5.5 to get a ∗-homomorphism Ψ: C∗(Π1(G(Γ))n∂YG)→ C∗(G).
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Proposition 5.5.21. Let G be a second-countable locally compact Hausdorff etale groupoid.
Then there exists a C∗-algebra C∗(G ) and a ∗-homomorphism πmax : Cc(G ) → C∗(G )
such that πmax(Cc(G )) is dense in C∗(G ) and such that for every ∗-homomorphism
ρ : Cc(G ) → A, where A is a C∗-algebra, there is a ∗-homomorphism Ψ: C∗(G ) → A
such that Ψ ◦ πmax = ρ.

Proof. Let A be a C∗-algebra and let ρ : Cc(G ) → A be a ∗-homomorphism. By the
Gelfand-Neumark theorem, there exists a Hilbert spaceH and a faithful ∗-homomorphism
θ : A→ B(H). Then one has that π := θ◦ρ is a ∗-representation of Cc(G ) onH. Thus, by
Theorem 2.5.5 there is a ∗-homomorphism ψ : C∗(G ) → B(H) such that ψ ◦ πmax = π,
where πmax is the ∗-homomorphism in Theorem 2.5.5. Hence one has the following
diagram:

Cc(G ) A B(H)

C∗(G )

ρ

πmax

θ

ψ
Ψ

In order to define Ψ := θ−1 ◦ ψ, we must check that imψ ⊆ im(θ). One has that

imψ = ψ
(
C∗(G )

)
= ψ

(
πmax(Cc(G ))

)
⊆ ψ

(
πmax(Cc(G ))

)
⊆ θ
(
ρ(Cc(G ))

)
⊆ im θ,

where the last equality is given by the fact that im θ is closed in B(H). Thus, we put
Ψ := θ−1 ◦ ψ. Then one has

Ψ ◦ πmax = θ−1 ◦ ψ ◦ πmax = θ−1 ◦ π = θ−1 ◦ θ ◦ ρ = ρ,

which concludes the proof.

Remark 5.5.22. Consider G to be the action groupoid Π1(G(Γ)) n ∂YG(Γ) and the C∗-
algebra A to be the graph of groupoids C∗-algebra C∗(G). Then, by Proposition 5.5.21
one has that the ∗-homomorphism Ψ0 : Cc(Π1(G(Γ)) n ∂YG(Γ)) → C∗(G) defined in
Proposition 5.5.20 induces a ∗-homomorphism Ψ: C∗(Π1(G(Γ)) n ∂YG(Γ)) → C∗(G)
such that Ψ ◦ πmax = Ψ0.

Finally, we prove that the homomorphism Φ defined in Theorem 5.5.3 is an isomor-
phism of C∗-algebras by proving that it is surjective and the homomorphism Ψ is its
inverse. We begin by proving surjectivity.

Proposition 5.5.23. Let G(Γ) be a locally finite nonsingular graph of groupoids. Then
the map Φ: C∗(G)→ C∗

(
Π1(G(Γ)) n ∂YG(Γ)

)
defined in Theorem 5.5.3 is surjective.

Proof. We use Proposition 2.5.7 with A = C∗(G) and G = Π1(G(Γ)) n ∂YG(Γ). Let
{µ} × Z(ν) ⊆ C∗

(
Π1(G(Γ)) n ∂YG(Γ)

)
be an open bisection and let β = (µ, νζ), γ =

(µ, νη) ∈ {µ} × Z(ν), ζ, η ∈ ∂YG(Γ), such that β 6= γ. Since ζ, η ∈ ∂YG(Γ), they are of
the form

ζ = g1e1g2e2 · · ·
η = h1f1h2f2 · · ·

Since β 6= γ, it must be ζ 6= η. Thus, there exists n ∈ N such that g1e1 · · · gnen 6=
h1f1 · · ·hnfn. Put

ξ = g1e1 · · · gnen ∈ Π1(G(Γ))

ξ′ = h1e1 · · ·hnfn ∈ Π1(G(Γ)).
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Then one has β = (µ, νξζ ′) and γ = (µ, νξ′η′), where ζ ′, η′ ∈ ∂YG(Γ).
Let a = sµνξ us(ξ),o(ξ) s

∗
µνξ′ ∈ C∗(G). Then one has

Φ(a) = χ{µνξ(νξ)−1}×Z(νξ) = χ{µ}×Z(νξ).

Hence one has

Φ(a)(β) = χ{µ}×Z(νξ)(µ, νξζ
′) = 1,

Φ(a)(γ) = χ{µ}×Z(νξ)(µ, νξ
′η′) = 0.

Thus, Φ is surjective by Proposition 2.5.7.

It remains to show that Ψ is the inverse of Φ.

Lemma 5.5.24. Let Φ: C∗(G) → C∗(Π1(G(Γ)) n ∂YG(Γ)) and Ψ: C∗(Π1(G(Γ)) n
∂YG(Γ)) → C∗(G) be the homomorphisms of C∗-algebras defined above. Then one has
that Ψ ◦ Φ = id.

Proof. Since C∗(G) is generated by the se’s and ug,v’s, e ∈ Γ1, v ∈ Γ0, g ∈ Gv, it suffices
to show that the statement holds on the generators. For e ∈ Γ1, one has

Ψ(Φ(se)) = Ψ(Se)

= Ψ0(χZe)

=
∑

x∈G(0)
t(e)

∑
f∈Γ1, t(f)=o(e),

g∈Go(e), r(g)=φē(x),

gf 6=φē(x)ē

Ψ0(χ{xe}×Z(gf))

=
∑

x∈G(0)
t(e)

∑
f∈Γ1, t(f)=o(e),

g∈Go(e), r(g)=φē(x),

gf 6=φē(x)ē

πxe,gf (χ{xe}×Z(gf))

=
∑

x∈G(0)
t(e)

∑
f∈Γ1, t(f)=o(e),

g∈Go(e), r(g)=φē(x),

gf 6=φē(x)ē

sxe sgf s
∗
gf

=
∑

x∈G(0)
t(e)

∑
f∈Γ1, t(f)=o(e),

g∈Go(e), r(g)=φē(x),

gf 6=φē(x)ē

ux,t(e) se sgf s
∗
gf

(G2)
=

∑
x∈G(0)

t(e)

∑
f∈Γ1, t(f)=o(e),

g∈Go(e), r(g)=φē(x),

gf 6=φē(x)ē

se uφē(x),o(e) sgf s
∗
gf

=
∑

x∈G(0)
t(e)

se
∑

f∈Γ1, t(f)=o(e),
g∈Go(e), r(g)=φē(x),

gf 6=φē(x)ē

sgf s
∗
gf

(G4)
= ses

∗
ese

= se.

Let v ∈ Γ0, g ∈ Gv. Then one has

Ψ(Φ(ug,v)) = Ψ(Ug,v)
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= Ψ0(χ{g}×Z(s(g)))

= Ψ0

( ∑
f∈Γ1, t(f)=v,
h∈Tf , r(h)=s(g)

χ{g}×Z(hf)

)

=
∑

f∈Γ1, t(f)=v,
h∈Tf , r(h)=s(g)

πg,hf (χ{g}×Z(hf))

=
∑

f∈Γ1, t(f)=v,
h∈Tf , r(h)=s(g)

ug,v shf s
∗
hf

= ug,v
∑

f∈Γ1, t(f)=v,
h∈Tf , r(h)=s(g)

shf s
∗
hf

(G4)
= ug,v

(
s∗ese +

∑
x∈G(0)

o(e)

ux,o(e) sē s
∗
ēu
∗
x,o(e)

)
?
= ug,v (s∗ese + sēs

∗
ē)

(G3)
= ug,v

∑
x∈G(0)

v

ux,v

= ug,v.

where the equality ? is given by Lemma 5.4.7 (ii). Hence, one has that Ψ = Φ−1.

Remark 5.5.25. Proposition 5.5.23 together with Lemma 5.5.24 prove Theorem 5.5.3,
i.e., one has that

C∗(G) ∼= C∗
(
Π1(G(Γ)) n ∂YG(Γ)

)
.

Moreover, the action of the universal fundamental groupoid Π1(G(Γ)) on the locally
compact space ∂YG(Γ) induces an action of Π1(G(Γ)) on C(∂YG(Γ)) by

(p · f)(ξ) = f(p−1 · ξ), p ∈ Π1(G(Γ)), ξ ∈ ∂YG(Γ)

such that
C(∂YG(Γ)) o Π1(G(Γ)) ∼= C∗

(
Π1(G(Γ)) n ∂YG(Γ)

)
,

where C(∂YG(Γ)) o Π1(G(Γ)) is the crossed product given by the action of Π1(G(Γ)) on
C(∂YG(Γ)) (see [12, Example 5.4]). We refer the reader to [30] for a full account on
groupoid crossed products. Hence one has the following isomorphisms of C∗-algebras:

C∗(G) ∼= C∗
(
Π1(G(Γ)) n ∂YG(Γ)

) ∼= C(∂YG(Γ)) o Π1(G(Γ)).
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