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English Summary

The shift towards more sustainable energy generation, transportation, and storage
will be a major challenge in the next decades. Following the global trend, both
academic and industrial communities are exploiting all the available tools to facil-
itate the transition. Machine learning is undoubtedly one such tool: substantial
advancements in the last years enabled its application to several aspects of energy
production and management.

We selected two problems that can be addressed with machine learning. In collabo-
ration with A2A, the third largest Italian utility, we studied the prediction of natural
gas demand; with the Ecole Polytechnique Fédérale de Lausanne, we tackled the
identification of the topology and the electrical parameters of distribution power
networks.

Both topics have deep practical implications.

As nations are decommissioning coal and oil plants, natural gas becomes the ideal
candidate to complement renewable yet intermittent power sources. Moreover,
natural gas covers a relevant portion of the energy consumption of residential
and industrial buildings. The accurate prediction of the demand can make both
transportation and storage more efficient, reducing environmental and financial
costs.

As the electrification of transportation and domestic heating gains traction, power
networks are put under heavy stress. Moreover, the bidirectional power flows
created by distributed generation must be carefully managed. New paradigms, such
as microgrids and smart grids, are set to replace the current infrastructure. Yet, the
complex control algorithms required by such designs require complete knowledge of
the network structure.

We deal with the prediction of residential, industrial and thermoelectric gas demand
at country level. We present a comprehensive explorative study, which lays the
foundation for feature selection and engineering. We then cast a regression problem
and compare several base models, highlighting the strengths and weaknesses of each
one. For the first time, we propose to apply ensembling, showing how it yields more
accurate predictors. Finally, we design a novel model for the influence of weather



forecasting errors on the accuracy of residential gas demand predictors, and we
demonstrate its effectiveness with experimental evidence.

We propose to solve the identification of distribution networks by means of a novel
procedure, complementing an online estimation algorithm with a sequential design
of experiment. The approach has two main advantages with respect to traditional
methods: it exploits controllable generators to maximize the information content of
the samples, and it can seamlessly adapt to changes in topology, which are especially
frequent in microgrids. The effectiveness of the proposed approach is substantiated
by simulations on standard testbeds.

With respect to both topics, throughout the thesis we highlight the concrete industrial
applications of our work and provide directions for future developments.



ltalian Summary

La transizione verso un paradigma piu sostenibile di generazione, trasporto e stoc-
caggio dell’energia sara una delle sfide piti critiche dei prossimi decenni. Seguendo le
tendenze globali, sia 'accademia che I'industia stanno sfruttando tutti gli strumenti
a loro disposizione per facilitare e accelerare tale processo. Il machine learning &
uno di tali strumenti: negli ultimi anni, numerose e rilevanti innovazioni hanno
portato ad un numero sempre crescente di applicazioni, che ormai comprendono
ogni aspetto della produzione e del trasporto dell’energia.

Abbiamo scelto di investigare due problemi che ben si prestano ad essere risolti con
tecniche di machine learning: da un lato, in collaborazione con A2A, la terza utility
italiana, abbiamo studiato la previsione della domanda nazionale di gas natuale;
dall’altro, in collaborazione con I’Ecole Polytechnique Fédérale de Lausanne, abbiamo
affrontato l'identificazione della topologia e dei parametri delle reti elettriche di
distribuzione.

Entrambi gli ambiti offrono immediate applicazioni. Diverse nazioni — inclusa I'Italia
— pianificano di dismettere i generatori a carbone o olio combustibile: gli impianti a
gas naturale diventano quindi gli ideali candidati a complementare fonti rinnovabili
intermittenti. Inoltre, il gas naturale copre attualemente una larga porzione del
fabbisogno primario dei complessi industriali e residenziali. Previsioni accurate della
domanda costituiscono un elemento fondamentale nei processi delle utility e dei
gestori di rete e promettono di rendere piu efficiente il trasporto e lo stoccaggio,
diminuendo cosi i costi finanziari e ambientali. L’identificazione delle reti elettriche,
invece, e necessaria agli algoritmi di controllo della generazione distributa, a loro
volta moduli fondamentali in strutture ad alta efficienza e basso impatto ambientale,
come microgrid e smart grid.

In questo lavoro, affrontiamo la previsione della domanda italiana di gas naturale
ad uso residenziale, industriale e termoelettrico. La nostra discussione si apre con
un’analisi esplorativa, tesa a guidare la scelta e la creazione delle variabili. Prosegue
quindi con la trasformazione della previsione in un problema di regressione e la
comparazione di diversi modelli base. Per la prima volta, applichiamo poi in questo
ambito la tecnica dell’ensembling e dimostriamo come questa produca predittori
piu accurati e robusti. Infine, proponiamo un originale modello probabilistico per



Vi

I'impatto dell’inaccuratezza delle previsioni meteo sull’errore nella previsione della
domanda residenziale.

Per quanto concerne I'identificazione delle reti elettriche di distribuzione, proponia-
mo una nuova procedura, che complementa un algoritmo di apprendimento online
con la tecnica del design of experiment. Tale approccio ha due vantaggi rispetto ai
metodi esistenti: sfrutta i generatori controllabili per massimizzare I'informazione
contenuta nelle misure, senza tuttavia compromettere 'operativita o la sicurezza
della rete, ed e capace di adattare la stima a cambiamenti di configurazione, molto
comuni nelle microgrid. L’efficacia del metodo viene comprovata da numerose
simulazioni numeriche.

Infine, nel corso di tutta la tesi, sottolineamo le applicazioni concrete dei nostri
contributi e forniamo indicazioni per possibili sviluppi futuri.
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1.1

Introduction

The Dark Side of Green Energy

On 10™ September 2018, governor Edmund J. Brown signed the Clean Energy Bill,
committing California to achieve carbon-free power generation by 2045. It was a
bold move by the old politician, one in clear contrast with the withdrawal from the
Paris climate agreement ordered by the US president Donald Trump the year before.
The law was criticized by many: Pacific Gas and Electric, a major utility, deemed
it "not affordable nor sustainable" [10]. But further, even more impactful changes
were yet to come.

On 1% January 2020, California became the first state in the USA to mandate
photovoltaic devices on new residential buildings. The law was once again disputed:
for someone, it was a necessary step to ditch fossil fuels, for others, a smart way to
inflate the price of new houses.

As controversial as it was, the energy policy adopted by the Golden State was
undoubtedly effective. According to official accounts, the share of renewable genera-
tion grew from 12% in 2009 to an estimated 36% in 2019, overperforming the target
of 33% set for 2020 (Fig. 1.1). The figures become even more impressive when
considering that large hydroelectric facilities are not included in the renewable share.
All the carbon-free sources - solar, wind, geothermal, hydroelectric and nuclear -
covered an estimated 63% of the retail demand in 2019 [11].

The effort to achieve a complete transition towards sustainable energy gained
California the admiration of many but also the interest of researchers and engineers
from other nations. As several countries intend to follow similar paths, the problems
and solutions found in the Golden State may prove valuable for the whole world.

Indeed, California faced several challenges caused by its reforms.

The daily pattern of power demand is quite repetitive and predictable: it peaks in
the morning and in the evening, while hitting a low in the middle of the day. This
pattern, known as the "camel" curve, results from the daily productive cycle and is
very stable in its shape. As electric energy is difficult and expensive to store at scale,
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Figure 1.1. Energy mix in California in 2009 (left) and in 2018 (right). Solar increased by
more than 11% while wind grew by 8.2%.

during the last decades of the XX century and the first of the XXI century, power
operators optimized the generation to meet the pattern of the demand.

However, in the 2010s, technological advancements and an increased sensibility
for environmental matters led to strong incentives for renewable sources, mostly
wind and photovoltaic. The latter was particularly popular, as solar panel became
affordable to individual households. The case of California is exemplary: due to a
favourable climate and accommodating fiscal policies, photovoltaic generation grew
from a negligible share to more than a tenth of the overall demand in just nine years
(Fig. 1.1).

Such a change was unprecedented and carried several issues. With a bit of simpli-
fication, it is safe to assume that, before the advent of cheap photovoltaic devices,
nodes in the power grid were sharply divided between generators, usually large and
controllable plants, and consumers. Solar panels enabled consumers to turn into
intermittent generators, thus complicating grid operations and control.

However, a different problem became more and more apparent in the early 2010s.
Solar and wind production is unreliable and uncontrollable: even worse, the typical
generation pattern for photovoltaic panels is very different from the camel curve
of demand. Solar production peaks in the early afternoon, when the demand is
relatively low, and drops in the morning and in the evening, when the demand
is high. The difference between the demand and the renewable generation thus
assumes a very characteristic shape: flat during the night, slightly increasing in
the morning, a convex hole in the afternoon and a sudden rise followed by a peak
in the evening: the "duck" curve. The term was coined in 2012 by the California
Independent System Operator (CAISO) to denote the pattern depicted in Fig. 1.2
and became since then topic for debate and research [12, 13].

Chapter 1 Introduction
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Figure 1.2. A representation of the duck curve [12], that gives the difference between the
demand and the generation of renewable energy. The two main issues are
highlighted: the potential overproduction during the afternoon and the steep
ramp in the evening.

The duck curve highlights two major problems: first, in the middle of the afternoon,
the output of photovoltaic devices may result in overproduction, with excess energy
that cannot be consumed; second, in the evening, the ramp may became so steep that
traditional dispatchable sources, such as gas-fueled thermoelectric plants, struggle
to keep up.

These problems are far from being mere theoretical speculation: in California,
power curtailment of photovoltaic and wind generation steadily increased from
2014 to 2019. In 2019, 4% of the total solar and wind production was curtailed, the
equivalent of the annual need of 400,000 households (Fig. 1.3) [14]. To address
the issue, in recent years utilities are turning to large-scale battery packs, paving the
way for what is expected to be one of the most relevant technological challenges of
the next decade: cheap and persistent energy storage [15, 16].

California is an interesting case study for a process that will likely involve many
other countries, and provides valuable lessons. The energy system is complex
and any change may result in important yet unforeseen consequences. It is thus
critical to apply all the tools of modern research to gain insights and to support the
modifications that will happen in the near future.

1.1 The Dark Side of Green Energy

3
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Figure 1.3. Power curtailment of photovoltaic and wind generation [15]. The spike in
Spring 2020 is partly due to the drop in industrial demand caused by the
COVID-19 shelter-in-place orders.

Machine Learning is one such tool. Its adoption in the energy sector is no novelty
and has already transformed the field. However, advancements in research and the
availability of ever-increasing computation capacity are enabling new applications.
Attenuating the impact of intermittent renewable power production, reducing ineffi-
ciencies in gas storage and transportation, managing the charge and discharge of
large battery packs, estimating the topology of distribution power network in order
to allow for distributed solar generation, nudging users towards more responsible
energy saving are but a few examples.

These speculations provide the main motivation to this work. Our intention is to test
and experiment applications of machine learning to the energy sector, and possibly
verify their effectiveness in real or realistic setups.

The first step towards such goal is to analyze where machine learning has been
applied before and where it may deliver the most value.

Machine Learning Applications to Energy

The term "energy" can assume several different meanings. Apart from the well-
known physical connotation, we will use it to indicate the complex system of devices,
infrastructure, technology and organizations required to harvest power from the
environment and deliver it to end users. In this view, "energy" does not only mean
"electric energy", as it encompasses other vectors, such as natural gas, oil, and
hydrogen, as well as their support infrastructure.

Chapter 1 Introduction
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Statistical methods were successfully applied in energy long before Machine Learning
(ML) became mainstream. An early review about power load forecasting dates
back to 1972 [17]. Since 2010, the interest of both the academic and industrial
community skyrocketed, leading to a fast increase in the papers published every year.
According to the survey by Mosavi et al., academic works regarding applications of
machine learning to energy problems were a few tens per year until 2008, surpassed
one hundred in 2010 and numbered about six hundreds in 2018 [18]. A more
general query on the Scopus database reveals that articles about machine learning
and deep learning for energy and power systems numbered more than 1,500 in
2019 (Fig. 1.4).

To help scholars and practitioners keep up with the volume of publications, compre-
hensive surveys were produced. Our analysis is partly based on the work by Mosavi
et al. [18], but takes a different approach. Instead of reviewing the main machine
learning methods and the proposed usages for each of them, we will group the most
common fields of application of machine learning and briefly discuss the proposed
approaches.

Time Series Forecasting

Offer, demand, and price of different forms of energy are often the target of extensive
forecasting studies.

1.2 Machine Learning Applications to Energy

5



As far as the electric energy is considered, generation was not worth predicting until
the 2000s. In the XX century, thermoelectric, hydroelectric and nuclear were the
only widespread power sources and their output was known and, within appropriate
constraints, controllable. As electric energy is notoriously difficult and expensive to
store at scale, the issue was forecasting the demand, in order to plan for economically
optimal generation and guarantee the power balance of the grid.

Classical time series models like multivariate regression, ARMAX and exponential
smoothing were applied first [19]. Since the 2000s, different machine learning
techniques gained traction: support vector machines (SVM), random forest (RF)
and artificial neural networks (ANN) were extensively adopted and compared to
classical methods [20, 21]. More recently, of particular importance were studies on
different architectures of ANNs as well as on hybrid and ensemble models [22]. The
field of application also broadened: the advent of microgirds called for small-scale,
localized forecasting [23]. The introduction of smart meters paved the way for the
analysis, forecasting, and optimization of the demand of individual residential units
[24].

In the late 2000s and in the 2010s, the increase in penetration of wind and solar
generation extended the application of forecasting models to power production
[25, 26]. For both solar and wind, accurate long-term forecasting (months or years
ahead) is impossible at fine granularity (hour or day), while short-term forecasting
(hours or days ahead) is of paramount importance for grid balancing and control.
Due to their effectiveness in capturing complex, non-linear patterns, neural networks
became a popular prediction tool. In particular, recurrent architectures like the long-
short term memory (LSTM) are currently considered the state of the art [27, 28].
Both power sources are highly sensitive to weather conditions: models were then
adopted also to forecast wind speed and solar radiation. Different from load models,
which are mostly developed at country or regional level, production models are
usually fit for a specific farm.

While production and load forecasting are often motivated by grid safety and stability,
price forecasting is mostly driven by economics. Short-term forecasting, hour- or
day-ahead, is important for utilities and trading firms, while long-term predictions
move strategic decisions of power operators and energy-intensive manufacturing
companies, like steel mills and chemical plants.

Forecasting prices is generally considered more complex than predicting demand
and generation, as prices are influenced by both generation and demand as well
as by many other factors, such as the cost of fuels (oil and natural gas) and social
and political events. Moreover, the price of electricity is known to feature spikes
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[29] and to be subject to other phenomena common to energy commodities, like
mean reversion [1]. Several different approaches to power price forecasting were
proposed: in addition to data-driven methods, like time series models and neural
networks, fundamental approaches were proven effective [29].

The interest towards demand, load and price forecasting increased considerably
after the liberalization of the energy markets carried out by most European countries
in the last decades of the XX century. With the introduction of free markets, accurate
price forecasting translated into a competitive advantage and, after the creation
of complex auction systems for power generation and pipe capacity, predictions of
demand and generation also acquired more and more economic value.

Forecasting of production, demand and prices also interested other energy vectors,
like natural gas. However, less attention was paid to them, as hydrocarbons can be
easily and effectively stored, thus removing the requirement for a perfect balance
between production and consumption. Still, accurate prediction of gas demand can
be useful in planning efficient and profitable storage and transportation of resources.
A more throughout analysis is deferred to Chapter 2.

Anomaly Detection

Closely related to time series forecasting is anomaly detection. Highlighting abnor-
mal samples or patterns in a series can be useful in many contexts, notably in fault
detection and efficiency optimization. Fault detection is particularly important for
both power lines and natural gas infrastructure, whose failure may lead to tragic
consequences, ranging from economic damage to the loss of human lives. Efficiency
optimization has gained popularity in recent years: abnormal patterns may result
from accidental or involuntary usage of equipment in a building and proper monitor-
ing and reporting may nudge the users towards a more aware and energy-efficient
behaviour.

Several machine learning methods were proposed, mostly relying on a forecasting
model trained on the "normal" behaviour and a procedure to detect significant
deviations from it. To detect anomalies in the flow of natural gas in small networks,
nearest neighbours and a local regression method based on weather variables,
complemented with a threshold-based outlier detection method were proposed
[30]. A similar structure, involving an hybrid ARIMA-ANN model and a threshold-
based detection method was applied to gas demand in buildings [31]. One step
further is a probabilistic approach based on a Bayesian maximum likelihood classifier

1.2 Machine Learning Applications to Energy
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presented for anomaly detection in gas demand, which did not provide just the
binary classification "outlier" or "normal", but also the estimated probability of each
class [32]. Finally, industrial applications and use cases for anomaly detection were
also presented: one of them involved the remote management of schools, where
abnormal electrical load may indicate negligence in the application of energy-saving
policies [33].

Signal disaggregation

A classification problem based on time series data is signal disaggregation, which
recently assumed particular relevance for power load analysis. The increasing
penetration of smart meters made it possible to record the demand of residential
units and to identify its components. The knowledge of the set of active appliances
in a house enables proactive advisory to the end user, promoting energy and cost
saving.

Several solutions to the problem were suggested, ranging from optimization tech-
niques, such as quadratic and linear integer programming, to statistical approaches
based on hidden Markov models. In recent years, however, more and more attention
was paid to machine learning.

Support vector machines, adaboost, fuzzy systems, and other learning algorithms
were adopted, but many of them require complex feature engineering steps [34].
Artificial neural networks were then proposed as an end-to-end approach. Signal
disaggregation requires both a short-term memory, to understand which patterns are
appearing, and a long-term one, to compare current patterns with the ones observed
in the past. Such requirements well suit both recurrent architectures, like LSTM,
and convolutional architectures [35].

System Identification

Also reliant on time series data, but in a different way, is system identification. In
the last decades, system identification was applied to several energy devices, such as
batteries [36], or even entire buildings. In recent years, however, a new need for
identification emerged in the field of power systems.

The increased penetration of distributed renewable generation called for more and
more complex control systems to be applied to distribution networks, the portions of
the grid connecting substations to end users. Such algorithms mostly require as an
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input the exact topology and line parameters, which are seldom known. Hence the
requirement for data-driven methods to infer such information from measurements.
An in-depth analysis of the topic is presented in Chapter 3.

Control

Besides system identification, the control algorithms themselves were transformed
by the rise of machine learning. Data-driven methods were applied in several filed,
including control of microgrids, buildings, and batteries, due to their effectiveness
in coping with uncertainty in the model and in the parameters, and their ability to
adjust to drifts.

Among data-driven control methods in energy, an important role was tributed to deep
reinforcement learning. Different flavours of deep reinforcement learning algorithms
were applied to problems including energy management, operational control of
networks, demand response, and optimization of trading in energy markets [37].

At the present moment, however, the application of deep reinforcement learning to
energy is mostly limited to academic research. The lack of theoretical guarantees on
performance and explainability of the algorithms are preventing a wide adoption in
the industry, although several studies are aiming at improving our understanding of
the method.

Dissertation Topics and Outline

The survey proposed in Section 1.2 shows that applications of machine learning to
energy are numerous and diverse. We choose to focus on two of them: time series
forecasting and system identification.

The interest in time series forecasting derives from the collaboration with A2A, the
third largest Italian utility. A2A provided not only a strong motivation to approach
the problem, but, more importantly, a real dataset and a real industrial case to test
our methods.

We focus on the analysis and forecasting of natural gas demand in Italy. While
natural gas may not seem the most sustainable energy source, it is arguably the
cleanest among fossil fuels and it has the potential to complement intermittent
renewable generation for years to come. Moreover, the electrification of industrial

1.3 Dissertation Topics and Outline
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plants and domestic heating will take long time. Hence the interest in studying tools
to make natural gas storage and delivery more efficient.

Despite gas being as important as electricity as an energy vector, the study of natural
gas demand received little attention from the academic community. We try to fill the
gap, providing an insightful analysis and comparing several forecasting methods. To
this end, the Market and Price Forecasting Department in A2A provided extensive
support and collaborated in the research in the context of the PhD program of
Andrea Marziali, currently head of the department.

The choice of system identification as second topic is motivated by the willingness
to contribute and support the effort of the academic community for the transition
to clean energy. In particular, the difficulty in identifying the topology and line
parameters of a power network is a major issue for the diffusion of smart grids and
distributed generation.

The Dependable Control and Decision Group of the Automatic Control Laboratory at
the Ecole Polytechnique Fédérale de Lausanne (EPFL) were valuable partners in the
research, thanks to their expertise in power systems and smart grids. In particular,
Prof. Giancarlo Ferrari-Trecate, Dr. Pulkit Nahata, and Jean-Sébastien Brouillon
participated in the research described in Chapter 3.

Reflecting the two topics, this work is divided into two main parts.

Chapter 2 introduces the problem of natural gas forecasting, reviews the related
literature and presents our main contributions on the subject. It includes a detailed
analysis of the daily series of natural gas demand and the description of the proposed
forecasting methods. Feature selection and engineering are discussed and several
models are compared. Following recent trends, ensemble approaches are also
introduced and tested: the experimental evidence shows that they systematically
outperform other methods. A discussion on the influence of the weather forecasting
errors on the accuracy of gas demand prediction is carried out, and a novel error
propagation model is proposed. Finally, industrial applications of the research are
described and discussed.

Chapter 3 starts from a description of the structure of the power grid to motivate
the need for accurate identification algorithms. Existing approaches are reviewed
and the need for new online methods is shown. Then, our main contributions are
proposed: a recursive least squares algorithm is derived and complemented with an
online design-of-experiment procedure. The method is validated via simulations on
standard testbeds.
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The contributions of this work are also split between the two main topics. For what

concerns gas demand forecasting, we:

perform a throughout and insightful analysis of the time series of the Italian
daily gas demand, divided into the residential, industrial and thermoelectric
sectors, discussing the seasonality and the role of exogenous factors;

provide guidance about feature selection and engineering, discussing in partic-
ular the role of temperature, seasonality and holidays;

perform a comparison of several different forecasting models and highlight
strengths ad weaknesses of each one;

propose the application of ensembling methods, which, though already popular
for power load forecasting, were never tested on the task of gas demand
prediction;

develop a novel model to propagate the effect of the error in temperature
prediction to residential gas demand forecasting.

Moreover, our models were integrated into the A2A IT platform and are now adopted

to support the daily operations of the utility.

As far as the identification of power distribution network is concerned, we focus on

the estimation of the admittance matrix of the grid, which encodes information for

both the topology and line parameters. In particular, we:

propose a parameterization of the admittance matrix which does away with
redundant parameters and is suitable both in presence and in absence of slack
capacitors;

propose a novel algorithm based on optimal design of experiment to exploit
the controllable generators in the grid;

describe a recursive algorithm capable of following the changes in time of the
grid topology.

1.4 Contributions

11



1.5 Publications and Presentations

12

The following works were conceived during the doctoral program, although only

items 3, 4, and 6 deal with topics discussed in this dissertation:

1.

Emanuele Fabbiani, Andrea Marziali, and Giuseppe De Nicolao (2021). "Fast
calibration of two-factor models for energy option pricing". Applied Stochastic
Models in Business and Industry [1].

Emanuele Fabbiani, Andrea Marziali, and Giuseppe De Nicolao (2020). "vanilla-
option-pricing: Pricing and market calibration for options on energy commodi-
ties". Software Impacts, Vol. 6, pp. 100043 [2].

Emanuele Fabbiani, Andrea Marziali, and Giuseppe De Nicolao (2021). "Fore-
casting residential gas demand: machine learning approaches and seasonal
role of temperature forecasts". International Journal of Qil, Gas and Coal
Technology, Vol. 6, No. 2, pp. 202-224 [3].

Andrea Marziali, Emanuele Fabbiani, and Giuseppe De Nicolao (2021). "En-
sembling methods for countrywide short term forecasting of gas demand".
International Journal of Oil, Gas and Coal Technology, Vol. 6, No. 2, pp.
184-201 [4].

. Maurizio Polano, Emanuele Fabbiani, Eva Adreuzzi, Federica D. Cintio, Luca

Bedon, Davide Gentilini, Maurizio Mongiat, Tamara Ius, Mauro Arcicasa, Miran
Skrap, Michele Dal Bo, Giuseppe Toffoli (2021). "A New Epigenetic Model to
Stratify Glioma Patients According to Their Immunosuppressive State". Cells,
Vol. 10 No. 3, pp. 576 [5].

Emanuele Fabbiani, Pulkit Nahata, Giuseppe De Nicolao, and Giancarlo Ferrari-
Trecate (2020). "Identification of AC Networks via Online Learning". arXiv
preprint arXiv:2003.06210 . Submitted to IEEE Transactions on Control System
Technologies and currently under review [6].

Jean-Sébastien Brouillon, Emanuele Fabbiani, Pulkit Nahata, Florian Doérfler,
and Giancarlo Ferrari-Trecate (2021). "Bayesian Methods for the Identification
of Distribution Networks". Submitted to IEEE Conference on Decision and
Control and currently under review.

Jean-Sébastien Brouillon, Emanuele Fabbiani, Pulkit Nahata, Florian Doérfler,
and Giancarlo Ferrari-Trecate (2021). "Bayesian Error-in-Variables Models for
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Control System Technologies and currently under review.

The following presentations were held at international conferences during the
doctoral program:

1. Emanuele Fabbiani, "Fast Calibration of Two-Factor Models for Energy Option
Pricing", Energy Finance Italy III, Pescara, Italy 15-16 February 2018 [7].

2. Emanuele Fabbiani, "Short-Term Forecasting of Italian Gas Demand", Energy
Finance Italy IV, Milan, Italy, 4-5 February 2019 [8].

3. Emanuele Fabbiani, "Academic and Buisness Research in Al for Energy", Ap-
plied Machine Learning Days, Lausanne, Switzerland, 25-29 January 2020
[9].

1.6 Notation

1.6.1

We define here the notation that will be used throughout the work, in both Chapter 2
and Chapter 3.

Sets, Vectors, and Functions

N, R and C are respectively the sets of natural, real and complex numbers; R} =
{x € R | z > 0} is the set of non-negative real numbers; j = \/—1 is the imaginary
unit. Scalars are denoted by lowercase letters, while vectors by lowercase bold
letters. If x € R™, z; € R denotes the element of « in the i-th position, i = 1...n.
The ¢, and ¢, norms of a vector x are represented by |||, and either |||/, or x|,
respectively. Given = € C", T is its complex conjugate taken element-wise and [x]
the associated diagonal matrix of order n. Throughout, 1,, and 0,, are n-dimensional
vectors of all ones and zeros.

A time series is represented by a vector x € R" of samples z;, where ¢ is the
timestamp of each sample.

Matrices are represented by capital letters: let X € R"*™, then z;; € R is the
element in row i and column j. The trace of the matrix X is denoted by tr(X), its
determinant by det(X), the Kronecker product between matrices by ®. For an matrix
A e C™m AT denotes its transpose, A" its Hermitian (complex conjugate) trans-

pose, a;. its i*" column vector, and vec(A) = [a+],...,a, ]" the mn-dimensional
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stacked column vector. If A € C"*" is a square matrix, then vech(A) is the n(n+1)/2-
dimensional vector obtained by eliminating all supradiagonal elements of A from
vec(A), and ve(A) is the n(n — 1)/2-dimensional vector obtained by removing diago-
nal elements from — vech(A). A positive definite matrix A and a positive semidefinite
matrix B verify A = 0 and B > 0. The Frobenius and the maximum norm of a matrix
A are denoted by || Al and || A]|
and zero matrices of dimension n x n and n x m. The unit vectore;, i =1...nis

The symbols I,, and O,,,, represent identity

max"*

the i*" column of I,,.

Sets are represented by calligraphic capital letters, their elements, when not vectors
or matrices, by lowercase letters. For a finite set V, |V| denotes its cardinality. Let
f : X — Y be a function from X to ), then y = f(x), y € ), represents the
image of x € X through f. Random variables are denoted by calligraphic letters:
X ~ N (p,0?) is the Gaussian random variable with expected value E[X] = p and

variance Var[X] = o2

Algebraic Graph Theory

Graphs are also denoted by calligraphic capital letters. In case of ambiguity, the
nature of the symbol will be specified in the text.

We denote by G(V, £,V) an undirected connected and weighted graph, where V is
the node set and £ C (V x V) the edge set. The adjacency matrix W of order |V
embeds the edge weights w;; € W in positions such that (4, j) € £ and has zeros in
other places. The n-order matrix L = [W 1)y,] — W is the Laplacian matrix associated
with G. By construction, a Laplacian matrix L. € C™**" is such that L1,, = 0,,.
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2.1.2

Forecasting of the ltalian Gas
Demand

Role of Natural Gas in ltaly

Natural gas plays a key role in the Italian energy mix and, according to the National
Plan for Energy Development, its importance will not diminish in the near future
[38]. Natural gas is commonly used as fuel for domestic heating and cars, powers
industrial facilities and is burnt in thermoelectric power plants. Considered the
cleanest among all fossil fuels, natural gas is seen as an intermediate step in the
transition towards clean energy generation and an ideal complement to intermittent
renewable sources.

Demand

Data from SNAM Rete Gas, the Italian transmission system operator (TSO), reveals
that the total demand for natural gas oscillated between 85 and 62 billions of
standard cubic meters (BSCM) since 2000. An increasing trend insists from 2002
to 2006, a period of economic expansion, while a sudden drop appears between
2010 and 2014, due to the combined effect of the financial crisis and the push for
renewable power generation. Since 2014, the demand increased again to the levels
of the early 2000s, reaching 74.23 BSCM in 2019 (Fig. 2.1).

The total gas demand (GD) is made of three main components, with negligible
residuals: residential gas demand (RGD), industrial gas demand (IGD), and ther-
moelectric gas demand (TGD). In 2018, RGD accounted for 41.5% of the total
consumption, IGD for 25.4% and TGD for the remaining 33.1% (Fig. 2.2) [39].

Infrastructure

In order to deliver natural gas across the country, Italy built a vast infrastructure. The
nation is poor in reserves and, in 2019, domestic production covered only 6.5% of
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Figure 2.1. Gas demand from 2000 to 2019. The sudden drop starting in 2010 is due to
the contemporary effect of the financial crisis and the incentives for renewable
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the demand. The remaining 93.5% was satisfied by import: in 2018, Russia supplied
45%, Algeria 32% and Libya 8% of the requirement. Most of the gas enters Italy
through five international pipelines, while a small fraction is shipped as liquefied
natural gas.

Once inside the country, the gas is transported in a system of pipelines. This is
conventionally divided into primary and secondary network: the former is made of
high-capacity, high-pressure (70 bars) pipes which connect hubs and deposits over
long distances, while the latter is a low-pressure (1 bar) network aimed at delivering
the product to the final users. SNAM Rete Gas owns 93% of the network, for a total
extension of 41,000 km [40].

Although hydrocarbons can be effectively stored, the network must always be kept
in balance: injection must equal extraction, up to a small margin, so that the volume
of gas inside the network, named line-pack, stays constant. SNAM Rete Gas, the
TSO, must then continuously monitor the situation and act to prevent imbalance
surging to critical levels.

To alleviate issues deriving from the lack of domestic production, Italy built the
largest storage capacity in Europe, with 10 sites collectively capable of holding about
12.5 BSCM, equivalent to 17% of the yearly demand. Deposits are always partially
filled: in case of failures in international streams, natural disasters, or political
tensions, the TSO taps into reserves to avoid disruption in the delivery.

In addition to its role in emergencies, storage also helps in the optimization of
transportation. Deposits are usually filled when piping capacity is available and
emptied when the demand is high in order to deliver gas to nearby towns. Moreover,
storage provides readily available flexibility in balancing the network.

Market

Natural gas provisioning, distribution and commercialization to final customers
used to be a monopoly until the end of the XX century. In 2000, law 164/2000
implemented European directive 90/30/CE and imposed the liberalization of the
market.

The liberalization created four main actors: the end users, the TSO, in charge
of managing the network, the providers, private companies in the business of
provisioning and selling, and the Bureau of Energy Markets ("Gestore Mercati
Energetici" or GME in Italian), in charge of supervising trading. An exchange for

2.1 Role of Natural Gas in ltaly
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Figure 2.3. Main natural gas facilities in Italy [40].

natural gas was created and, since October 2003, operators can trade gas at the
"Virtual Point of Exchange" ("Punto di Scambio Virtuale" or PSV in Italian), an
imaginary point logically included within the Italian network.

As of 2020, transactions can occur in two ways: in a regulated market or over the
counter, through private agreements between organizations. The regulated market
is made of two platforms: the MP-GAS spot market and the MT-GAS market, where
future contracts are traded. MP-GAS has two main sessions: in the "day-before"
session (MGP-GAS), gas is traded for the following day, while in the "intraday"
session (MI-GAS), the commodity is exchanged with immediate effect.

The market plays an important role in keeping the network balanced. An energy
provider is said to be balanced if

E-I=T, 2.1)

where [ is the gas it injects in the network, F the extraction by its customers and 7’
the amount traded at the PSV, assumed positive if it is bought and negative if it is
sold. If (2.1) does not hold, the imbalanceisU = F — T — I.
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At the end of each day, if its U is positive, a provider pays
P, = max (Pbmax, P+ S) (2.2)

for each unit of gas demanded by its customers and not injected in the network and
receives
P, = min (P&min, p— S) (2.3)

for each unit of excess gas introduced in the network, where P, .y is the maximum
price of gas bought by the TSO on the market in the same day, P 1in is the minimum
price of gas sold by the TSO, P is the average market price of the day and S is a
small constant, currently set at 0.108 €/MWh.

The imbalance price is designed to be always inconvenient. If a provider has to buy
gas, it pays either more than the market price or the maximum TSO price, if it has
to sell, it receives either less than the market price or the minimum TSO price. This
is an incentive for providers not to unbalance the network and, in case they realize
their position is becoming critical, to proactively act on the market to compensate as
soon as possible.

Future

According to the National Plan for Energy Development, after the decommissioning
of coal-fueled power plants, planned in 2025, natural gas will remain the only fossil
fuel used for power generation [38]. Such a strategic choice is motivated by the
inferior carbon footprint of combined-cycle gas-fueled plants. According to SNAM,
the emission of carbon dioxide per unit energy of gas plants is 25% to 30% lower
than oil plants and 40% to 50% lower than coal plants. Thermoelectric plants
will thus remain the backbone of the Italian power generation infrastructure for
the near future, though steadily lowering their share in favour of photovoltaic and
wind. A key role will also be played by the so-called "green" hydrogen: produced by
electrolysis powered by renewable sources, it will be then stored and finally burnt in
power plants, possibly mixed with natural gas. In the future, hydrogen is expected
to replace completely natural gas as a vector for long-term energy storage.

For what concerns the industrial and residential sectors, demand is expected to
remain stable. Electrification of domestic heating is not thought to happen quickly:
at current prices, gas is still economically competitive and the overwhelming majority
of residential buildings in mainland Italy is already equipped with the required
infrastructure.

2.1 Role of Natural Gas in ltaly
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In the next few years, the natural gas network is expected to reach Sardinia. As of
2020, Sardinia is the only region lacking a proper infrastructure for gas treatment
and distribution, but both private companies and public institutions committed to
substantial investments to align the island with the rest of the country.

Based on such a scenario, it is reasonable to expect that natural gas will remain a
relevant energy source for decades. An analysis published by SNAM in 2017 puts the
demand at 68.9 BSCM in 2035, with an average annual decrease of 0.5% between
2017 and 2035. While the short- and mid-term effect of the COVID-19 pandemic is
difficult to assess, the long-term guidance was not modified.

Moreover, analyses published before the outbreak projected the global natural gas
demand rising by 2% every year until 2040, when gas will represent 19% of the
global primary energy production.

Importance of Demand Forecasting

While long-term forecasting is essential for establishing policies and committing
to large investments, short-term forecasting is especially useful to the operations
of utilities and transmission system operators and for the overall stability of the
network.

As pointed out in Section 2.1.3, the Italian gas market is engineered to provide a
strong economic incentive for providers not to unbalance the network. Although
it is possible to compensate excess or deficiency in gas injection, it is difficult and
expensive to perform such operation under short notice. Import capacity must
indeed be booked in advance and trades with other operators must be performed on
the market, where last-minute deals may turn unfavourable.

Hence, accurate forecasting helps both energy providers and the TSO to optimize
import, transportation, storage and delivery of natural gas and has consistent
economic implications for utilities.

In order to allow providers to take appropriate action and balance their position,
SNAM publishes daily data of demand and injections in the network. Moreover, it
releases its own forecast of demand, both at national and local level.

Chapter 2 Forecasting of the ltalian Gas Demand
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2.3.1

Due to the relevance of the topic, several works addressed the prediction of natural
gas demand: we will use the comprehensive summaries by Soldo [41] and Sebalj et
al. [42] as starting points for our review.

Sebalj et al. proposed a classification along four dimensions. The prediction horizon
can range from hourly to yearly, the reference area from single nodes of the network
to a whole country; adopted models include fundamental approaches, time series,
mathematical and statistical models, neural networks, hybrid models, and others;
input features can be historical demand, temperature, calendar, social and economic
indicators or others.

We will split works sharply on the basis of the prediction horizon. Long-term
forecasting, months or years ahead, is fundamentally different from short-term
forecasting, days or hours ahead, in purpose, methods, and inputs. Consistent
with the purpose of this work, we will focus our review mainly on country-wide
forecasting, while citing only the most relevant papers dealing with regional or local
targets.

Long-term forecasting

Several statistical models have been proposed for long-term gas demand prediction:
among them, of particular interest are the so-called grey models, which were applied
in different flavours to the Chinese scenario [43, 44, 45]. While such models
were proven effective in delivering predictions to guide policy makers, they fail in
considering exogenous factors, which may influence gas demand. Hence the need
for different and more flexible approaches.

A model based on temperature was proposed to forecast residential Turkish demand
[46]. The importance of temperature was also recognized with a different proba-
bilistic approach in a work targeting the demand of Argentinian cities [47]. A study
on Bangladesh showed that social and macroeconomic factors, such as population
growth and gross domestic product (GDP) are essential drivers for gas demand [48].
Similar conclusions were drawn in a case study on Turkey: in this context, a breeder
model was proven superior to other approaches [49].

Apart from grey and statistical models, more complex methods were also proposed.
Classical time series models, like ARIMA and Holt-Winter ware applied to predict
annual gas demand in Pakistan [50]. Adaptive network-based fuzzy inference
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systems (ANFIS) were also proven effective: a variant, featuring stochastic frontier
analysis, was fed with GDP and population growth and applied to predict the
evolution of natural gas demand in Bahrain, Saudi Arabia, Syria, and the UAE [51].
More recently, ANFIS were proposed as part of an hybrid ANFIS-ARIMA model to
forecast demand growth in Greece [52].

Short-term forecasting

While long-term forecasting is heavily influenced by socio-economic variables, like
economic activity and population growth, short-term forecasting can do away with
such information, being it incorporated in recent demand. On the other hand,
weather and holidays heavily affect the short-term behaviour of gas demand, while
being hardly useful for long-term scenarios, where they are averaged out over
seasons. Such differences motivate the lack of works dealing with both short and
long-term forecasting - although rare examples exist [47].

Short-term forecasting of UK natural gas demand was addressed using support
vector regression (SVR) with false neighbours filtered [53]. The model was fed with
historical data, a composite weather variable, and calendar features. The authors
showed that it outperformed auto-regressive moving average (ARMA) and neural
networks (ANN) approaches. An optimized SVR, combined with factor selection
algorithm and life genetic algorithm was also proposed to forecast the demand in
Greek cities [54].

ANFIS was applied to predict Iranian gas demand and improved in accuracy over
classical time series methods and ANN [55]. Again, historical data were comple-
mented by calendar features, although limited to the day of the week. A more
advanced model, combining wavelet transform, genetic algorithm, ANFIS and ANN
was applied to forecast the daily demand across different nodes of the Greek gas
distribution network [56]. The proposed model was fed with historical data, tem-
perature and calendar features.

Neural networks were particularly popular in the last decade. Different architectures
were applied to hourly and daily forecasting problems at a regional and local level
[57, 58, 59, 60]. Besides being included in hybrid models (e.g. in ANFIS-ANN),
ANNs were combined with principal components correlation analysis (PCCA) to
provide robust and precise forecasting of regional demand [61]. Hybrid models
based on recurrent neural networks were also proposed and tested on the demand
of cities with different climatic conditions [62].
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Impact of Inaccurate Temperature Forecasts

Apart from univariate models, most of the short-term approaches use temperature
data. The main causal link between temperature and gas demand is the heating of
houses, offices and industrial facilities, but other, less intuitive phenomena influence
the consumption, as it will be clear in the sequel.

Unfortunately, the origin and the nature of weather data was seldom tributed the
required attention. Some papers do not clarify if the data fed into the forecasting
models are actual measurements or predictions (see, e.g., [56, 59]), some others
use actual measurements both to train and validate models (e.g. [58]), even though
such procedure would be impractical in an industrial application, as some authors
duly observed [60].

There are few papers in the literature that consider the impact of weather forecasting
errors. Potocnik et al. included weather forecasting errors in their risk analysis on
gas demand forecasting errors, finding that a noise with a standard deviation of
1 °C resulted in an increase in normalized relative error of 7.7% [63]. Baldacci et
al. provided empirical results on the deterioration of gas demand forecasting due
to the inaccuracy of temperature predictions, concluding that 8.8% of the demand
forecasting error could be attributed to weather forecasting error [30].

Iltaly

In addition to the already mentioned work by Baldacci et al. [30], a few other
papers focus on the Italian scenario. Bianco et al. investigated the long-term
evolution of the Italian gas demand [64, 65]: macroeconomic indicators, such as
gross domestic product and gas prices, and climatic factors were used to build
scenarios of residential, industrial and thermoelectric gas demand up to 2030. A
large margin for energy saving was spotted in the residential sectors, where the
energy efficiency of buildings plays an important role. As for the other sectors, the
GDP was shown to be the most important factor in the evolution of the demand. Also
in the field of long-term forecasting is the study by Scarpa and Bianco, highlighting
the sensitivity of years-ahead predictions on the accuracy of input data, such as
estimates of economic growth [66].

2.3 State of the Art
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Open points

Our review of the literature reveals a fundamental gap in studies about short-term
forecasting of Italian gas demand. Predictive models were designed and are currently
in use in every utility and in SNAM Rete Gas, the TSO, but they are not publicly
available.

Moreover, despite many different models fed by different set of features were
proposed, a comprehensive comparison is lacking. While hybrid models were
presented and tested, ensembling approaches seem not to have gained popularity,
despite being proven effective in similar tasks, e.g. forecasting power load [22].

Finally, the impact of the intrinsic inaccuracy of weather forecasting on demand
prediction needs to be further investigated, both under a theoretical and an experi-
mental perspective.

Problem Statement

We addressed the prediction of the daily Italian gas demand (GD) starting from its
base components. Apart from minor contributions that can be safely neglected, at any
date d GD is composed by the sum of industrial gas demand (IGD), thermoelectric
gas demand (TGD) and residential gas demand (RGD):

GDg = IGDgy + TGDg4 + RGDy. 2.4)

RGD includes mostly domestic heating, IGD encompasses demand by industrial
facilities, while TGD only accounts for the fuel required by thermoelectric power
plants.

Four one-day-ahead forecasting problems were then considered, concerning RGD,
IGD, TGD, and overall GD. GD can be obtained by summing its base components, as

per equation (2.4).

Data for RGD, TGD and IGD, ranging from 2007 to 2018, can be downloaded from
the SNAM website. The series of gas demand were augmented with weather data,
provided by an Italian specialised company. The data for gas demand is publicly
available, but weather forecasts and actual measurements cannot be disclosed due

to commercial agreements.

Chapter 2 Forecasting of the ltalian Gas Demand



2.5

T
300 - =
250 |- =

S 200 | |

9p]

E' 150 s

a

O

~100 | .

50 | s
0 L I I I I I I L
Do N N N Do Do Do )

o o S S S S =) S

(] o = = = = = [N

> 0 o ) N ) (%) (=

Figure 2.4. Ttalian residential gas demand (RGD)

The resulting dataset consisted of 5 fields: date (d), predicted average temperature
in Northern Italy (¢), and gas demand (RGD, IGD and TGD). All the series have daily
granularity and are 12 years long. In addition, the actual average temperature in
Northern Italy was procured for the years 2015 to 2018.

We considered a population-weighted average of the temperature, precomputed by
the weather data provider: the underlying raw data is not available. The Northern
Italy was chosen as the region where to compute the average because it experiences
the most rigid climate, and is thus more sensible to heating requirements.

In a preliminary analysis, both a population-weighted and a GDP-weighted average
on the whole country were also considered, but they were dropped because they
showed very similar, yet weaker correlation with RGD and IGD, respectively, after
performing the transformations described in the following sections.

Figs. 2.4 to 2.7 display the series of RGD, IGD, TGD, and overall GD.

Exploratory Analysis

Exploratory data analysis is an essential preliminary for the design of effective
predictive models. The insights gathered in this phase drive feature selection,
feature engineering and model design.

Due to their peculiar features, RGD, IGD and TGD will be analyzed separately.

2.5 Exploratory Analysis
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To keep the dissertation self-contained, a short reminder of the main statistical tools
used in the next sections is provided.

Autocorrelation and Spectral Density

The autocorrelation function and the periodogram describe the periodic structure of
a time series. For the sake of clarity, we will only present their application to time
series analysis, without delving into the theory of stochastic processes from which
they both originate. The interested reader can refer to the classical textbook by Box
et al. for a rigorous and comprehensive presentation [67].

The empirical autocorrelation function (ACF) is a measure of the linear dependence
of a time series from its lagged values. Assuming that ¢ = {z;} e R", t =1...n,is
a stationary series with zero mean, its ACF is a function r of the lag k, computed by

the formula "
. Zt:k+1 TtLt—k

2
Dot T

Similar to the correlation, the ACF is bounded between -1 and +1: an absolute

(k) (2.5)

value of (k) close to 1 suggests a perfect linear relationship between the series and
its k-th lag, while r(k) close to O indicates that a linear model is not adequate to
capture the relationship. In case the series is not stationary, standard techniques can
be adopted to remove the trend before computing the ACF [67].

2.5 Exploratory Analysis
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The periodogram is the discrete Fourier transform of the empirical autocorrelation
function and estimates the power spectral density (PSD), which in turn describes
which frequencies contribute the most to the periodic structure of the time series. It
can be shown that the periodogram can also be computed directly from the samples
of the time series z; as

2
-1
——<f<
’ 2At—f—

n

Z e 2miftAL
t=1

1

_ At BN
- 2AL’

p(f) (2.6)

where At is the sampling period of the series, i.e. the interval between two consecu-
tive samples. In the following sections all the periodograms will be computed using
the Welch method, a technique consisting in averaging overlapping estimates of the
PSD obtained on different subsets on the series. The Welch method was shown to
decrease the variance of the periodogram, thus leading to more stable estimations
[67].

Residential Gas Demand

The magnitude of RGD oscillates greatly with the season: during the cold months,
from October to March, it represents 56% of the overall Italian demand, while it
drops to 28% from April to September - see Fig. 2.4.

The pattern is explained by domestic heating, the primary usage of gas in house-
holds. During the cold period, the need for maintaining a large difference between
the indoor and the outdoor temperature produces a larger RGD while, when the
temperature climbs above 17-18 °C, heating is typically switched off, thus reducing
the consumption.

Moreover, due to the impact of domestic heating, winter RGD is influenced by
weather conditions, and thus changes drastically from year to year. Conversely, in
summer, RGD is independent from the weather and its profile is remarkably repeat-
able over different years. All these features are visible in Fig. 2.8, which displays
eleven years of Italian RGD, overlapped with a proper shift to align weekdays.

As expected, the empirical autocorrelation function, estimated on the whole dataset,
exhibits a dominant yearly seasonality and a much smaller weekly periodicity
(Fig. 2.9). The periodogram also shows that most of the spectral density is concen-
trated at the period of 365.25 days (Fig. 2.10). A smaller yet relevant peak can be
found at a period of 7 days, accounting for the weekly periodicity. In both cases,
smaller peaks at lower periods are ascribable to harmonics.

Chapter 2 Forecasting of the ltalian Gas Demand
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Figure 2.8. Italian residential gas demand (RGD), years 2007 to 2017. The time series are
shifted to align weekdays. Weekly periodicity is particularly visible in summer.
The yearly seasonal variation is mostly explained by heating requirements. In
the inset, three weeks of July are zoomed.
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Figure 2.9. Autocorrelation function of RGD. The 365-day yearly periodicity is evident. In

the inset, weekly waves witness the presence of a 7-day periodicity of smaller
amplitude.
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Figure 2.10. Periodogram of RGD. Left panel: periods up to to 8 days; right panel: periods
up to 500 days. The yearly periodicity is highlighted by peaks at 365.25 days,
while the weekly one by the smaller spike at a period of 7 days. Other spikes
correspond to harmonics located at multiples of the main harmonic.

The strength of the lag-1 autocorrelation can be assessed through the scatter plot in
Fig. 2.11a, where RGD at time d is plotted against RGD at time d — 1. The correlation
coefficient computed on the entire dataset is 0.988, and it increases to 0.995 if the
pairs Saturday-Friday and Monday-Sunday are discarded. This reflects a different
behavior between working days and weekends, visually confirmed in the plot, where
Monday’s RGD stays in the upper part of the cloud whereas Saturday’s RGD lies in
the lower part.

As for the lag-7 autocorrelation, in Fig. 2.11b the scatter plot of RGD at times d and
d — 7 is displayed. The cloud of points is narrower when the demand is low, that is
during the warm season, while it gets more dispersed in winter, when the demand is
high. This is possibly due to the variability of weather from one week to the next
one.

In order to characterize the yearly seasonality, it is convenient to introduce the
following definitions:

year(d) is the year to which date d belongs;

weekday(d) is the weekday of date d, e.g. Monday, Tuesday, etc;

Chapter 2 Forecasting of the ltalian Gas Demand



yearday(d) is the ordinal number of date d within year(d) starting from 1% January,
whose yearday equals 1;

H is the set of holidays. According to the Italian calendar, holidays are 1% January;,
6™ January, 25 April, 15t May, 2" June, 15™ August, 15t November, 8, 25t
and 26™ December, Easter and Easter Monday.

Comparing RGD with the same yearday would not be accurate, mostly in summer,
due to the shift in weekday from year to year. Adjusting only for the weekday would
also introduce errors, due to the presence of holidays. Traditionally, in the literature,
categorical or dummy variables are introduced to account for the issues [53, 55].
Though clearly useful, categorical variables do not carry information about previous
samples with the same characteristics. We thus propose a novel characterization,
based on the idea of similar day.

Definition 1 (Similar Day). If t ¢ H, its similar day sim(d) is

sim(d) = arg min |yearday (1) — yearday(d)| (2.7a)
subject to : year(r) = year(d) — 1 (2.7b)
weekday(7) = weekday(d) (2.7¢)

If t € H, its similar day sim(d) is the same holiday in the previous year.

The relationship between RGD, and RGDyy, (g is shown in Fig. 2.11c: again, the
correlation is higher when the demand is lower, due to the smaller influence of
temperature, suggesting that the RGD recorded on the similar day may be an
important feature during the summer period.

It can also be of some interest to take into account the similar day of d — 1. Indeed,
the scatter plot in Fig. 2.11d shows that the difference RGDy 1 — RGDgjpy (1) 18
a good proxy for the difference RGDy — RGDyg;p,(4)- Therefore, a predictive model
may take advantage from the available information in RGDg41, RGDyjy,(4—1) and
RGDyj (g to infer the target RGDg.

Temperature
The analysis performed so far confirms the intuition that temperature is a major

driver for RGD. We thus dig deeper into the relationship between weather and
RGD.

2.5 Exploratory Analysis
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Figure 2.12. Left panel: scatter plot of daily RGD vs average daily temperature. Right panel:
scatter plot of daily RGD vs HDD.

The correlation between the two series is strong during the winter season, when the
temperature falls and domestic heating becomes relevant. As shown in the left panel
of Fig. 2.12, with good approximation the relationship is piecewise linear: a line
with a negative slope below 17 — 18 °C and a constant above 17 — 18 °C. In order to
transform the piecewise linear dependence into a linear one, it is useful to resort to
the so-called Heating Degree Days (HDD).

Definition 2 (Heating Degree Days (HDD)).
HDD(t) := max(t, —t,0) (2.8)

where ty, is the point above which the temperature has no influence on gas demand.

Experiments showed that the maximum correlation between HDD and RGD, exclud-
ing points where HDD equals zero, is achieved for t;, = 18 °C.

In the right panel of Fig. 2.12, the scatter plot of RGD vs. HDD highlights an
approximately linear relationship, with a positive correlation of 0.97.

Despite being effective in capturing the main functional form of the relationship
between RGD and temperature, the HDD transformation is not smooth, while the
shape in Fig. 2.12 is. Hence, we introduce a novel formulation, called Smooth
Heating Degree Days (SHDD).

2.5 Exploratory Analysis
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Definition 3 (Smooth Heating Degree Days (SHDD)).

ty, — _t ¢ >0
P
SHDD(#) = <1+(;;) ) 2.9)
th —t t<0

N

where tj, has the same meaning as in Definition 2 while 1 is a suitable constant that
controls the smoothness of the curve.

The function SHDD(¢) is represented in Fig. 2.13 for different values of ). Unfor-
tunately, experiments showed that the introduction of SHDD does not yield any
significant advantage, neither in terms of correlation with RGD nor in terms of per-
formance of the final models. Thus, SHDD was dropped and will not be considered
in the following.

The link between between HDD and RGD is also evident from the time series
of RGD and HDD during 2017 (Fig. 2.14): it is easy to see how spikes in HDD
correspond to peaks in RGD on the same date. This is in disagreement with some
of the literature, which suggests that the reaction to temperature movements is not
instantaneous [30]. One should note, however, that our case study involves daily
data and embraces a whole country: it is thus likely that some phenomenon which
appears for individual customers on a smaller time scale gets attenuated by the
lower granularity and the aggregation.

Chapter 2 Forecasting of the ltalian Gas Demand
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Figure 2.14. Time series of RGD and HDD in 2017: the chart shows the instantaneous
correlation between the two series.

It is also interesting to notice the effect of seasonality: the cold period in the second
half of April (days 105-120) results in a lower demand with respect to days with
similar temperatures in the beginning of March (days 60-70). This is likely due to
a combination of the effects of town regulations, which forbid the use of heating
in the warm season and psychological bias of people, who are less likely to turn on
domestic heating in the warm season.

All the conclusions drawn for the relationships of Italian RGD with temperature
intuitively apply also to other countries with similar climatic conditions. For instance,
the sharp difference in demand between the cold and warm season is apparent in
Greek data [55]. On the other hand, countries with a more rigid climate, like the
UK, or where natural gas is not extensively used for domestic heating, show a more
constant demand throughout the year [53].

Industrial Gas Demand

Industrial gas demand (IGD) does not exhibit strong trends: a significant decrease
is only recorded in 2009, following the global financial crisis. The series presents
weekly and yearly seasonal patterns: in particular, as most of the industrial facilities
stop or slow down production during the weekends, IGD is lower on Saturdays and
Sundays. In August and at the end of December, typical periods for vacation in Italy,
IGD drops to about half of its average value. Other holidays, such as Easter and the

2.5 Exploratory Analysis
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Figure 2.15. IGD, years 2007-2017. The time series has been shifted to align weekdays
over different years.

Labour Day, result in similar effects. During the year, IGD shows a decrease from
January to August and an increase from September to December, due to the use of
gas for environmental heating in factories and manufacturing plants.

All these features can be appreciated in Fig. 2.15, where 11 years of IGD are
superimposed, aligning weekdays to better highlight periodic behaviours.

The periodogram, plotted in Fig. 2.16, exhibits peaks at periods of 365.25 and 7 days,
while other relevant values are ascribable to multiple harmonics of the fundamental
ones. Different from RGD, the weekly seasonality prevails in terms of magnitude
and the yearly one is of secondary importance. The analysis of the autocorrelation
function is here neglected, as it also yields the same results.

Temperature

It is reasonable to expect the link between IGD and temperature to be less tight than
the one of RGD. The natural gas consumed to heat industrial facilities is but small
portion of the total IGD, the remainder being used directly to power machinery.
Such intuition is confirmed by the scatter plots in Fig. 2.17, which show a much
greater dispersion than Fig. 2.12.

Interestingly, the chart highlights other characteristics of IGD: with reference to the
left panel of Fig. 2.17, the points in the bottom left (low IGD, low temperature)

Chapter 2 Forecasting of the ltalian Gas Demand
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Figure 2.16. Periodogram of IGD. Left panel: periods from 0 to 8 days; right panel: periods
from O to 500 days.

belong to the Christmas period, while the ones in the bottom right (low IGD, high
temperature) to the summer break. The isolation of these two groups of samples
from the rest of the cloud suggests the importance of correctly identifing and
characterizing the two main vacation periods and other holidays.

Thermoelectric Gas Demand

Different from IGD, thermoelectric gas demand (TGD) shows a clear trend (Fig. 2.6).
From 2008 to 2014 TGD decreases, mostly due to the growth in capacity of renewable
power sources, substantially subsidized by the government. Since 2014, however,
the trend stabilizes, likely due to the decrease in subsidies for the installation of
photovoltaic systems.

Moreover, TGD shows a greater variability compared to IGD and RGD, as the year-
over-year plot in Fig. 2.18 shows. TGD is indeed influenced by several factors
other than temperature and productive cycles, including prices of power, gas, and
European emission allowance (EUA) certificates, which exhibit a large volatility [68].
This explains why yearly periodicity is relatively less important in TGD than in IGD
and RGD. The periodogram in Fig. 2.19 shows that, also for TGD, the main seasonal
component is weekly, which is consistent with the patterns reported in the Italian
power demand [69].

2.5 Exploratory Analysis
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Figure 2.19. Periodogram of TGD. Left panel: periods from O to 8 days; right panel: periods
from O to 500 days.

Temperature

The scatter plot of TGD against temperature, displayed in the left panel of Fig. 2.20,
shows a peculiar U-shaped pattern: TGD increases as weather gets colder, but also
when it gets warmer. Indeed, during the summer more thermoelectric production is
required to match the demand caused by the extensive use of air conditioning. The
increase in solar generation typically recorded in the same part of the year in not
sufficient to counterbalance the increase in power demand with the current solar
installed capacity.

This U-shaped pattern calls for the introduction of a derived feature variable, named
Heating and Cooling Degree Days (HCDD).

Definition 4 (Heating and Cooling Degree Days (HCDD)).
HCDD(t) = |t. — ¢| (2.10)

where t. is a suitable constant.

Experiments showed that ¢, = 16 °C maximizes the correlation between TGD and
HCDD.

2.5 Exploratory Analysis
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Figure 2.20. Effect of temperature on TGD. Left panel: TGD vs temperature; right panel:
IGD vs Heating and Cooling Degree Days (HCDD).

Feature selection

Based on the insights offered by the exploratory analysis, it is reasonable to conclude
that the gas demand is mainly influenced by three factors: past consumption,
which incorporates information about the population, economic activity, season, and
climate, the weather, and the calendar, in particular holidays and vacations.

We thus decided to feed our models with autoregressive terms, calendar features,
temperature and its derived variables HDD and HCDD. Table 2.1 reports the complete
list of features.

Autoregressive features

Periodograms and scatter plots of RGD, IGD and TGD clearly show the strong corre-
lation between gas demand at specific dates. To predict y4,y € {RGD,IGD, TGD},
we included Y41, Ya—7, Ysim(a) @0d Ysim(a—1)- The feature y, 1 carries information
about short-term phenomena, such as particular weather conditions, while y;_7 and
Ysim(d) @iM at capturing the two main seasonalities of RGD, IGD and TGD. The latter
feature, ygim(q—1), i included because, as observed in Section 2.5.2, the difference
Yd—1 — Ysim(d—1) 1S @ good proxy for the difference yg — ygim(a)-
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Feature Reference time Type Series

Gas demand series d—1 continuous RGD, IGD, TGD
Gas demand series d—"17 continuous RGD, IGD, TGD
Gas demand series sim(d) continuous RGD, IGD, TGD
Gas demand series sim(d — 1) continuous RGD, IGD, TGD
Forecasted temperature d continuous RGD, IGD, TGD
Forecasted temperature d — 1 continuous RGD, IGD, TGD
Forecasted temperature d —7 continuous RGD, IGD, TGD
Forecasted temperature sim(d) continuous RGD, IGD, TGD
Forecasted HDD d continuous RGD, IGD
Forecasted HDD d—1 continuous RGD, IGD
Forecasted HDD d—"17 continuous RGD, IGD
Forecasted HDD sim(d) continuous RGD, IGD
Forecasted HCDD d continuous TGD
Forecasted HCDD d—1 continuous TGD
Forecasted HCDD d—"7 continuous TGD
Forecasted HCDD sim(d) continuous TGD

Weekday d categorical RGD, IGD, TGD
Holiday d dummy RGD, IGD, TGD
Day after holiday d dummy RGD, IGD, TGD
Bridge holiday d dummy RGD, IGD, TGD

Table 2.1. Features selected for the short-term forecasting of natural gas demand.

2.6 Feature selection
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Calendar features

It has been observed that weekdays and holidays have great influence on RGD, IGD
and TGD for different reasons. To capture this phenomenon, the autoregressive
terms based on the similar day may not be sufficient. Thus, the following categorical
features were generated and introduced in the dataset.

Weekday Six binary features which encode the days of the week via dummification.
Holiday A binary feature which takes value 1 in correspondence of holidays.

Day after holiday A binary feature which takes value 1 the first working day after a
holiday. A working day is defined as a day different from Saturday and Sunday
that is not a holiday.

Bridge holiday A binary feature which takes value 1 on isolated working days,
that is working days where both the day before and the day after are either
Saturdays, Sundays or holidays.

Temperature features

Based on the analysis of the link between gas demand and temperature, we selected
forecasted temperatures t4, t41, t4—7 and tgy,q)- The lags correspond to the ones
of the autoregressive features and are intended to complement their information.
For instance, in the case of RGD, the demand of the day before is itself an accurate
predictor if the temperature of the target day is similar, while it has to be corrected
if the temperature changes greatly. In view of what shown in Section 2.5 for RGD
and IGD, also HDD values at the same times were introduced, while, for TGD, HCDD
replaced HDD.

Modelling

A popular approach to predict gas demand - and time series in general - is to cast a
regression problem, where lags of both the target and exogenous series are used as
inputs - see, e.g., [53, 61, 56].

Two fundamental question then arise: how to choose the features and what model
to select. In order to better answer such questions, it is important to define the
purpose of the models.
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Our goal is twofold. We aim at designing an accurate predictor for the Italian gas
demand, but we also wish to provide an insightful comparison between different
methods, understanding when and why some perform better than others.

Two approaches can be adopted to answer the first question: feature can be chosen
either with automated procedures or based on exploratory analysis. Both methods
were proposed in the literature. For instance, Zhu et al. adopted a nearest-neighbours
approach with false neighbours filtered [53] to select the features. Unfortunately,
as results presented in the following sections show, the closest neighbours are not
good predictors for our series. Moreover, the results of the proposed procedure are
hard to explain. The best predictive performance is achieved when lags up to 55 are
considered as the starting set for the nearest neighbours selection. In view of the
discussion in Section 2.5, it is difficult to justify how such distant lags can deliver
some predictive power on gas demand.

Similar considerations make us lean towards an expert selection, based on ex-
ploratory analysis: we select the features listed in Table 2.1 based on the analyses of
Section 2.5.

In order to answer the second question, we selected nine among the most widespread
regression models and we compared their performance. The selected models were
already adopted in the literature, either to predict gas demand or to solve similar
problems. We decided to disregard in this study hybrid models, i.e. models created
by combining one or more base predictors, despite their success in recent years. A
single hybridization approach or a similar enhancement can be applied to several
models: taking into account also such methods would make the comparison hard to
implement and interpret.

Nonetheless, we noted an interesting gap in the literature. To the best of our knowl-
edge, ensembling, a popular technique consisting in the aggregation of the output
of different models, was never applied to the problem of gas demand prediction,
despite being proven successful on similar tasks - e.g., the prediction of electric load.
Thus, we present and discuss four different ensembling approaches and compare
their performance with the base models.

Before discussing the experimental setup and the results, we briefly present the
statistical learning framework and the adopted models.
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A Short Introduction to Statistical Learning

Statistical learning is a mathematical framework aimed at estimating an unknown
function from a set of samples drawn from a probability distribution.

Let X be the vector space of the inputs and ) the vector space of outputs. The
meaning of "input" and "output" will be clarified soon. The first assumption of
statistical learning is the existence of a fixed, yet unknown, probability distribution
p defined over the product space Z := X x ), so that p(z) = p(z,y) represents the
joint probability distribution of z € X and y € ).

The second key assumption is that the relationship between = and y can be described
by a function f : X — ), such that f(z) ~ y. In this respect, f defines the roles of
inputs and outputs. The problem now consists in finding f.

As it would be impractical to search f among all possible function, the choice is
restricted to the hypothesis set 7. In order to define an ordering among the candidate
functions and choose the best one, a real-valued loss function [ : J) x ) — R, is
introduced. The loss [ is intended to yield a measure of the error committed by
replacing y with f(z): hence, lower values correspond to higher similarity between
f(x) and y and thus to a "better" f.

It is now possible to define the expected risk e as the expectation of [ over the space
of all possible input-output pairs Z:

() = [ UfG@).y) dol.y). @2.11)

Having fixed [, the expected risk only depends on the function f. Due to the
characteristics of [/, the best f is the one corresponding to the lowest expected risk:
it is thus possible to cast the optimization problem

f Zarg?éi;{le(f) (2.12)

and solve for f.

Unfortunately, it is not feasible to compute e(f) in practice, as it involves the
unknown probability density p. Thus, a proxy for the expected risk is required.
Suppose now that a set S of n samples drawn from p is available: S = {z;,v;},

t1=1...n.
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The empirical risk, based on the available samples S, is

n

Z I(f (i), 45)- (2.13)

i=1

. 1
e(f) = n
The empirical risk does away with p and it is thus computable. The best f can finally
be found by solving

A

f :arg%i%tlé(f). (2.19)

Once f has been chosen, it can be used to predict the output § = f(z) from inputs =
of new samples not included in S.

In the context of statistical learning, a model is thus defined by three elements: a set
of candidate functions #, which are supposed to describe the relationship between
inputs and outputs, a loss function I, capable of ranking the functions in #, and a
training algorithm to solve the empirical risk optimization problem (2.14).

The best function f is identified based on a training set of samples S, but a different

set of observations, the test set 7, is required to verify the goodness of the model.

Indeed, the theoretically optimal f* minimizes the expected risk over the whole
space Z: assessing f on the same samples used to choose it would not provide any
indication about its performance on different inputs and outputs. A situation where
a model adapts too tightly to the training set and loses generalization capability is
called overfitting.

In this study, X = R™, m = 21 is the space of the features listed in Table 2.1, while
Y = R is the space of the target gas demand, either RGD, IGD or TGD. The samples
included in S and 7 are extracted from the dataset presented in Section 2.4 with
the procedure described in Section 2.8.

Before describing the considered models, we provide two basic classifications which
will be useful in the following.

Parametric and non-parametric models

A common practice to describe the hypothesis set # is by using parametric functions.

The parametric function f is fixed but for a vector 8 € RP? of real-valued parameters:
f: X xXRP = ).

2.7 Modelling

45



2.7.3

2.7.4

46

With such an approach, problem (2.14) becomes

« 12

Bzarggré%@ﬁ;l(f(xi,e),yi), (2.15)

where f is now fixed.

Compared to non-parametric approaches, parametric models trade flexibility for
simplicity and stability, as it is in general easier to solve an optimization problem on
the set of real numbers, like (2.15), than one on a set of functions, like (2.14). On
the other hand, if the initial choice of f is not appropriate, parametric methods may
fail to achieve a satisfactory performance.

To allow for further degrees of freedom, some models, both parametric and non-
parametric, feature additional parameters which are not chosen by the training
algorithm. These are called hyperparameters and must be selected by ad-hoc meth-
ods, such as cross-validation, or general optimization techniques, like genetic algo-
rithms.

Linear and non-linear models

Among parametric models, a distinction is made between linear and non-linear
methods. The former assume that f is a linear function, whereas the latter do not
enforce such constraint. Whether a linear or a non-linear model is most appropriate
depends on the problem on hand and the previous knowledge about f. In general,
linear models are more stable, while being less flexible than non-linear approaches.

In the task of forecasting short-term gas demand, non-linear models were proven
more successful - see Section 2.3, but we will consider also linear models as base-
lines.

Base Models

We selected nine base models, which can be grouped into three categories:
* linear models: ridge regression, lasso, elastic net, and torus model [69];
* non-linear models: support vector regression, neural networks;

* non-parametric models: random forest, Gaussian process, nearest neighbours.
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Ridge, lasso, and elastic net

Ridge regression [70], lasso [71] and elastic net [72] are linear models based on the
parametric function f(x) = 2 ' 6, where x € RP? is the vector of inputs and € RP
are the parameters.

The methods differ in their loss functions, which can be decomposed into two terms,
the first being common and the second different across the models. Let us define the
input matrix X € R"*P as X = [z{,x,,..., 2, ]" and the output vector y € R” as

Yy = [y1,¥2,...,ya] ", where the couples {x;,;} belong to the training set S. Then,
the shared term of the loss [ is the quadratic function

L(9,9) = 1,(X0,y) = ||y — X63. (2.16)

To prevent overfitting and improve generalization capabilities, a penalty on the
magnitude of 8 is added to the loss function. Such approach is known as Tikhonov
regularization: the interested reader can find an extensive discussion in the classical
textbook by Hastie et al. [73]. The parametric empirical risk minimization problems
cast by the three models are

~ridge

6 :argmeiIlHy—XGHg+/\||9H§, (2.17a)
6" = argmin |ly — X6II3 + A [6]], . (2.17D)
~el. net .

6% "™ = argmin |y — X6|l;+ A (0] + (1 - a)[6]],). (2.170)

The different penalties result in specific shrinking patterns of the parameters 6. The
/5 penalty in (2.17a) shrinks 6 toward the origin; the ¢; penalty in (2.17b) has
the effect of zeroing the least relevant parameters, thus enforcing some degree of
sparsity, while the mixed ¢; and ¢, term in (2.17c) achieves an intermediate effect.
In (2.17), both A\ and « are hyperparameters.

Torus model

The torus is a linear model originally proposed to predict power load [69]. The idea is
to deconstruct the target series into trend, seasonality and effect of exogenous factors,
separately identify and predict the different components, and finally recompose
the forecast. Due to its peculiar structure, the torus model does not require all the
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features of Table 2.1, but only a suitable subset. On the other hand, it introduces
other inputs, not included in Table 2.1.

Before estimating the parameters of the model, a logarithmic transformation is
applied to the target series, in order to level off the variance. The predictive function
of the torus model is

log(fi(zq)) = q(d) + 0] s4 + 6}, ha, (2.18)

where the input x4 = [d,s],h,]" is composed by the date d of the output, the
seasonal terms s, and the exogenous variables h,. The prediction law defined by
/1 does not take into account autoregressive terms, and is thus called long-term
model.

In (2.18), the function ¢(d) accounts for the long-term trend of the output series.
The multiperiodic term s is a vector of sinusoidal functions evaluated at time d:

sg=Dx W, (2.19)

where
D = {cos(jyd),j =0...nq} U{sin(j¥d),j =1...nq}, (2.20a)
W = {cos(kwd),k = 0...ny} U{sin(kwd), k =1...n4}, (2.20b)

and the frequencies of the sinusoidal functions are tuned to coincide with the peaks
: : : . 2 2

of the periodograms presented in Section 2.5: ¢ = =% and w = =7. The number

of harmonics n,, and n, are hyperparameters of the model.

The exogenous term h includes the temperature on the target date d, its appropriate
transformation, either HDD or HCDD, and the calendar features except weekday,
which is already captured by s.

The optimal parameters 6, and 8, are obtained via least squares, that is solving
the parametric empirical risk minimization problem (2.15) under the loss function
(2.16).

Finally, to take into account the most recent available data, the long-term model is
corrected with the gas demand of the previous day:

o 2 Yd—1
. fl(xd)fl(xdfl) @21
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Support vector regression

The support vector regression (SVR) assumes that the parametric candidate function
f is in the form
f(x) =b"¢(z) +a, (2.22)

where the vector b and the scalar a are parameters, resultingin @ = [b',a] ", and
¢ : R™ — RP is a function mapping the input vector into an higher-dimensional
space. The idea is that non-linear relationships in the feature space R™ can be
described by a linear function after the projection into R”. In case ¢ is the identity,
SVR is a linear model, while different transformations result in non-linear models.

Although other choices are possible, the most common loss function for SVR is
Vapnik’s e-insensitive function, defined by

I(f(z),y) = {0 - f@)l<e (2.23)
ly — f(x)] |y— f(x)]>¢€

where ¢ is an hyperparameter. In order to find the optimal parameters 8, SVR does
not resort to empirical risk minimization, but to the structural risk minimization
principle [73, Chap. 12], resulting in

0,v*, u* :argéfl1}2|]0\|g —1—7;:(111- + u;) (2.24a)
subject to: ngZ)(aci) +a—y;<u;+e Vi (2.24b)
yi — b p(x) —a<vi+e Vi (2.24¢)
v; >0 Vi (2.24d)
u; >0 Vi (2.24e)

In (2.24), the slack vectors w and v in (2.24b) and (2.24c) penalize only the errors
which are larger than ¢, the cost function (2.24a) imposes an additional penalty
on the /, norm of the parameters and the scalar constant « controls the trade-off
between the two penalties. The optimization problem is usually solved in its dual
form: using duality, it can be shown that an equivalent formulation for the optimal
function f is

f@) =Y aik(z, ), (2.25)
=1

where k(x;, z;) = ¢(z;) #(z;) is called kernel function and é& is the vector of
optimal Lagrange multiplier and represents an equivalent parametrization of .
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The hyperparameters of SVR are ¢ and ~, while the kernel also affects the character-
istics of the model. A popular and flexible choice, adopted also in this study; is the
Gaussian kernel

k‘(mi, wj) =e 52 s (226)

where the scalar § becomes a third hyperparameter.

Artificial neural network

Artificial neural networks (ANN) are non-linear models capable of capturing complex
patterns and relations. A comprehensive explanation of their structure and the most
common training algorithms can be found in the textbook by Goodfellow et at.
[74]. In this dissertation, we focused on the multi-layer perceptron (MLP) or fully
connected ANN. Different architectures, like convolutional neural networks (CNN)
and recurrent neural networks (RNN), were also considered and are the main topic
of Andrea Marziali’s PhD thesis [75].

The MLP uses different nested layers of linear and non-linear transformations to
build a parameteric candidate function. For example, a three-layer MLP models the
prediction function

f(z) = g(Wi1g(Wag(Wax + b1) + ba) + bs), (2.27)

where the weight matrices W7, W5, and W3 and the bias vectors by, bs, and bs
are parameters. The size of the weight matrices and bias vectors are considered
hyperparameters and, despite recent progresses in the field of automatic ANN tuning,
are most often chosen by trial and errors.

A common metaphore associates the ANN to the structure of the human brain:
using such metaphore, each layer has a number of neurons equal to the size of
its bias vector. The selection of the non-linear function ¢ also affects the model:
the Rectified Linear Unit (ReLu) is a natural choice for regression problems and,
due to its piecewise-linear nature, yields a considerable speedup in the training
procedure.

Several loss functions can be adopted, the most popular one for regression problems
- and the one we chose in this work - is the Mean Squared Error (MSE). Solving the
empirical risk minimization for an ANN is a non-convex optimization problem. First-
order methods are usually exploited: in this study, we used the Adaptive Moment
Estimation (ADAM) algorithm [76].
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ADAM includes some additional hyperparameters, like the number of training epochs
and the learning rate, which, like the structure of the network, are often chosen by
trial and errors.

Random forest

The random forest (RF) is a non-parametric model based on the classification and
regression trees (CART) [77]. CARTs perform a recursive feature-wise partitioning
of the input space: each split is based on a subset of inputs chosen by minimizing a
suitable criterion, which is usually the variance of the target variable for regression
problems. When the tree grows to the maximum allowed depth - an hyperparameter
- or no more splitting is possible, the outputs of train samples are averaged in each
region of the final partition.

CARTs are known to be unstable and prone to overfitting. In order to overcome
these limitations, random forest models grow multiple CARTs, resorting to data
and feature bagging. Bagging or bootstrap aggregating is the practice of randomly
selecting a subset of the dataset: in the case of random forests, bagging is repeated
with replacement for each CART. By applying bagging to both data and features,
each tree gets trained on different samples and feature sets. Forecasts performed by
all the individual CARTs are then averaged to get the final prediction, leading to a
more stable predictor.

Nearest neighbours

The k-nearest neighbours (KNN) is a simple non-parametric model which relies on
the distance between samples in the feature space. Given a test sample x, § = f (x)
is computed by averaging the output of the k training samples y;, i = 1... k, whose
feature vectors x; that are closest to x, according to some distance measure. The

average can be either arithmetic or weighted.

In order to specify a KNN estimator, one has to choose the distance metric, e.g.
Euclidean, Minkowsky, Manhattan, the type of weighted average, e.g. uniform or
inverse distance, and the number k& of neighbours. Too small values of & lead to
overfitting to the training data, while including too many neighbors jeopardizes the
flexibility of the model.
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Gaussian process

The Gaussian process (GP) is a flexible non-parametric model which aims at directly
obtaining the predictive function rather than inferring its parameters. The basic
hypothesis of GP is that any two samples y;, y; of the output vector y € R" follow a
joint Gaussian distribution A (0, k(x;, ;)), where k is the kernel function. Moreover,
it is assumed that y is corrupted by Gaussian noise € ~ N (0,,021,), so that y; =
f(x;) + ¢; for each sample in the training set.

Let X = [x],x5,...,2,]" denote the input matrix and K (X, X) the covariance
matrix of y, so that

Let also denote with x the inputs of a new sample, and g, the stochastic variable
associated with the predicted output. The joint distribution of y and ¥, is

KX, X 2L, K(x, X
vl (o [FEA He @ X)), (2.29)

Then, GP uses the expectation of g, as the point estimate :
9§ =E[g,] = K(z, X)(K(X,X) + 0, y. (2.30)

As with SVR, the kernel determines the characteristics of a GP model: a popular and
flexible choice is the Matérn kernel, a generalization of the family of radial basis
functions defined by

k(r) = 21—u( QZVT)VKV( 2[1/7‘)’ r = — g, (2.31)

where K, is a modified Bessel function, I' is the gamma function and the scalars v
and [ are hyperparameters.

Different approaches can be followed to estimate v, [, and 02. We adopted the
empirical Bayes method and set the hyperparameters as the optimizer of the marginal
log likelihood

1 1
log p(y| X, v,1,0) = —in(K(X, X) +0%,) ty — 3 log(K (X, X) 4 ¢%1,), (2.32)

up to a constant, where K depends on v and [ as per (2.28) and (2.31).
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2.7.5 Ensemble Models

Four aggregation techniques were considered: three out of four need the calibration
of additional parameters. The training set S is exploited to identify the parameters
of the base models and cannot be used again, while the test set 7 is intended for
the sake of the final evaluation only. Thus, a third dataset, disjoint by both S and T
is needed: we call it the validation set ).

Simple Average
The most trivial aggregation is the arithmetic average of the forecasts achieved by

base models. Given a test input «, and b predicted outputs by the base models fi(w),
1 =1,...,b, the ensemble forecast is

A=) = % > fil). (2.33)

Despite its simplicity, this ensembling methods is very stable and often outperforms
more complex approaches [78].

Weighted Average

A second option is the weighted average of base forecasts:

b
M(x) = szﬁ(m), w; >0, Zwi =1. (2.34)
i=1 ‘

The weights w; are obtained by solving a constrained least square problem, where
the cost function is the sum of squared residuals between the ensemble forecast and
the target vector on V.

Best Subset Average

The third ensemble method computes the average on the best subset of predictors.
The best subset is obtained by a exhaustive search: the set of predictors which
minimizes a suitable error metric on V is chosen. Exhaustive search is often deemed
too expensive, but, due to the limited amount of base models, the number of
combinations to test is relatively small. Excluding the complete subset made of all
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the nine predictors (already considered as simple average), and the subsets made of
a single model, the number of candidate subsets is

(9
> <k> = 501. (2.35)

k=2

SVR Aggregation

The fourth ensemble method trains a SVR model on V), using base forecasts as fea-
tures. Different models could be chosen in place of the SVR, but empirical evidence
suggested that SVR achieves a good balance between accuracy and stability.

Experiments

In order to compare the thirteen models described in Section 2.7 and assess strengths
and weaknesses of each of them, experiments were carried out using the dataset
described in Section 2.4.

Due to the presence of ensembling models, which require the estimation of additional
hyperparameters, a proper experimental setup had to be put in place in order to
guarantee a fair comparison with the base models.

Experimental Setup

The available data ranges from 2007 to 2018. Four one-year-long test sets 7, a €
{2015, 2016, 2017,2018}, were used in order to perform a comprehensive evaluation
over multiple years. Each test set was associated to a set of training data, that was
organized differently depending on the nature of the considered model, either base
or ensemble.

Training of Base Models

Before the training, all the continuous series in the dataset were normalized in the
range [0, 1]. This procedure is required by many models, like ANN, whose training
algorithms assume that all the inputs have the same order of magnitude. At the end
of the prediction, the inverse transformation was applied to the outputs.
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The base training set S?**¢, is made of the samples previous to the beginning of
the test set 7,. For instance, base models tested on 75917 were trained on the S‘ggi%,
containing data ranging from 2007 to 2016 inclusive.

Hyperparameters of the torus model were tuned by maximizing the Akaike Infor-
mation Criterion (AIC), those of the Gaussian process by maximizing the marginal
likelihood, while for the other base models five-fold cross validation was adopted.
For each series and training set, a large and coarse grid of possible values was
initially considered for each hyperparameter, then a finer grid was adopted in order
to choose the final value. The tuning of hyperparameters only exploited data in the
training set.

Training of Ensemble Models

In order to train ensemble models, two distinct sets were assembled. A one-year-long
validation set V,, encompassing the year before a was used to tune the hyperparam-
eters of the ensembling procedures, while the remaining data, forming the training
set SS™, were used to train the base models that enter the aggregation.

For instance, if 73017 is the test set, the base models were trained on S5j;-, ranging
from 2007 to 2015 inclusive, while the ensemble models were trained on Vg7,
containing the samples of 2016.

The proposed organization ensures that both base and ensemble model use the same
amount of data for training, and have thus access to an equal share of information.
A visual representation of the sets is displayed in Fig. 2.21.

Performance Evaluation

Three metrics were used to evaluate the performance of the models: the mean
absolute error (MAE), mean absolute percentage error (MAPE) and root mean

2.8 Experiments

55



2.8.2

56

frrzlirlllIIIIIIIIIIIIIIIlIIIIIIIIIIIIIIlllllllllIlllllllllllllllllllllllllllllllllllllll|

Test

base
82017

ens
82017

ens
Vaorr

T2017

2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018

|

|

]
]

Figure 2.21. Structure of training, validation and test sets for base and ensembling model

relative to the test set Tog17.

square error (RMSE). For a given 7, let ¢ = |7,| denote its cardinality. Then, the
error metrics are given by

q
MAE = ! > lya — 9l (2.36a)
7321
1 & Jya — 94l
MAPE = = =, (2.36b)
a5 |yl
q
RMSE = | Y " (ya — fa)*. (2.36¢)
d=1

Among the three metrics, MAE is the most relevant for this study, as it is a good

proxy for the financial penalties caused by errors in forecasting. Moreover, relative

metrics, such as MAPE, overweight errors during low-demand seasons, while it is

during the high-demand cold periods that the economic consequences of inaccurate

predictions are the most severe.

Experimental Results

Hyperparameters

The results of the hyperparameter tuning offer interesting insights about the models

and the features in the dataset.
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For ridge regression, lasso and elastic net, the tuning of the regularization parameter
)\ yielded values between \.x = 0.236 and \,,;,, = 10, To interpret such results,
it is convenient to introduce the notion of effective degrees of freedom df(\). In-
tuitively, the effective degrees of freedom represent the number of features of the
original dataset used by the regularized model, taking into account the shrinkage
of the parameters discussed in Section 2.7. In the case of the ridge regression,
df(\) = tr(H)), where H) is a matrix dependent on A such that § = H,y, while the
definitions for lasso and elastic net are more involved - the interested reader may
find a detailed explanation in [73, Chap. 3.4]. The effective degrees of freedom
corresponding to the chosen values of A were comprised between 20.94 and 20.99.
This means that all the 21 available features were deemed relevant for prediction
and regularization played a marginal role.

For what concerns the torus model, the minimization of the AIC led to the choice of
N, = 3 for RGD and TGD, n,, = 4 for IGD, ny = 1 for RGD and TGD, and n,, = 3 for
IGD for all the training sets. The requirement for more harmonics for IGD may be
due to the higher importance of the periodic structure imposed by weekends and
vacations with respect to the influence of the weather.

For SVR, v = 50 and o = 0.1 were selected for each series and training set, while the
value of ¢ oscillated between 4.5 - 10~% and 1.5 - 10~3, with no clear pattern among

the series and the training sets.

For the ANN models, a trial and error procedure led to a three-layer architecture
with 24, 12, and 4 neurons. More complex structures led to overfitting and loss of
predictive performance. By cross-validation, we obtained a learning rate of 0.001
and a batch size of 32. We selected 1000 epochs for training by observing the
evolution of the loss function on train and validation sets.

For KNN, we optimized the number of neighbours as well as the weighting strategy,
choosing between uniform and inverse of the distance. We obtained optimal num-
bers of neighbours between 5 and 9, while the "inverse of distance" weights were
consistently selected for all the series and training sets.

For the Gaussian process, the maximization of the marginal likelihood yielded
v = 1.5, 1 = 10, and ¢? = 10, with minimal variations among all the series and
training sets.

Finally, for random forest, the cross-validation selected 500 trees for all series and
training sets, a maximum number of features to consider for each split between 12
and 21 and a maximum depth of the tree between 14 and 19. The high values in
the maximum number of features suggest that taking into account all the features in
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the dataset yields to a more accurate characterization of each point, coherently with
what already observed for linear models.

Performance

Mean absolute errors (MAEs) for RGD, IGD, TGD, and total GD are shown in
Tables 2.4 to 2.7.

Among base models, GP, ANN and SVR achieved the lowest average MAE across
all the types of gas demand, with differences between each other smaller than
0.10 millions of standard cubic meters (MSCM). Notably, the performance was also
stable across all the test sets. On the other hand, KNN was consistently the worst
performer, due to its poor capability of capturing the influence of temperature and
holidays. The three regularized linear models, lasso, ridge regression and elastic net,
achieved an almost identical performance, a further confirmation of the marginal
role of regularization. Moreover, they never matched the accuracy of more complex,
non-linear models, thus certifying the consensus of the literature.

As noted in Section 2.5, RGD presents peculiar characteristics: it is mainly driven
by temperature during the winter, while being periodic during the summer. It is
thus of interest to disaggregate the performance at a monthly level and investigate
which models achieve the lowest error in different periods. Table 2.2 reports the
monthly averages of MAE throughout the test sets. It appears that GP is the best
performer during the warm period, especially from June to October, whereas in
the cold months, from December to February, the non-linear models SVR and ANN
are more accurate. A possible explanation is that GP is better at capturing the
effects of the weekly seasonality, that explains most of the variability during the
summer, while ANN and SVR better account for the non-linear effect of temperature,
only relevant during the cold months. In this respect, the result may suggest that
the HDD transformation is not completely adequate in linearizing the influence
of temperature. The analysis of the MAPEs, reported in Table 2.3, yields similar
conclusions. Moreover, the smaller values of relative error recorded during the
summer by all models suggest that the periodic pattern of RGD in the warm season
is relatively easier to capture than the more irregular one shown in the rest of the
year.

Ensemble models consistently outperformed base ones. In particular, subset average
achieved the best average MAE on all the considered series: RGD, IGD, TGD and GD.
A possible explanation builds on the aforementioned differences between models:
while different methods are better at capturing specific behaviours, aggregation
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Model 1 2 3 4 5 6 7 8 9 10 11 12

Ridge 544 498 490 358 216 1.34 107 217 171 249 3.59 5.22
Lasso 545 499 490 358 216 134 1.07 218 171 249 3.59 5.22
Elastic net 545 499 491 358 216 1.34 1.07 218 170 249 3.59 5.22
SVR 493 434 5.00 3.15 1.03 0.75 0.41 1.52 0.64 2.06 3.67 4091
GP 529 489 517 3.04 1.09 042 037 0.71 042 185 3.77 4.90
KNN 11.38 8.65 9.14 6.46 185 090 0.55 0.95 0.77 3.99 9.22 8.90
Random forest 6.57 543 555 441 176 0.73 049 0.76 0.65 255 444 6.94
Torus 6.03 586 5.18 3.43 156 1.12 048 094 0.52 1.94 347 4.87
ANN 533 475 541 333 1.09 064 044 1.04 065 225 3.80 485
Simple average 511 4.69 485 336 1.06 0.70 041 1.10 0.70 1.84 3.52 4.67
Weighted average 4.54 4.52 4.60 3.14 1.03 0.61 0.36 0.77 040 1.77 3.16 4.23
SVR aggregation 476 4.52 4.55 3.02 098 058 031 0.75 039 186 3.27 4.30
Subset average 4.16 4.16 459 298 094 057 036 090 0.44 1.63 3.13 3.94

Table 2.2. Monthly MAEs [MSCM] on Residential Gas Demand test sets 2015-2018: best
performers are in boldface blue, while the best among base models are in italics.

Model 1 2 3 4 5 6 7 8 9 10 11 12

Ridge 3.00 285 386 6.08 525 421 3.61 898 4.79 475 296 3.02
Lasso 3.00 2.85 3.87 6.08 525 421 3.61 9.00 4.79 4.75 296 3.03
Elastic net 3.00 285 3.87 6.08 525 422 3.61 9.00 4.78 4.74 296 3.03
SVR 270 252 404 530 236 236 133 6.26 1.74 346 3.19 289
GP 291 288 4.11 4.89 248 1.29 121 296 1.18 3.07 3.21 288
KNN 6.25 496 7.42 11.34 437 282 181 380 212 6.54 7.76 5.13
Random forest 3.59 321 454 7.64 424 230 159 296 1.78 427 3.82 412
Torus 3.36 3.35 4.07 528 342 339 157 3.86 144 338 3.03 283
ANN 296 273 434 548 249 194 146 431 1.77 396 332 282
Simple average 281 270 3.88 549 247 216 137 453 194 323 2.88 272
Weighted average 2.51 2.64 3.69 5.00 231 1.84 1.17 3.15 1.11 3.01 272 247
Subset average 2.28 243 3.69 4.73 2.09 173 1.18 3.68 1.22 2.79 2.70 2.30
SVR aggregation 2.63 2.64 3.61 4.79 221 1.76 1.01 3.05 1.07 3.12 279 2.52

Table 2.3. Monthly MAPEs

[%] on Residential Gas Demand test sets 2015-2018: best
performers are in boldface blue, while the best among base models are in italics.
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can mitigate the errors committed by individual models, thus increasing the overall
accuracy and robustness.

The improvement due to aggregation was particularly evident for RGD (Table 2.4)
and IGD (Table 2.5), where the best base model was outperformed by the best
ensemble model by 0.25 MSCM or 11% and 0.07 MSCM or 12% respectively. The
gap between base and ensemble models was smaller for TGD (Table 2.6), with
subset average outperforming SVR by 0.09 MSCM or 2.3%. Finally, SVR is worse
than subset average by 0.29 MSCM or 5.7% for the global Italian GD (Table 2.7).
Such improvements may not appear significant, but in a competitive environment
such as energy markets, lowering the error by a few percentage points may lead to
important financial gains and to notable reduction in unused pipe capacity.

The forecasts for 2018 and the corresponding residuals provided by subset average,
the best ensemble predictor, are displayed in Fig. 2.22 and Fig. 2.23, respectively.
From the time series of the residuals, it is possible to appreciate the difference
between RGD and TGD or IGD. While the latter have residuals of constant magnitude
during the year, the former shows larger residuals in the cold season. This is in
agreement with the analysis of Section 2.5 and underlines the importance of an
accurate model of the relationship between weather and residential gas demand.

To the best of our knowledge, the only term of comparison for the task is the forecasts
of the Italian GD issued by SNAM Rete Gas, the Italian Transmission System Operator
(TSO) [79]. In 2017 and 2018, the improvement achieved by our method is neat:
the out-of-sample MAE of SNAM predictions was 9.62 MSCM in 2017 and 8.30
MSCM in 2018, while our best model (subset average) scored 5.16 MSCM in 2017
and 5.46 MSCM in 2018 (Table 2.7).

Effect of Weather Forecasting

We now focus on RGD. In Section 2.5 it was shown that temperature is the most
important driver of RGD and thus one of the most useful inputs for a predictive
model. Unfortunately, the actual temperature cannot be used in forecasting tasks:
only weather forecasts are available and they are affected by a small yet non-
negligible error which also impacts the performance of the gas demand prediction.

An interesting and relevant problem is thus assessing the influence of the temperature
error on the accuracy of RGD models. For this purpose, we resort to an idealized
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Model 2015 2016 2017 2018 Average
Ridge 3.39 3.10 3.01 3.49 3.25
Lasso 3.38 3.10 3.01 3.49 3.25
Elastic net 3.38 3.10 3.01 3.49 3.25
SVR 2.84 2.62 238 293 2.69
GP 2.60 248 251 261 2.55
KNN 4.57 551 5.08 5.52 5.17
Random forest 3.04 336 350 348 3.35
Torus 3.18 266 254 3.13 2.88
ANN 2.76 2.68 243 3.10 2.74
Simple average 266 2.57 245 2091 2.65
Weighted average 2.59 2.33 2.06 2.64 2.40
Subset average 241 2.17 2.06 2.56 2.30
SVR aggregation = 2.58 2.30 2.19 2.67 2.44
Table 2.4. Out-of-sample MAEs for Residential Gas Demand: best performers are in bold-
face blue.
Model 2015 2016 2017 2018 Average
Ridge 0.75 0.75 0.74 0.77 0.75
Lasso 0.75 0.75 0.74 0.77 0.75
Elastic Net 0.75 0.75 0.74 0.77 0.75
SVR 0.57 0.58 0.7 0.75 0.65
GP 0.61 0.61 0.68 0.70 0.65
KNN 146 1.25 195 1.23 1.47
Random Forest 0.78 0.86 0.95 0.83 0.86
Torus 096 0.97 1.05 1.10 1.02
ANN 0.66 0.80 0.57 0.74 0.69
Simple average 0.60 0.62 0.69 0.66 0.64
Weighted average 0.55 0.55 0.65 0.70 0.61
Subset average 0.56 0.56 0.58 0.61 0.58
SVR aggregation 0.57 0.79 0.57 0.81 0.68

Table 2.5. Out-of-sample MAEs for Industrial Gas Demand: best performers highlighted in

boldface blue.
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Model 2015 2016 2017 2018 Average

Ridge 3.73 415 426 4.48 4.15
Lasso 3.73 415 4.26 4.49 4.16
Elastic Net 3.73 415 426 449 4.16
SVR 341 3.64 433 4.33 3.93
GP 349 3.70 4.39 434 3.98
KNN 6.13 522 583 5.54 5.68
Random Forest 466 4.43 4.87 4.84 4.70
Torus 398 448 496 4.94 4.59
ANN 340 3.97 432 441 4.03

Simple average 3.50 3.75 4.21 4.36 3.96
Weighted average 3.35 3.71 4.31 4.31 3.92
Subset average 3.26 3.65 4.17 4.26 3.84
SVR aggregation  3.38 3.62 4.28 4.37 3.91

Table 2.6. Out-of-sample MAEs for Thermoelectric Gas Demand: best performers high-
lighted in boldface blue.

Model 2015 2016 2017 2018 Average
Ridge 6.32 6.34 580 6.57 6.26
Lasso 6.32 6.34 581 6.57 6.26
Elastic Net 6.32 6.35 5.81 6.57 6.26
SVR 5.23 505 5,55 585 5.42
GP 533 523 5.88 5.82 5.57
KNN 9.04 9.31 997 9.83 9.54
Random Forest 6.58 645 7.15 7.11 6.82
Torus 6.56 6.47 6.40 7.00 6.61
ANN 543 550 547 6.08 5.62

Simple average 5.53 5.40 556 5.98 5.61
Weighted average 5.27 5.01 5.34 5.55 5.29
Subset average 5.02 4.80 5.23 5.46 5.13
SVR aggregation 5.19 491 5.29 5.79 5.30

SNAM forecast n.a. na. 9.62 8.30 n.a.

Table 2.7. Out-of-sample MAEs for Italian gas demand: best performers highlighted in
boldface blue.
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Figure 2.22. Subset average ensemble model: predicted gas demands in 2018. From
top to bottom: residential gas demand (RGD), industrial gas demand (IGD),
thermoelectic gas demand (TGD), overall gas demand (GD).
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Figure 2.23. Subset average ensemble model: residuals y, — fj; of one-day-ahead prediction

in 2018. From top to bottom: residential gas demand (RGD), industrial gas
demand (IGD), thermoelectic gas demand (TGD), overall gas demand (GD).

64 Chapter 2 Forecasting of the Italian Gas Demand



2.9.1

error propagation model that, despite its simplicity, provides an accurate description,
as confirmed by the subsequent experimental validation.

Error Propagation

Let RGD be a deterministic function g of the true temperature ¢ and other factors
x = (z1,72,...): RGD = g ({,z). In view of the analysis and the charts presented in
Section 2.5, a first-order approximation of the relationship between RGD and { is a
linear function of HDD (Definition 2), while the dependence on the other factors
can be represented as an additive term g(x):

RGD =g ({,z) = g (z) + «HDD(?), (2.37)

where « is the sensitivity of the gas demand to HDD.

The formula (2.37) applies to each region where domestic heating is the main driver
of RGD. Notably; it is not restricted to country-level models and applies also to more
restricted areas. Indeed, o depends on the size of the pool of end users and can be
estimated from historical data.

Consider now the ideal case when « and g are perfectly known, yet, only a forecast

t of the correct temperature # is available. The uncertainty in the weather forecast is
2.
-

modelled by a zero-mean additive error ¢ with variance o
t=t+e (2.38)

The optimal forecast RGD, given ¢, is therefore

RGD = g (x) + oHDD(2) (2.39)

In order to obtain the mean squared error of RGD, we first compute its conditional

variance:
Var [RGD | £ > t,] = Var[g (@) + - 0] = 0 (2.40a)
Var [RGD | £ < t)] = Var[g () + o (t, — 1)] = a®02. (2.40b)
2.9 Effect of Weather Forecasting
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Since E[¢] = 0, it follows that E[RGD] = RGD. Thus:
N 2 A 2 . ~
E [(RGD ~ RGD) } —E [(RGD ~RGD)" | > th} P(F>th)+
~ 2 . ~
+E {(RGD—RGD) ]t<th} Pi<ty) =

=0+ P (f<ty) Var [RGD [T < t] =
=P (< ty) a*o?. (2.41)

This last equation provides an estimate of the mean squared error in RGD forecasting
ascribable to the inaccuracy in temperature forecasting. Since it was derived under
an ideal setting, i.e. « and g perfectly known, it provides a lower limit to the
precision that can be achieved by the best possible forecaster. Indeed, in a real
setting, o must be estimated from the available data and g is not known and must
be identified by statistical learning methods.

The arguments entering the bound can be estimated from a dataset like the one
presented in Section 2.4 with the following procedure:

1. Estimate P (¢ < t,) by computing the ratio between the number of samples
such that ¢ < t;, and the total number of available data.

2. Compute « through a least square fit of RGD over t.
3. Estimate o2 as the sample variance of ¢ — .

It must be noted that points 1, 2, and 3 are intended as a-posteriori analyses, thus the
real temperature { is available. Considering the Italian RGD and adopting t;, = 18 °C
as in Section 2.5, in the period from 2015 to 2017 the probability P (f < t;) ranges
between 54% and 67%, while o2 between 0.05 and 0.09 °C, and « between 9.85
and 10.96 MSCM/°C. Considering the period from 2015 to 2017 inclusive altogether,
we have P (f < t,) = 63%, 02 = 0.063 °C, a = 10.56 MSCM/°C, corresponding to a
best achievable root mean squared error

RMSE* = /P (i < t,) a%0? = 2.22 MSCM. (2.42)

Finally, we consider the more realistic case in which g is unknown and its estimate §
is affected by error. We model this situation by considering § an unbiased estimator
of g -i.e. E[g(x)] = g(x), with variance

Var [ (x)] = o2 > 0. (2.43)
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Figure 2.24. RMSE of the forecast for residential gas demand RMSE(c?) as a function of
the RMSE on temperature forecasts o, - equation (2.44).

Then, assuming that ¢ and § are statistically independent, it is possible to obtain the
RMSE on the prediction RGD as a function of o2:

RMSE(o) = /Var [RGD] = y/Var [j(z)] + (RMSE*)?

= \/08 + P ( < tp) a?02. (2.44)

In Fig. 2.24 this relationship is displayed assuming P (f < t,) = 63%, o2 = 0.063,
o3 = 13.31 - this last value is the test MSE achieved by the ANN forecaster trained
with true temperature data on 75p17. Notably, the sensitivity of the gas forecasting
error tends to increase as the temperature forecast error grows. In particular, if we
define the threshold )

~2 90

0 = ————, 2.45

¢ P(t<ty)a? (2:45)

the influence of temperature errors is negligible as far as 02 < o2, while the
temperature errors have a linear influence on the gas RMSE for o2 >> 52.

Experiments
In order to validate our model for the propagation of temperature errors, we selected

five of the nine base models described in Section 2.7, namely ridge regression, Torus,
ANN, GP, and KNN and performed two sessions.

2.9 Effect of Weather Forecasting
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Year 2015 2016 2017 2015-2017

Performance limit 2.15 2.02 1.98 2.05

Ridge 475 4.58 457 4.63
Torus 4.73  4.69 4.20 4.55
ANN 445 413 3.97 4.19
GP 437 4.20 4.15 4.24
KNN 7.60 8.73 8.61 8.33

Table 2.8. Predicted performance on the test sets when temperature forecasts with o2 =
0.063 are used: yearly RMSE [MSCM] of the five models.

In the first one, the models were trained and tested using historical records of true
temperatures, assuming that the one-day-ahead exact temperature is available as a
feature. Then, we used equation (2.44) in order to predict how much the RMSE of
the prediction of RGD would increase in the realistic scenario where temperature
forecasts are employed in place of the actual values.

In the second session, the models were trained and tested using historical records
of weather forecasts. The same organization of train and test sets described in
Section 2.8 was adopted. A perfect match between the RMSE in the two sessions
would validate our error propagation model.

The results of the first session are reported in Table 2.8. In the first line, the
theoretical performance limits computed with (2.42) are displayed. These values
were combined with the RMSE of the predictions based on the actual temperature,
using (2.44), to obtain an estimate of the RMSE to be achieved in the real-world
situation where weather forecasts are used.

In the second session, the estimates of Table 2.8 were validated by comparing them
with the RMSE on RGD forecasting achieved by models fed with weather forecasts.
As it can be seen in Table 2.9, the actual errors are in good agreement with their
estimates. This can also be appreciated in Fig. 2.25, where the values of Table 2.9
are on the horizontal axis while values from Table 2.8 are on the vertical axis. The
closer the points are to the 45° line, the more accurate the error propagation model
described by (2.44) is.

Industrial Applications

All the models proposed in Section 2.7 were implemented and integrated into the IT
infrastructure of A2A, with the development of extract, transform and load (ETL)
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Year 2015 2016 2017 2015-2017

Ridge 4.68 4.28 4.28 4.42
Torus 5.40 4.33 3.96 4.60
ANN 4.34 410 3.64 4.04
GP 425 412 4.07 4.15
KNN 735 8.55 8.37 8.11

Table 2.9. Performance on the test sets: yearly RMSE [MSCM] of the five models trained
and tested using the one-day-ahead weather forecast.
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Figure 2.25. Validation of the model predicting effects on gas forecast of temperature

forecast errors. Root Mean Square Error on the prediction of RGD: actual
values vs theoretical predictions.
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jobs to collect, clean and normalize the dataset. The subset average, which resulted
the best model in Section 2.8, is currently used to support the daily operations of
the utility and its actions on the market. The impact of the improvement in accuracy
on the financial Key Performance Indicators (KPIs) of relevant business units was
deemed "significant" by the company management, although actual figures cannot
be disclosed.

In addition to the pipelines for data extraction, data preprocessing, and model
training and prediction, a support monitoring system was developed — a screenshot
is displayed in Fig. 2.26. Different from the models implemented only for research
purpose, the machine learning systems deployed in an industrial context need to
be constantly overseen. Covariate shifts, i.e. drifts in the inputs, or the influence of
unmodelled phenomena can affect the predictive performance of the models and
result in financial losses, while issues in the IT infrastructure may delay or prevent
the production of the forecasts.

A possible solution is to have operators periodically perform manual checks of the
data and the model performance, but this practice results in high costs. Therefore,
following the guideline proposed by the Google Machine Learning team [80], we
implemented a set of automatic checks and a dashboard to easily and reliably control
the models.

The system was put to the test in March 2020, when shelter-in-place orders were
issued by national authorities to fight the spread of COVID-19. RGD, IGD and
TDG were all impacted and the sudden drift in demand was apparent from the
model monitoring dashboard. However, due to the reliance on day-before and
week-before data, the performace of our predictive models only slightly deteriorated.
An example of the performance of a model during the lockdown period is displayed
in Fig. 2.26.

Moreover, the results presented in Section 2.9 were considered by A2A in the
procurement of weather data in order to attribute an approximate monetary value
to the accuracy of weather forecasts.

Finally, the lessons learnt in gas forecasting were applied in the development of new
forecasting models for power load, in collaboration with another major Italian utility.
The outcome of the year-long project was the creation of predictors for residential
and industrial power load at a regional level. In the case of large industrial facilities,
the demand of individual plants was also forecasted. Moreover, the system took
advantage from the ongoing installation of smart meters, capable of communicating
the measurements with a delay of one or two days. For comparison, consumptive
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Figure 2.26. A screenshot of the model monitoring system representing actual demand vs
day-ahead forecast for RGD between January and April 2020. The country-
wide lockdown started on 10™ March and ended on 27™ April.

data for customers with traditional meters are communicated one to two months
after the measurement.

Including in the dataset samples only a few days old yielded drastic improvements
and allowed also to enhance the prediction for the customers currently lacking smart
meters. On the other hand, ad-hoc data cleaning and missing data management
was required to deal with the poor quality of the samples recorded by smart meters.
The new system achieved a reduction in MAPE between 20% and 30% with respect
to legacy predictors, and contains several elements of interest. Unfortunately, its
details could not be published and cannot be discussed in the present work due to
commercial confidentiality agreements.
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3.1

|dentification of Power
Distribution Networks

Structure of the Power Grid

While natural gas remains an important energy source for Italy and other nations,
major effort is being produced to boost the adoption of electric power in applications
typically covered by fossil fuels, like transportation and heating. The spread of
electric vehicles and heat pumps may further reduce carbon emissions, provided
that the growth in demand is met by renewable sources.

However, the rising load and the penetration of distributed generation and storage
are projected to pose serious challenges to the power grid. In order to better
understand such issues, we will start by presenting the typical structure of the
grid.

Fig. 3.1 depicts the most relevant components of the grid and their interconnection.
All the lines carry AC current, as it was proven easier and more convenient to
transport. Power is typically generated by large plants far from towns or industrial
facilities and then transported by high-voltage three-phase transmission lines close
to the final users. High-voltage lines are convenient in reducing the losses caused by
Joule effect, but cannot be extended too close to cities for safety concerns.

While rare large-scale plants, like steel mills, can be directly connected to the trans-
mission lines, the majority of the industrial facilities and entirety of the household
consumer are served by low-voltage local distribution networks. Such grids usually
cover a limited geographic area - from a single village to a neighborhood of a large
city - and can feature both suspended and underground cables. An intermediate
infrastructure between the high-voltage transmission network and the low-voltage
distribution network is the medium-voltage grid, which usually covers entire regions
and serves several distribution networks. The interface between high-, medium-, and
low-voltage networks is provided by substations, which feature large transformers
and banks of capacitors.
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Figure 3.1. Typical structure of a power grid [81].

Until the late 2000s, research focused on the transmission grid, paying little attention
to distribution networks. Indeed, careful planning and operation of the transmission
system is critical to achieve profitable and reliable transportation of energy. Faults
or unbalance in the transmission lines can result in cascading blackouts, with heavy
economic consequences. Conversely, issues on distribution networks only affect
limited areas and can be easily fixed within a short time.

Due to their importance, transmission lines are usually well known and well moni-
tored. Power transmission system operators, organizations similar in purpose to the
TSOs of gas networks, maintain maps of the existing connections and collect data
from phasor measurement units (PMUs), typically installed on each high-voltage line.
PMUs sample the waveforms of voltage and current at frequencies up to 120 Hz and
transmit the data to central control rooms through an appropriate infrastructure.

Protection against failures in the transmission networks is also guaranteed by redun-
dancy. The transmission grid is meshed: in case of a sudden outage of a line, power
can be redirected on other branches. Being less critical, distribution networks do not
follow the same design and are usually radial, with the substation being the root of
the tree and the final customers the leaves.

The situation, however, is changing with the spreading of microgrids. Designed to be
autonomously controllable, microgrids are local power networks which can operate
both when islanded or connected to the main grid. Microgrids contain distributed
energy resources (DERs), including loads (e.g. houses, charging stations), generators
(e.g. domestic photovoltaic panels) and storage devices. In order to function as
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independent systems, they feature their own local controllers. Usually, a hierarchical
structure is adopted, with decentralized low-level loops for voltage stability and
centralized high-level controllers for economic optimization [82, 83]. To guarantee
the delivery of power to all the connected devices even when operating in islanded
mode, microgrids are usually meshed and reconfigurable, i.e. they contain switches
that can be operated in real-time by the controllers.

Importance of Distribution Network Identification

By relying on local operation and control, microgrids enjoy favourable properties.

The lack of long transmission lines between generators and loads ensure low losses
and high efficiency and the capability for reconfiguration guarantees robustness
to faults. Moreover, advanced control algorithms can improve security against
malicious attacks [84].

However, despite offering many advantages, DERs can compromise grid reliability
due to the intermittent operation and the creation of reverse power flows. In order
to ensure a safe and resilient activity of distribution systems, and to avoid network
violations, comprehensive monitoring and efficient control algorithms are necessary
[85]. Nevertheless, any meaningful grid optimization and monitoring task entails
the knowledge of grid topology and line parameters.

Unfortunately, different from the transmission grid, such information is not often
available for distribution networks. Due to economic reasons, line parameters are
seldom recorded and maps of the connections are often outdated if ever existing.

In the last decade, inexpensive and high-fidelity phasor measurement units (termed
micro-PMUs or yPMUs) were invented and installed in distribution grids across
America, Asia, and Europe [86]. In the coming years, as the shift towards distributed
generation and smart grid progresses, the penetration of such metering devices
in the distribution grid is expected to steadily increase [87]. Methods capable
of recovering the topology and the line parameters of a time-varying electrical
network from yPMU data are thus critical in order to enable an economically viable
application of theoretical frameworks for microgrid control.

3.2 Importance of Distribution Network Identification
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State of the Art

Until the 2010s, most works on the identification of electric networks focused on
topology verification, assuming a known initial structure and aiming at detecting
sparse changes, such as a line trip or switch activation [88]. More recently, attention
shifted to the estimation of network topology and line parameters without any
apriori information. Research tackling the grid identification problem can broadly
be classified into two main branches.

Statistical Models

On the one hand, some works proposed learning algorithms which draw on the sta-
tistical properties of nodal measurements to determine the operational structure and
line impedances [89, 90, 91]. This approach has the major advantage of accounting
for buses with no available measurements (hidden nodes) [90]; although restrictive
assumptions are required, e.g. hidden nodes must not be adjacent to each other.
Moreover, methods based on second-order statistics either make assumptions on the
covariance of nodal injections [89] or assume its foreknowledge [90, 91], and apply
only to radial feeders. The latter restriction was dropped after recent developments,
but only for the purpose of topology estimation [91]. In a realistic setting, these
assumptions might not be satisfied; more so due to the rise of distributed generation
and smart grids leading to meshed network structures.

Regression Models

On the other hand, network identification was often cast into the problem of learning
the admittance matrix, where the position of non-zero elements provides topological
information while the values of these are related to the electrical parameters of the
lines [92, 93, 94, 95]. This approach requires voltage, current or power measure-
ments at each bus but it can be applied to both radial and meshed structures. In
particular, Lasso and its variants were widely adopted as they enforce sparsity of the
admittance matrix.

For instance, compressive sensing theory was used to justify a Lasso formulation to
recover the connections of each bus [93]. Similarly, a probabilistic graphical model
motivated the adoption of Lasso to identify the non-zero elements of the admittance
matrix [94]. Due to the symmetric structure of the admittance matrix, each edge

Chapter 3 |dentification of Power Distribution Networks



3.3.3

3.3.4

was estimated twice, and deterministic rules were adopted to combine the estimates.
While both approaches focused on topology, neither considered the estimation of
the electrical parameters of the lines. Finally, topology and line parameters were
obtained at once owing to learning the admittance matrix using Adaptive Lasso. In
addition, a procedure to cope with collinearity in measurements was also proposed
[95].

Active Learning

Different from previous schemes banking on passively recorded data, active data col-
lection paradigms were also explored in recent publications [96, 97, 98, 99]. In the
active learning framework, the inputs of a regression problem can be chosen in order
to maximize some measure of the informative content of the output. Such frame-
work well applies to power network identification, as microgrids contain generators
and batteries whose output can be controlled, within appropriate constraints.

Inverter probing, for instance, was used to help the estimation of grid topology
and parameters [97, 98]. However such studies, besides assuming a resistive
radial network and employing approximate linearized power-flow equations, lack a
comprehensive framework for the optimal design of probing injections.

To the best of our knowledge, Du et al. proposed the only study featuring a
systematic procedure for maximizing the information content of data samples [99].
The authors obtained active power setpoints for generator nodes with an online
design-of-experiment procedure. Nonetheless, the proposed identification algorithm
assumes the availability of line power flows, and neglects the structural constraints
of the admittance matrix.

Open Points

Our review of the literature shows the need for an online procedure, entirely based
on nodal measurements, for estimating the admittance matrix. Indeed, most of the
proposed methods rely on a batch of samples: such approach, however, may be
inadequate for networks with temporally varying structures, like microgrids. Con-
versely, an online method enables on-the-fly update of topology and fault detection
in modern distribution networks.

3.3 State of the Art
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Moreover, a gap is spotted to improve existing active learning procedures and
introduce a comprehensive framework to design inputs which are optimal for identi-
fication purposes while complying with the safe operation of the network.

Problem Statement

In order to state the problem of the identification of distribution grids, we first
introduce a standard way of modelling the network as an undirected graph. Such
model holds irrespective of the nature and the features of the network. Then, we
specialize the model for distribution networks and introduce the required data and
assumptions for our method.

Distribution Network Modelling

The electric distribution network is modeled as a connected undirected and weighted
graph G(V, £, W), where nodes represent buses, that is either generators or loads,
and edges represent power lines, each connecting two distinct buses and modeled
after the standard lumped mr—model [100]. In such model, the resistance and the
inductance of the line are concentrated in an impedance made by the series of a
resistor and an inductor, placed at the middle of the cable, while the capacitance
is equally split among two capacitor, connecting each end of the impedance with
the ground. To each edge (i, j) € £ we associate a complex weight w;; € )W equal
to the line admittance y;; = g;; + jb;;, where g;; > 0 are the line conductances and
b;; € R the line susceptances. The network is then represented by the admittance
matrix Y € CVI*IVI) with elements Y;; = —y;; and Y;; = ZLZ'LZ.# Yij + Ys.i, Where
ys,; is the shunt element at the ith bus.

We consider a phase-balanced power network operating in sinusoidal regime. To
each bus h € V, we associate a phasor voltage v,el’» € C, where v;, > 0 is the voltage
magnitude and 6, € R the voltage angle, a phasor current i,ei®» € C, and a complex
apparent power s, = pp + jqn, With pp, ¢, € R. As standard in distribution networks,
we assume the point of common coupling (PCC) with the main grid to be the slack
bus with fixed vy and 6y = 0. The remaining buses are classified as generators S
and loads £, such that V = S U £ U {0}. For notational simplicity we set |V| = n,
|S| = g, and |L| = [, where g,/ > 1. In active distribution networks, generators
are DERs generally interfaced with inverters equipped with voltage and/or power
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control [101]. The current-voltage relation descending directly from Kirchhoff’s and
Ohm’s laws is given by
t=Ywv, (3.1)

where ¢ € C" is the vector of nodal currents, and v € C" the vector of nodal voltages
[102]. Similarly, one can deduce the relation between the vectors of nodal complex
power injections s and nodal voltages v as

s = [v](Yv). (3.2)

Equation (3.2) represents the basic form of the AC power flow, a system of non-linear
equation which represents the balance of power in an electrical network. A thorough
introduction to the topic can be found in the survey by Frank and Rebennak [103].

|dentification of AC distribution networks

The identification problem for AC distribution networks aims at reconstructing the
admittance matrix from a sequence of voltage and current phasor measurements
corresponding to different steady states of the system [92, 95]. In line with similar
studies in the literature, we assume that the network is fully observable, i.e., phasor
voltage and current measurements are available at each node. Such assumption
is quite demanding at the present time, as most of the distribution grid is not
monitored: yet, as explained in Section 3.2, the diffusion of micro-PMU and the shift
towards smart grids will boost the penetration of metering devices [86, 87] in the
near future.

Let ¢t be the the total number of measurements collected up to a certain time
instant. We denote by v;, and i, the n-dimensional vectors of current and voltage
measurements for k = 1...¢. Using (3.1), one can obtain

I =YV, (3.3)

where V; = [vy,v2,...,v¢], and I; = [41, 19, ..., %] are complex matrices.

The admittance matrix Y, encoding both line parameters and topological informa-
tion, is typically sparse as each bus is not connected to all the remaining nodes. An
accurate grid identification, despite the sparsity of Y, entails estimating n? parame-
ters, the majority of which are expected to be zero. We highlight that Y is symmetric
if phase-shifting transformers are absent in the network, and power lines are not

3.4 Problem Statement
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compensated by series capacitors. Moreover, Y is a Laplacian matrix for networks
wherein shunt elements y, ; are negligible [104].

Since phase-shifting transformers are usually employed in transmission networks,
and shunt admittances are negligible for medium-sized networks - with line lengths
less than 60 km, it is safe to assume that the admittance matrix Y corresponding
to a standard distribution network is Laplacian [105]. Besides being symmetric,
the Laplacian matrix has each diagonal element equal to the negative sum of the
remaining elements of the corresponding row, thus implying the property Y'1,, = 0,,.
Such assumption greatly reduces the number of parameters to be estimated.

lterative Identification

Given that current and voltage measurements are not affected by errors, the iden-
tification of Y reduces to solving a system of linear equations (3.3) once enough
samples are collected. Unfortunately, xPMUs and other metering devices introduce
an error commonly modeled as white noise [95, 90]. In the following, it is assumed
that the measurement error, acting on the currents only, is distributed as a Gaussian
random vector N'(0,,, o°I,), thus implying that the error at each bus has the same
variance. As it will be clear in the sequel, extensions to more complex structures
of the covariance matrix are immediate. The effect of the measurement error on
voltages is discussed empirically in Section 3.8.

Regression methods can be used to get a least squares estimate of the admittance
matrix. Vectorizing either side of equation (3.3) yields

vee(ly) = vee(Y'V;) = (V,” @ I, ) vee(Y), (3.4)

Note that when Y is symmetric, the number of free parameters becomes n(n + 1)/2,
and, if Y is Laplacian, it is further reduced to n(n — 1)/2. In order to prevent over-
parametrization, it is thus critical to choose the most convenient set of parameters.

If shunt admittances are relevant, and Y is symmetric but not Laplacian, the half-
vectorization vech(Y') can be adopted for the learning procedure, and the full
vectorization can be recovered by the linear map defined by the duplication matrix
[106], i.e., the unique matrix D such that

vec(Y') = Dvech(Y). (3.5)
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It is worth noting that D is a deterministic function of n, thus it does not require to
be estimated.

However, if Y is Laplacian, the half-vectorization is still redundant, as the diagonal
elements can be derived from Y'1,, = 0,,. We thus introduce a novel non-redundant
vectorization ve(Y) € C™"~1/2 obtained by removing diagonal elements from
—vech(Y') as

vech(Y) = T've(Y), (3.6)

where T is the unique (n(n + 1)/2,n(n — 1/2)) transformation matrix. Indeed, one
can recover the full vectorization of Y using

vec(Y') = Dvech(Y') = DT ve(Y). (3.7)

A proof of the existence and uniqueness of 7" as well as formulae to construct 7'
given n can be found in Appendix A. Python and MATLAB implementations of these
formulae are publicly available on GitHub [107].

If the Y matrix is not Laplacian, one can still utilize our algorithm - set forth in what
follows - to identify the network admittance matrix. In such a scenario, one needs
to simply choose an apposite parametrization of Y/, that is, vech(Y") for symmetric
admittance matrices and vec(Y") for generic ones.

Hereafter, for ease of presentation, we consider only the case where Y is Laplacian
and vec(Y) = DT ve(Y): generalizations to the case where the admittance matrix is
not Laplacian can be readily derived and are tested in Section 3.8. By combining
(3.4) and (3.7) we get

vee (I) = (V," @ 1,) DT ve(Y), (3.8)

where ® denotes the Kronecker product. Introducing the following matrices and

vectors
Ay = (vj ® ]In) DT, (3.92)
A= (V] ©l,) DT, (3.9b)
b, .= vec(I;), and (3.90)
x =ve(Y), (3.9d)

the least squares estimation problem at time ¢ writes as

ﬁ:t:argn}?}inubt—éwug. (3.10)

3.5 lterative Identification
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The formulation in (3.10) equally weights samples at any time instant, which can
be detrimental for time-varying distribution networks and smart grids [95]. We thus
introduce a forgetting factor A € (0, 1] and reformulate the estimation problem as

t
& = argmin Y A7 [l4; — Azl . (3.11)
=1

Given an initial guess of the parameter vector &, and the matrix Zy := 02 Cov|&],
estimates of &; and Z; .= o2 Cov|4;| can be obtained by the recursive least squares
algorithm [108, p. 5411]:

:i't = i’tfl + ZtAII;' (’Lt — Atﬁitfl) (3123)

Ziy =Nz + AP A)! (3.12b)
-1 H H) !

=AU 2 = Za A (ML + AZi s AY) Az ). (3.120)

From #,, one can derive the estimated admittance matrix Y; = DT#;. In a real
scenario, existing information or batch data can be used to improve the initial guess
o and Zo.

The RLS algorithm with constant or bounded forgetting factor is known to have
notable stability and convergence properties [109, 110]. For noisy measurements,
RLS with constant forgetting factor is consistent under some excitation conditions
only when the forgetting factor is 1 [109]. Otherwise, RLS has limited memory;,
preventing it from achieving consistency, which is generally traded off with the
ability to follow changes in the parameters. In order to establish a basic degree of
competency for the RLS estimator (3.12), we consider the case of a static network
with noise-free measurements. In Section 3.8 we present numerical simulations to
show how the identification method can tolerate noise and can adapt its estimation
to changes in network topology.

Classical works establish that, when data are not affected by noise, the error on the
parameters is bounded, and its projection onto the subspace for which persistent
excitation holds — see [110] for a definition — converges to zero as the number of
samples approaches infinity. Still, the arguments in [110] consider only real-valued,
single-input-single-output setting. In Appendix A we provide convergence results
pertaining to our case which involves complex inputs, outputs and parameters, and
a multivariate output at each iteration.

Recursive least squares assumes that the matrix V; is full-rank. If not, one can still
apply the method to learn part of the admittance matrix [95].
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Recursive least squares can also be applied to three-phase unbalanced networks.
As detailed in [95], the variables to be measured are line-to-ground voltages and
current injections for each phase of the nodes, while the admittance matrix to be
estimated shares the properties described in Section 3.4.1.

Optimal Design of Experiment

Unlike learning problems where models can only capitalize on measured inputs and
outputs, like the one discussed in Chapter 2, identification algorithms appropriately
probing controllable generators can improve the estimation of the admittance matrix.
In this work, each generator is assumed to be equipped with a voltage controller -
necessary for networks with high photovoltaic integration [101]. Targeting these
controllers, we henceforth propose a modified version of the recursive estimation
algorithm where, at each iteration, generator voltages are set according to an optimal
design of experiment.

However, before presenting the application of optimal design of experiment to
grid identification, we briefly introduce and discuss the relevant theory. Design of
experiment is a well-established field of research and a complete discussion of its
many branches is outside the scope of this section. The interested reader can refer
to the textbook by Atkinson at al [111].

An experiment aimed at estimating the parameters of a system involves the applica-
tion of known inputs and the recording of the corresponding outputs. In a realistic
context, the time and resources available to the experimenter are finite and thus
a limited number of tests can be performed. Design of experiment concerns the
choice of the inputs that can produce the maximum amount of information about
the parameters to estimate. The proposed approaches can be broadly divided into
two main categories: combinatorial design and optimal design.

Combinatorial design applies theory from geometry and combinatorial mathematics
to choose inputs so that certain symmetry and balance principles are respected in
the feature space. The field was pioneered by Ronald Fisher and was the only viable
option before the advent of computer-aided numerical optimization.

The application of combinatorial design to regression problems led to the creation of
factorial experiments. In full factorial designs, continuous variables are discretized
into levels and all the possible combination of levels are tested. Such approach was

3.6 Optimal Design of Experiment
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proven more efficient, in terms of information gained per number of experiments,
than varying variables one at a time.

Unfortunately, as the dimensionality of the input increases, the number of exper-
iments required for a full factorial design explodes rapidly. Fractional factorial
experiments may then be applied, where a share of the possible combinations are
omitted.

Combinatorial design enjoyed considerable success in the XX century. However,
the advent of cheap and fast computers and progresses in numerical optimization
allowed for the adoption of optimal designs. Originally theorized by Kirstine Smith in
1918, optimal design of experiments aims at solving a formal optimization problem
to maximize some measure of the information content of the samples generated by
the experiments, using the inputs as control variables.

Let us consider, for instance, a linear model
y = Ax + ¢, (3.13)

where y € R” is the vector of the outputs, A € R"*P is the matrix of the inputs,
x € RP is the vector of parameters, and € ~ N(0,,02],) is a Gaussian noise
corrupting output measurements. A measure of the information provided by the
data {y, A} on the parameters x is the Fisher information matrix, defined by

Fi; =E [(81 log f(A, :c)> ((96% log f(A,:B))] , (3.14)

where the likelihood f (X, x) represents the probability p({y, A}|x). With reference
to the model (3.13), it can be shown that

F = (Cov(#)) ! = %ATA, (3.15)

where
2=(ATA) 14Ty (3.16)

is the least square estimator of x. Notably, F' depends only on the inputs A and has
a geometrical interpretation based on confidence ellipsoids. Indeed, the confidence
ellipsoid of level « for & is

I={zeR|(z—2)F(z—2) < ka} (3.17)

where £k, is a constant depending on «.
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In order to maximize the informative power of the data, an experimental design
should choose A so that F' is maximized. Several summary statistics [ : S, — R, S,,
begin the space of positive semidefinite symmetric matrices, were proposed to rank
information matrices, each with its own motivation and interpretation. The general

optimal design problem reads
A* = arg mjnl(F)7 (3.18)

and constraints can be included in order to account for the budget, the maximum
allowed number of tests, or other limitations.

Different choices of [ lead to different formulation of the problem (3.18): the
following ones are of particular interest.

A-optimal design [(F) = tr(F~!). It minimizes the sum of the variances of the
elements of &, disregarding the covariance. This solution is appealing because
it does not require the computation of the entire matrix F' but only of its
diagonal. Geometrically, it minimizes the total length of the axes of Z.

D-optimal design [(F) = —logdet(F'). It minimizes the determinant of the co-
variance matrix F~!, or, equivalently, it maximizes the determinant of the
information matrix F. A geometrical interpretation builds on the equivalence
between the determinant of ' and the volume of 7.

T-optimal design I(F) = ﬁ It is similar to the A-optimal design, but it works
directly on the information matrix. Studies showed that it performs poorly if
certain condition on the data matrix A are met [112].

E-optimal design [(F) = ||[F!||,. It minimized the maximum eigenvalue of the
covariance matrix F~!. The geometrical interpretation is that it minimized
the diameter of Z, defined as the longest axis of the confidence ellipsoid.

Application of Design of Experiment

We apply a D-optimal design to the grid identification problem. With reference to
the least squares problem (3.11), the Fisher information matrix [111] at time ¢ is

Ft = (COV(iBt))il. (319)

3.7 Application of Design of Experiment
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As the measurement noise is assumed to be distributed as a Gaussian vector
N(0,,0°L,), we have

Fr=02Z =020z + AN 4)). (3.20)

We note that A; depends on the nodal voltages v,; see (3.9a). The D-optimal design
is the result of the optimization problem

vy = arg max det(F}). (3.21)

We observe that o does not influence the optimum and can thus be neglected.
Moreover, upon applying the logarithm to the target function - a common practice
for improving numerical properties [111, Chap. 10], we get

v} = argmin — logdet(\Z,"}, + AN A)). (3.22)
Ut

While formulating the design-of-experiment problem, we need to take into account
voltage limits for all nodes, as well as the active and reactive power dispatched by
generators. Furthermore, the power requirements of loads, expressed by the power
flow equations (3.2), must be satisfied.

By adding these constraints, we get the optimization problem

(v}, p}) = arg min —log det(AZ, + A7 Ay) (3.232)
subject to: s, = [vy](V_1v;) (3.23b)
VI <y < o Viey (3.230)
gin < 0,5 < O Vie)V (3.23d)
pgm'n < prj < ple VieS (3.23e)
" < qry < g vjeS, (3.230)

where A; depends on v; as in (3.9a).

It is worth noting that the computation of Z,"}, in (3.23a) does not require the
inversion of Z;_;: from (3.12b), one has Z; 1= )\Zt_}l + A" A, which allows for a
recursive update of Z; !

Constraint (3.23b) depends on the estimated admittance matrix Y,_1, and thus pro-
duces suboptimal results with respect to a procedure based on the real Y. However,
a sequential design of experiment, resulting from an online estimation, allows for
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the best available estimate of Y to be adopted at each iteration. The experiments
described in Section 3.8 show that the impact on the estimation is small.

The results on convergence mentioned in Section 3.5 also apply when inputs are
chosen by the design of experiment. We note that the proposed design-of-experiment
procedure helps achieve the persistent excitation, which can intuitively be equated
to the information matrix of the parameters being full rank at each iteration. Since
the design of experiment aims at maximizing the determinant of the information
matrix, its objective is in contrast with a loss of rank.

The design of experiment formulation (3.23) is flexible: one can append more
constraints to the optimization problem to cope with technical limitations. For
example, the voltage of some generators may be fixed, or power limitations for
certain lines can be introduced. The solution of problem (3.23) is the vector of
all nodal voltages; however, voltage references are provided only to distributed
generators as loads cannot generally be controlled.

The design of experiment program (3.23) outputs both voltage magnitude and
active power for each generating unit. In this work, we assume that the former is
directly used as a control reference, however, the latter can be equivalently adopted
in case of power-controlled generators. When excited with the power reference
signal, the generating units cause voltage variations in the network [97, 98]: the
resulting current-voltage data can then be utilized in (3.12) for the admittance
matrix estimation.

To summarize, given an initial guess of &y and Zj, a value of )\, and active and
reactive power demands for loads, the recursive estimation enhanced with design of
experiment can be described by the following steps repeated at each time t.

1. Solve the design-of-experiment problem (3.23) for the nodal voltages v}, using
the current estimation #;_; and Z;_1.

2. Provide the voltage magnitude set-point v}, to the distributed generators
jes.

3. Collect measurements of current and voltage phasors from each bus i € V.

4. Update the estimates of Z; and Z; using the recursive least squares algorithm
(3.12).

3.7 Application of Design of Experiment
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Figure 3.2. Arepresentative diagram of grid T, the 6-bus transmission network [100]. Buses
1, 2, and 3 are generators, while 4, 5, and 6 are loads.

Experiments

In order to validate our algorithms, we set up simulations with standard testbeds. As
discussed in Section 3.1, identification is usually an issue only for distribution net-
works, while transmission networks are known and constantly monitored. However,
to prove the generality of our method, we adopted an example of both a transmission
and a distribution network.

Experimental Setup

We considered two grids: the 6-bus transmission network by Wood and Wollenberg
(grid T) [100, p. 104] and a modified version of the IEEE 13-bus radial feeder
(grid D) [113]. While the method could scale to much larger networks in theory, in
practice collinearity, although mitigated by the design of experiment, still leads to
numerical instability for large networks.

In order to test the proposed method on a meshed network, we added two lines
to grid D, one connecting bus 1 with 6, and the other bus 7 with 10. As all the
lines have negligible capacitance, the admittance matrix of grid D is Laplacian.
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Figure 3.3. A representative diagram of grid D, the modified IEEE 13-bus feeder [113].
Buses @ and O represent generators and loads, respectively.

Conversely, in grid T shunt capacitances are not negligible, resulting in a symmetric,

yet non-Laplacian, admittance matrix.

The presence of controllable generators is a requirement for the application of
design of experiment. While grid T features 3 power sources, in grid D distributed
generation is introduced through the addition of controllable power sources to buses
6 and 10. Grid D is represented in Fig. 3.3, while grid T is displayed in Fig. 3.2.

In grid T, load profiles were generated with incorrelated Gaussian active and reactive
load fluctuations, centered on the nominal values. This procedure is justified by the
observation that, over short periods of time, active and reactive power demands
of loads can be modeled as Gaussian random variables [114, 93]. In grid D, a
more realistic setup was adopted: load profiles with one-minute granularity were
extracted from the public Pecan Street dataset [115]. Since this dataset did not
include reactive power, a random lagging power factor between 0.85 and 0.95 was
considered. Following the procedure adopted in [95], we connected a random
number of customers between 5 and 15 to each node. For both grid T and D, we
used the AC power flow solver MATPOWER to derive nodal current and voltage
phasors [116].

For each grid, we considered two scenarios to asses the performance of our method
in providing an accurate estimate of the admittance matrix. Scenario 1 looks at a
network whose topology does not change over time and allows for a comparison
between our online algorithm and batch methods like ordinary least squares (OLS)

3.8 Experiments
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and adaptive lasso [95], whereas scenario 2 considers a time-varying configuration.
More specifically, scenario 2 simulates a fault leading to tripping of a line. In grid
T, the fault happens on the line connecting bus 2 with 6, while in grid D it impacts
the line between bus 7 and 10. Batch algorithms cannot be applied to temporally
varying networks and are thus excluded by the tests on scenario 2. In this respect,
scenario 2 illustrates the main value of online methods over offline approaches.

We considered three different online estimation methods:

* RLS1, solely imposing the symmetric structure of Y by adopting the parametriza-
tion = vech(Y);

* RLS2, forcing a Laplacian structure of Y by adopting the parametrization
x =ve(Y), asin (3.9) and (3.12);

* DoE, where the generator voltages, excluding the slack bus, are set according
to the design-of-experiment procedure presented in Section 3.7. The generated
inputs and the corresponding outputs are fed to RLS1 if the admittance matrix
of the network under consideration if symmetric, and to RLS2 if it is Laplacian.

RLS2 was not tested on grid T, as not suitable to the non-Laplacian structure of
the admittance matrix of that network. The solution of the design-of-experiment
problem (3.23) was computed using an interior-point non-convex solver.

In order to assess the identification performance, we used the error metrics

mp =Y — Y|, (3.24a)
Mmax = HY - ?Hmax; (324]3)
mpr = |[Y = Vlle/[IY [lr, (3.240)

where subscripts F' and max denote the Frobenius norm and the max norm, re-
spectively. The metric mg assesses the overall goodness of the estimation, max iS
intended to capture possible issues in the identification of single elements, while mg
provides a relative measure of the identification error.

In all the experiments, we introduced a Gaussian measurement error N (0,,, o°I,,)
on both the real and the imaginary part of the measurements. In both grid T and
D, we chose ¢ so that the accuracy 30 was 0.1% of the average magnitude of the
measurement, a figure compatible with the characteristics of real metering devices
[97]. This led to o = 107° in grid D and o = 10~ for grid T. The recursive estimation
algorithms were initialized with &9 = 61, § = 10~% and Z, = K1, K = 10*, where 1
and T have suitable dimensions. The forgetting factor was set to A = 0.8.
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mg [X1072]  Mmax [X1077] mg

OLS (batch) 5.44 1.69 0.055%
Adaptive Lasso (batch) 2.58 0.87 0.026%
RLS1 9.55 3.84 0.095%
RLS2 7.97 3.26 0.080%
DoE 4.74 1.27 0.047%

Table 3.1. Error metrics grid D, scenario 1, after 100 samples. The best performer is in
boldface blue.

Experimental Results

For sake of completeness, we present the results on both grids D and T and scenarios
1 and 2. There are little substantial differences, as the following sections show.

Grid D

For scenario 1, Table 3.1 shows the comparison with benchmarks after 100 iterations,
when the estimates provided by all online algorithms no longer improve. The error
metrics can be noticed to be of the same order of magnitude for all methods;
although RLS1 and RLS2 achieve poorer performance than OLS and Lasso. This is
expected as both OLS and Lasso are batch estimators making use of simultaneous
use of all the collected data. We also note that DoE outperforms all other methods,
except for Lasso.

In both scenarios 1 and 2, DoE achieves faster convergence as well as better accuracy
than other iterative methods; see Fig. 3.5. The downside is the stress on generator
voltages, which are subjected to frequent changes (Fig. 3.6). Nevertheless, due to
constraints in the formulation of the design problem (3.23), both voltage set-points
and realized voltages stay within the prescribed interval, which is [0.95, 1.05] p.u. In
both scenarios, m ., follows the same trend as my until convergence to a low value,
thus ruling out issues about the estimation of specific elements of Y.

In the context of scenario 2, the error in the estimation of y719 (See Fig. 3.7) is worth
a few comments. Note that |y7 10| = 9.8 up to ¢ = 100, and subsequently drops to
zero as a consequence of the simulated fault. All our recursive implementations are
able to quickly adapt to a change in topology, thus proving the usefulness of online
estimation. After mere two iterations (¢ = 102), the absolute value of the estimated
line admittance is 2.21 for RLS1, 2.11 for RLS2, and 1.1 for DoE. Moreover, after 7
iterations, the estimation is lower than 1 for all the online algorithms.

3.8 Experiments
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mg [x1072]  Mmax [X1077] mg

OLS (batch) 3.93 1.78 0.079%
Adaptive Lasso (batch) 3.40 1.62 0.068%
RLS1 4.84 2.41 0.097%
DoE 1.34 0.55 0.027%

Table 3.2. Error metrics for grid T, scenario 1 after 50 samples. The best performer is in
boldface blue.

GridT

Results on grid T are aligned with the ones reported for grid D.

The comparison with benchmarks (Table 3.2) shows that, after 50 iterations, RLS1
achieves poorer performance than both OLS and Lasso. However, DoE outperforms
the batch methods, proving the value of optimal voltage excitations. The difference
with grid D may be explained by the higher share of generator in grid T, which
enables an higher effectiveness of the design of experiment. The visual comparison
between the actual and the estimated admittance matrix shows that all the elements
are well estimated. In particular, it is worth noting that the maximum error is 2
orders of magnitudes lower than the smallest element in the admittance matrix.
Therefore, inferring the topology of the network from the estimated admittance
matrix is trivial. A similar analysis yields the same conclusions on grid D.

DoE achieves faster convergence than RLS1 in both scenarios 1 and 2, as well as
better accuracy after 50 iterations - see Fig. 3.8. The stress posed on generators is
comparable to grid D but, coherently with the other test case, voltage set-points
and realized voltages never violate the limits, set to [0.95, 1.05] p.u. for bus 2 and
[0.93,1.07] p.u. for bus 3 (Fig. 3.9).

In the context of scenario 2, it is worth analyzing the error on the estimation of ys g,
whose real value becomes zero at time ¢ = 50 as a consequence of the simulated
fault (Fig. 3.10). After 7 iterations, at t = 57, the absolute value of the estimation
with DoE is 0.48, while it is 2.55 with RLS1. Hence, DoE is again faster in updating
the admittance matrix after localized changes.

Sensitivity to Voltage Noise
In real applications, measurement noise affects both currents and voltages. Although

a systematic discussion of this scenario is outside the scope of this section, we assess
the deterioration in performance experienced by the proposed algorithms when a
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zero-mean Gaussian noise with covariance matrix oI is applied to both the real
and the imaginary part of voltage measurements. As displayed in Fig. 3.11, all
methods suffer from input noise; however, DoE is less affected than other methods,
and achieves an acceptable performance even when the noise on voltages is of the

same order of magnitude as that on currents.

Effect of the Design of Experiment Formulation

As noted in Section 3.7, the design-of-experiment formulation (3.23) has to rely on
estimated admittance matrix Yt,l, instead of the unknown real admittance matrix Y.
In order to show the effect of such an approximation on the identification algorithm,
we run DoE on scenario 1 by setting Y,_1 = Y in (3.23b). The results in Fig. 3.12,
produced for grid D, show that the procedure based on the real model of the network
performs better; but the difference is marginal. The analysis for grid T yields the
same conclusions and it is therefore not reported.

3.8 Experiments
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Figure 3.4. Absolute value of the actual and estimated admittance matrix, and of the
estimation error after 50 time steps for grid T, scenario 1, using the DoE
method. Top left panel: actual admittance matrix |Y'|, top right panel: estimated
admittance matrix |ff50|, bottom panel: estimation error |Y — }750| — note the
difference in scale with respect to the top panels.
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4.1

Conclusion

Final Remarks

This work is meant to investigate applications of machine learning to energy, with
particular attention to the challenges posed by the ongoing transition towards
sustainable generation, delivery, and management.

The study is split in two main components.

The first part deals with the forecasting of the Italian gas consumption. In collabora-
tion with A2A, an Italian utility, we carried out a detailed analysis of the demand,
investigating the effects of seasonality and temperature. The insight we got may
help in better plan the construction and management of storage facilities and may
provide guidance for future energy policies.

After, we developed forecasting models, outperforming the only available benchmark.
In particular, we proposed ensembling methods to boost the performance of base
models. While allowing for a more efficient usage of natural gas, and a more
effective exploitation of the existent infrastructure, such models have an added
benefit for utilities: the improved predictions reduce the imbalance penalties, thus
unlocking resources which can be invested in new facilities or alternative energy
vectors.

The research presented in this work resulted not just in publications, but was also
the basis for the models currently used in A2A. A similar argument applies to the
novel probabilistic model we developed to link inaccuracies in weather forecast
with errors in the prediction of natural gas. In this respect, an increased awareness
about the differences in the requirements and the methods of the academia and the
industry, shared in a talk delivered in an international conference, was an unusual
side effect.

The second part of the study is devoted to the development of online methods for
the identification of distribution grids. In collaboration with the DECODE labora-
tory of EPFL Lausanne, we proposed a new procedure which combines recursive
identification and optimal design of experiments.
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While not yet tested on the filed, but only by means of numerical simulations, our
method proved successful in mitigating — yet not in solving — the issue of collinearity,
which is known to affect voltage measurements in distribution grids. A separate
research group has already built on a procedure similar to ours in order to achieve a
balance between optimal economic operation and quick identification of the grid.

None of the two topics addressed in this work can be considered exhausted. The
discussion in the next section is but a small fraction of the possible future develop-
ments. Similarly, the two subjects chosen for this thesis are just a tiny portion of all
the fields where the application of machine learning to energy can deliver real value
and lead to concrete improvements.

Future Work

The discussion on the forecasting of natural gas demand presented in this work is
complemented by the thesis by Andrea Marziali, head of modelling and pricing in
A2A and former executive PhD at the University of Pavia [75].

Considering both works, as well as the state of the art in the literature, we can
suggest two main directions for future developments. On the one hand, hybrid
models, which have recently gained traction, were not considered in our studies.
While more complex to design, implement, and maintain, hybrid models may be
capable of outperforming both base and ensemble models in sheer accuracy.

On the other hand, it may be of interest to test our approach on both different
geographic areas and time scales. Our models take advantage of the smoothing
effect that the aggregation of a large number of independent users has on the
demand at country level. Disaggregated data, collected on individual residential or
industrial units, may lack the patterns we detected and discussed for the national
demand. For instance, relevant differences may arise between older and newer
residential buildings, due to the improvements in thermal efficiency and insulation.
Yet, accurate short-term forecasting on disaggregated data may enable effective
anomaly detection, thus preventing dangerous accidents due to leaks or other
failures.

If the chapter about gas demand forecasting is not closed, the one about the iden-
tification of power grids has just been opened. Microgrids and smart grids are
not pervasive technologies yet, but they are projected to rise quickly in diffusion,
complexity, and impact on the power infrastructure. While low-level controller can

Chapter 4 Conclusion



be plug-and-play, state-of-the-art designs for high-level supervisory layers require
perfect knowledge of the network. Therefore, it is easy to predict that more and
more advanced methods will be proposed to tackle identification.

Our ongoing research focuses on creating a more realistic and comprehensive
model for the measurement noise which affects micro-PMUs. Actual metering device
measure current and voltage on polar coordinates and introduce measurement errors
on both the electrical variables. Therefore, the common assumption of a Gaussian
noise in Cartesian coordinates on currents only is but a useful simplification. Building

on the novel noise model, both online and batch algorithms can be developed.

Moreover, the method proposed in this work does not take into account any prior
knowledge about the network. In a real context, it is likely that some line is known
to exist and some other is known not to be present. Bayesian approaches may result
valuable in taking advantage of such information to reduce the amount of samples
required to achieve a satisfactory estimation.

4.2 Future Work
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A1

A2

Appendix

Existence and Uniqueness of the Transformation
Matrix T°

We show the existence and uniqueness of the transformation matrix 7" introduced in
Section 3.5 and defined as follows.

Definition 5. Given a Laplacian matrix A € C"*", the transformation matrix T is
such that
vech(A) = T ve(A) (A.1)

Lemma 1. Given n € Ny, there exist a unique n(n + 1)/2 x n(n — 1)/2 matrix T
verifying Definition 5 for each Laplacian matrix A € C™*™,

Proof. Each element of vech(A) is a linear combination of elements in ve(A) and
this is sufficient to guarantee the existence of a linear map transforming ve(A) into
vech(A). The uniqueness can be shown by contradiction. Assume there exists T # T
such that vech(A) = T've(A) = T ve(A). Then, On(nt1)/2 = (T —T)ve(A),VA. Thus,
ithastobe T'=T. O

Derivation of the Transformation Matrix 7T’

The construction of T is best understood starting with an example. Let n = 4 and
A € C** be the following Laplacian matrix:

ay +ag +asg —ai —az —as
—ay a1+ a4+ as —ay —as
A= (A.2)
—a9 —ay as + a4 + as —ag
—as —as —ag as -+ as + ag

115



116

By definition, the half-vectorization vech(A) and the non-redundant vectorization

ve(A) are:

vech(A) =

a1 + ag + as
—ay
—as
—as

—a1 + a4 + as
—ay
—as

as + a4 + as

—ag

| a3 + a5 +ag |

ve(A)

ai
a2
as
a4

as

ag

(A.3)

From the implicit Definition 5, it is immediate to check that the transformation

matrix is:

e
—
LO»—!
@)
_ o O O O

O O O O O = O O
o O = O O O O

0

o = O O O O

o O

1

_ O O O O O O O

\
—

1

(A4)

In order to develop a construction procedure for 7, it is convenient to divide it into

n submatrices of different dimensions 7, z = 1...n, with T, € R*t1-2xn(n=1)/2 gych

that:

Appendix A Appendix

Ty

(A.5)



Applying the split to the 7" matrix in the example, we get:

1 0 0 0

-1 0 0 0 0 0

0O -1 O 0 0 0

T 0 0O -1 0 0 0

R T B e

T3 0 0 0 -1 0 0

Ty 0 0 0 0O -1 0
U0 T 0

0 0 0 0 0 -1
o0 1 0 1T

Each T, has a similar structure: when multiplied by ve(A), the first row yields a
diagonal element of A, while the other n — z rows adjust the signs of the off-diagonal
elements.

We thus focus on a generic 7. Its structure can be further divided into four sub-
matrices: the first row is denoted T,,, while the reminder of T; can be split into
two zero matrices 7., and 7.4 and a negative identity matrix 7.. The sizes of Ty,
T,., and T,4 change with the submatrix index z. We show the split with 75 in the

example: .
1001 110
Toe | "z - - G-
2_lTYT*T]: 00 0:-1 0:0 (A.7)
21Ty tad 0000 —1:0
Due to the structure of vech(A) and ve(A), one has:
Tip = ®n—z><n(n—z)—z(z—1)/2 (A.8)
Tic = =y (A.9)
T%d = ©n—z><(n(n—1)+z(z—1))/2—nz+z (AlO)

To justify the expressions, one can observe that every block 7, maps ve(A) into
n + 1 — z elements of vech(A), the first being a diagonal element of A. The negative
identity matrix 7. has size equal to the number of mapped elements of vec(A)
which are not diagonal element of A, namely n + 1 — z — 1 = n — z, while the zero
matrix 7}, has a number of columns equal to the number of off-diagonal elements
of A mapped by T, with w < z, namely 37! n — k = n(n — 2) — 2(2 — 1)/2. The
structure of T4 follows from the size of T and the previous considerations.

A.2 Derivation of the Transformation Matrix 7'
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The structure of the first row is more complex and reads:

n—z z—1
Tea =Y €fyni1)2c-1)/2F D €1 14(n1)(ko1)th(k_1)/2 (A.11)
k=1 k=1

where e € R™"~1/2, The matrices 7., map the elements of ve(A) into the diagonal
elements of A. By the properties of the Laplacian matrix A, its diagonal elements
can be expressed as:

n i—1 n i—1 n
a;; = — Z a;j = — Z a;; + Z ai; | = — Z Qi + Z Q4 (A.12)

j=1,j#i =1 j=i+1 k=1 j=i+1
The first sum in (A.11) accounts for the terms in the second sum in (A.12) while the
second sum in (A.11) identifies the terms in the first sum of (A.12).

It is worth noting that the construction method described for 7" is general and holds
irrespective of the dimension of A. Python and MATLAB implementation of the
construction formulae are publicly available on Github [107].

Convergence of Recursive Least Squares

We show here that the results about the convergence of recursive least squares
claimed in the work by Bittanti and Bolzern [110] also hold in the context presented
in Section 3.5, featuring complex inputs, outputs, and multivariate output at each
iteration.

Lemma 2. Consider the recursive least square algorithm (3.12). Assume that'Y is
constant in time — therefore, x; = x, V; is full-rank and measurement are not affected
by noise. Define the error on the parameters &; = 4 —x. For any &o and Zy = Z' = 0,
(1) the norm of the error ||&|| is bounded, and (ii) the projection of &, on the excitation
subspace converges to zero as t approaches infinity.

Proof. In order to show (i), we start by substituting ; = &; — x in (3.12) and
considering that, in the noise-free case, i; = A;x. Then, we get the recursive
formula

& =@ — Z AN A @, . (A.13)

For convenience, we define €; = A;&;_1 = A;&:—1 — ;. Next, we introduce the
Lyapunov-like function W; := zH 7, 1%,. Note that W is a real-valued function, as Z;
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is Hermitian and so is Z; . By combining the definition of 1W; with equations (A.13)
and (3.12b), we derive

Wi = AW — el (I, — A, Z,AMe,. (A.14)

It can be shown that I,, — A;Z; A >~ 0; see e.g. Lemma 1 in [109]. Consider now
the quantity €}'(I,, — A;Z; Al')e;: it is real and non-negative because I,, — 4; Z; A} is
Hermitian and positive semidefinite. From (A.14), we obtain the inequality

Wiy < AWy, (A.15)
which one can recursively apply at each ¢ to obtain

W, < AW (A.16)
Recalling the definition of W and (3.12b), we write:

NWo > W, =&l 2, &, (A.17)
=& (A2} + AlA) 7,
t
= & <)\tZ0_1 +> A”AZ-HAi> &

=1

t
> Agh (Zo‘l + ZA?AZ) Zs.

i=1
Therefore, we conclude that
t
'z +> Al Az, < W (A.18)
i=1

Asboth Z;' = 0and f_; AHA; = 0, we have

&l zy e, < Wy (A.19)
and .
& (Z AiHAi> & < Wp. (A.20)
=1

Since &} Z; '&; > mineig(Z; ') ||&:||*, equation (A.19) yields

mineig(Z; 1) ||&* < W, (A.21)

A.3 Convergence of Recursive Least Squares
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where mineig(X) is the minimal (real) eigenvalue of a Hermitian matrix X. There-
fore, ||&;|| is bounded.

In order to show (ii), let G; be the square root of 3>¢_; AiHAi, and :izge) and @ﬁ“) the
projections of &; onto the subspaces where persistent excitation holds and does not
hold, respectively. Then, (A.20) can be written as

|Gl + Gl | < w2, (A.22)
By the reverse triangular inequality, we have:
ﬁtwt ’zct | W“’”t ‘ @l < w2, (A.23)

We can now apply to (A.23) the same argument proposed in [110, Proof of Theorem

1]. Due to part (i) of the proof, the norms of :i'ge) and :iﬁ“) are bounded. Moreover,

as :i:l(t“) is the projection of &; onto the subspace where persistent excitation does not

hold, the term (b) of (A.23) is bounded. For the inequality (A.23) to hold, (a) must
also be bounded. Yet, the lemma in the appendix of [110] shows that Gticge) / H:};te)

is unbounded. Therefore, if’ must converge to zero for (A.23) to be verified,

proving part (ii). It is worth noting that the lemma in [110] involves sequences
of real positive semidefinite matrices, but the proof holds without modification for
complex hermitian positive semidefinite matrices. O
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