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Abstract

In recent decades, the world has been fast urbanizing. More than half of the world’s human

population now live in urban areas. Such high density of urban population is resulting in air and

water pollution, land degradation, and infectious diseases spread risks prominence. However,

the increasing quality (in terms of finer spatial and temporal resolution)and quantity of Earth

Observation (EO) satellite data provide new perspectives for analysing these phenomena.

Within the specific domain of epidemiological risks dynamics in urban areas which is the fo-

cus of this work, the use of multispectral optical EO sensor data has created new opportu-

nities. These data through their visible, near, mid, far and thermal infrared bands provide

planetary-scale access to environmental variables such as temperature, humidity, and vegeta-

tion types,location and conditions. Since these environmental variables affect the development

of vectors causing infectious disease (e.g., mosquitoes), there is the possibility to use EO data

to estimate them, and obtain disease risk models.

The Ae. aegypti mosquito species transmits Zika, Dengue, and Chikungunya, diseases widespread

in more than 100 world countries, and is concentrated in urban areas. The development of this

vector depends significantly on local environmental temperature, humidity, precipitation and

vegetation. In this regard, multispectral EO data can provide globally consistent and scalable

sources to obtain the required environmental variable inputs, and extract significant and consis-

tent monitoring and forecasting models for vector population.

In the domain of modeling mosquito vector population based on EO data features, spatial models

require detailed vegetation maps as input. In this regard, there is the need for robust methods to

extract this information from freely available high resolution EO data. Temporal models, on the

other hand, suffer quality and explainability, which make them limited in application potential.

This thesis is targeted towards mitigating these challenges.

Specifically, this thesis report the following contributions:

1. A method to map vegetation types in urban areas at high spatial resolution using Sentinel-

2 multispectral EO data. The results show an improvement in the quality of the resulting

vegetation maps with respect to what is available by means of state-of-the-art techniques.

2. A method that combines EO-based spectral indices, temperature layers, and precipitation

measurement to model the temporal evolution of local mean Ae. aegypti population. The

approach leverages the random forest (RF) machine learning (ML) technique and its em-

bedded nonlinear features importance ranking (mean decrease impurity, MDI) to rank the

effects of environmental variables and explain the resulting model. The results here show

that by ranking the environmental variables with MDI, it is possible to isolate variables
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that make highest contributions to the vector population development and explain their

individual effects.

3. A weighted generalized linear modeling (GLM) technique to predict Ae. aegypti popula-

tion using multispectral EO data covariate inputs. GLMs are generally simple to imple-

ment and explain, but do not provide the same level of prediction quality as ML methods.

The proposed weighted GLM compares well with ML techniques in quality, and provides

capability for more explicitly interpretation of the results.

4. A recurrent neural network (RNN) technique for spatio-temporal modeling of Ae. aegypti

population at the urban block level using multispectral EO data as inputs. This study

is needed because spatial models obscure seasonality effects while temporal model are

blind to spatial changes in micro-climates. The proposed technique shows great promise

with respect to the use of free multispectral EO data for spatio-temporal epidemiological

modeling. Precisely, the model obtained with RNN showed better quality when compared

to other traditional machine learning models.

All the proposed techniques have been applied in the Latin American region where the risk of

Ae. aegypti vector transmitted diseases are the highest in the world. They were validated thanks

to the long term partnership with the University of Alagoas in Maceiò (Brazil) and the Brazilian

company: ECOVEC.
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Chapter 1

Monitoring health risk in urban areas
using remote sensing

This chapter gives a broad introduction on remote sensing as a tool for monitoring urban ar-

eas, with main focus on epidemiological applications of satellite data. It introduces the main

motivations and objectives of this thesis and presents its structure and organization.

1.1 Why Urban Remote Sensing?

Urbanisation is one of the most prominent phenomena that characterize the 21st century. It is

a complex socio-economic process that results in the expansion of built-up extents due to the

conversion of formerly rural into urban settlements and movement of rural populations to cities.

According to the “World Urbanization Prospects 2018” report of the UN [1], in 2007, for the

first time in recorded history, the population of the world became more urban than rural. This

process is expected to continue for many decades in the future. Globally, at least 55% of world

population now live in urban areas, and this percentage is set to increase to 68% by 2050.

The effects of urbanisation are two-edged. On one hand, it fosters benefits including better ac-

cess to healthcare, sanitation, quality education, better employment, entrepreneurship, techno-

logical innovation, etc. Its downsides, however, include environmental degradation, pollution,

diseases, and infections, among others. From an epidemiological point of view, the negative

effects of urbanisation are more prominent in resource-poor countries due to lack of planning

which has led to haphazardly expanding cities within which shanties and slums have also devel-

oped. While more advanced countries have the regulatory framework to ensure that minimum

1
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standards of living conditions are met in most parts of the urban areas, resource-poor coun-

tries do not have such frameworks, and thus are at the risk of bearing the brunt of the negative

spillover effects from global urbanisation [2].

In general, the rise of urban areas and growing population in many parts of the world calls

for interventions from public and private actors. Such interventions require data to provide

knowledge of how cities and their environmental processes are changing. In addition, for the

emerging urban areas to support healthy living, there is the need to develop tools that can help

monitor the health risk exposure by humans in these increasingly congested areas.

There are different types and sources of data that can be used for urban areas monitoring pur-

poses. They include population census, household survey based socio-economic data, mobile

phone records [3], aerial photographs and remote sensing, among others. However, with the

recent strides in space missions and increasing access to petabytes of moderate and high spa-

tial resolution satellite images of the earth surface, directions in urban monitoring have largely

shifted towards the use of remote sensing data [4]. Remote sensing data, also referred to as

Earth Observation (EO) data in some literature1, are applicable and have already been success-

fully applied for many urban monitoring studies. The advantages of remote sensing data for this

kind of applications include: free availability in many cases; global coverage; high spatial and

temporal resolutions compared to other techniques, and specifically ground data collection.

Remote sensors leverage different physical principles to provide information about the electro-

magnetic properties of observed land surface by measuring the energy reflected (passive optical

sensors), emitted (thermal infrared) or scattered (active radar sensors) by the scene. Conse-

quently, most remote sensing data can be categorised into either optical or radar (mostly syn-

thetic aperture radar, SAR) data. These two data types provide a variety of information on urban

areas surface properties. For instance, the optical energy reflected by vegetation depends on

properties like leaf structure, moisture and pigmentation, while the scattered radar energy by the

same vegetation depends on the size, shape, orientation and dielectric properties with respect

to the wavelength of incident microwave energy. Optical data used in urban studies are com-

monly available in multispectral format: containing a few bands ranging from visible to infrared

wavelengths in the electromagnetic spectrum to provide spectral signatures of materials on the

surface of the Earth. Radar data are typical only generated at a single wavelength band for each

sensor [5]. Both data types have been applied in urban studies (differently or in combination)

for the purposes of urban extent mapping [6–8], land use and land cover mapping [5, 9], urban

meteorology and heat island effects [10], building footprints detection [11], disaster manage-

ment [12, 13], change detection and urban sprawl [14–16], among others.

1For this reason, in this work the term ”remote sensing data” is used interchangeably with ”Earth Observation
(EO) data”.
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1.2 Remote Sensing Data Application for the 2030 Sustainable De-
velopment Goals

Uncontrolled development along with recent economic events pose great risks to stable func-

tioning of the Earth’s systems; atmosphere, forests, water, and biodiversity. As a result, in

year 2015, The 2030 Agenda for Sustainable Development was adopted by all United Nations

to chart a course for peace and prosperity for the majority on the planet. The 17 sustainable

development goals (SDGs) were adopted at the heart of this agenda. These goals are meant

to help countries to measure, manage and monitor progress on economic, social and general

environmental sustainability [17].

Remote sensing data can support various activities leading towards the actualisation of the

SDGs. In this work the focus is on goal number 11, aiming at making cities and human set-

tlements more inclusive, safer, more resilient and sustainable. In support of this goal, alongside

vector-borne diseases risks modeling application which is the main focus of this thesis, remote

sensing data have been used for other activities related to urban areas analysis including: housing

conditions, sustainable transportation [18], air pollution analysis, and human health indicators

modeling [19].

With regards to housing conditions mapping, remote sensing data have been applied to measure

intra-urban poverty in the socioeconomically divergent city of Medellin, Colombia as presented

in [20]. In that study, a land cover classification map was combined with texture and structure

features obtained from very high resolution Quickbird RS data to estimate the slum index of the

city. The slum index is a value ranging from from 0 (no slum-like households present) to 5 (all

households in the area lack all five of the features defined by UN-Habitat [21]). Results from

that study show that the RS variables explain up to 59% of the intra-urban variability of the slum

index. This kind of approach can serve to lower the cost of socioeconomic surveys.

In relation to air pollution in urban areas, particulate matter (e.g., PM2.5) is one major urban

air pollutant which causes respiratory and lungs diseases. In [22], aerosol optical thickness

retrievals from multispectral remote sensing data has been combined with ground measurement

of PM2.5 mass concentration to assess air quality in different cities across the world. The results

show an excellent linear correlation of 0.96 between RS data and ground-based values.

On the use of RS data for health indicators modeling, the authors of [23] produced land use and

land cover maps from multispectral RS data spanning a period of 25 years in the city of Atlanta,

Georgia, USA. They observed dramatic changes in land use and land cover due to loss of forests

and croplands to urbanisation. These changes have led to rising surface temperatures and ground

level ozone production. Correlation analysis showed that the RS data features strongly correlate
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with volatile organic compounds and nitrogen oxide emissions which are weakly linked to the

rates of cardiovascular and chronic lower respiratory disease development.

Among the possible challenges quickly recapped in the previous paragraphs, the focus of this

thesis is on the exploitation of urban remote sensing for health risk exposure evaluation, with

particular focus on vector-borne diseases. In order to introduce the state of the art in this topic,

therefore, the next section presents an overview of how EO data have been exploited for this

task.

1.3 Remote sensing for vector-borne disease risks mapping: overview
and state of the art

According to the World Health Organization, more than half the world’s population is at risk

for vector-borne diseases. A major challenge posed by urbanisation is the increase in infectious

disease spread due to more people being potentially exposed. Even though the quality of life can

be relatively better in urban areas compared to their neighbouring rural counterparts, a deep dive

into the intricacies of cities often reveals more underlying information. Cities around the world

are composed of heterogeneous groups with different living conditions, microclimates, and eco-

nomic zones. The overcrowding effects of uncontrolled migration have led to the creation of

slums and shanty towns in many urban cities. These slums are characterised in many cases by

poor housing, lack of fresh water, bad sanitation facilities, and are exposed to more diseases.

These effects have been shown to facilitate the transmission of diseases (e.g., typhoid, cholera,

tuberculosis) by supporting breeding grounds for vectors like mosquitoes, rodents, ticks, and

more [24].

Many studies have been performed to assess the relationships between environmental variables

and the geographical distribution/number of disease transmission vectors in urban areas. In

fact, such explorations date back to years well before the 20th century when Hippocrates had

recognised the relationships between landscape and human health. The term “landscape epi-

demiology” was later coined by the Russian parasitologist Evgeny Nikanorovich Pavlovsky to

describe the theory that the prevalence of certain carrier vectors and the diseases they cause in

certain locations are influenced by the variables of their host environment. The environment

provides the necessary conditions for survival, transmission and reproduction of the diseases or

their causal vectors. Landscape epidemiology has since evolved into a thriving domain which

includes the exploitation of remote sensing data and other geographical information systems to

explore, model, and understand the prevalence of diseases/vectors as a function of underlying

driving environmental influences. Examples of infectious disease carrying vectors which have
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been studied and have shown to depend on environmental conditions for their survival and re-

production include mosquitoes, rodents, and ticks. Diseases caused by these named vectors have

dominated landscape epidemiology research studies till date [25]. Some of the environmental

parameters that can be measured from remote sensing data and have been used to model the

prevalence of these diseases include land surface temperature, vegetation types and conditions,

humidity, and precipitation, among others [26]. Even though meteorological collecting station

on the ground provide information on temperature, precipitation and humidity, the scarcity of

such stations means their data can only provide meaning information for country-level or global

studies. Instead, urban-level (regional or municipal) studies require more details. Also, for cases

where vegetation condition and types are of effect in vector prevalence, meteorological sources

may only be partially useful.

In this work, epidemiology studies involving multispectral sensor data is of particular interest.

As we know, the surface of the earth interacts with the incident electromagnetic energy emitted

by the sun. This incident energy is either absorbed, reflected, or transmitted by the objects on

the Earth surface. The reflected energy is usually sensed in the visible and infrared wavelength

bands. This is the basics of optical remote sensing. Multispectral remote sensors are optical

sensors with a few spectral bands (typically < 10) [27]. Figure 1.1 presents an illustration of a

typical optical remote sensing scenario.

One simple way to obtain information about the Earth surface from multispectral remote sens-

ing data is through spectral indices. Spectral indices are obtained by combining the spectral

reflectance of two or more bands of a multispectral data to highlight the relative abundance of

FIGURE 1.1: A typical optical remote sensing scenario (from [27])
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certain features of interest. The common spectral indices which find application in landscape

epidemiology and their formulas are presented in Table 1.1.

TABLE 1.1: Spectral indices based on multispectral remote sensing data commonly
used in landscape epidemiology.

Index Formula

Enhanced Vegetation Index (EVI) [28] NIR−Red
NIR+C1×Red−C2×Blue×L

Normalized Difference Vegetation Index (NDVI) [28] NIR−Red
NIR+Red

Normalized Difference Water Index - (NDWI) [29] NIR−SWIR
NIR+SWIR

Normalized Burn Ratio (NBR) [30] SWIR1−SWIR2

SWIR1+SWIR2

Blue: Blue band (≈ 490 nm)
Red: Red band (≈ 700 nm)
NIR: Near infrared band (≈ 850 nm)
SWIR: Shortwave infrared band (≈ 1500 nm—2200 nm)
C1 and C2 are coefficients of aerosol resistance, L is canopy background adjustment, and G

is gain factor. For MODIS EVI product, C1 = 6, C2 = 7.5, L = 1 and G = 2.5 [28].

Other information that can be obtained from multispectral remote sensing data and are useful

for epidemiological studies are land cover maps and land surface temperature values [31]. How-

ever, temperature information can only be retrieved from data with thermal infrared band(s), i.e.

collecting not only the energy emitted by the sun, but the one emitted by the Earth as well.

To study epidemic spread using remote sensing data, the considered disease or carrier vector’s

development and prevalence must vary spatially and/or temporally based on certain environmen-

tal conditions that can be estimated using remote sensing data. These environmental variables

correspond to the disease risk factors. In practice, these risk factors are used to map the spa-

tial, temporal or spatio-temporal disease risk prevalence. To achieve the aim of obtaining these

models, ideally, there is the need for: (i) quality input from remote sensing data to represent the

various hypothesized environmental risk factors, (ii) in-situ data of disease or vector prevalence,

ideally collected on the field by trained professionals, (iii) automatic learning methods to find

the underlying relationships between the disease dynamics and the risk factors, and (iv) domain

expertise to understand the results of the modeling procedure and assess the quality of such

models from an epidemiological standpoint.

With regard to automatic learning methods that are used to model the relationship between the

disease/vector spread and the hypothesized environmental covariates, theoretically any tech-

nique that applies to multivariate prediction in other domains of remote sensing can be used.

Most of these techniques belong to the classes of statistical models, machine learning and neu-

ral networks.
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Since the early days of applying remote sensing data for landscape epidemiology, optical mul-

tispectral remote sensing data has dominated this area [32]. The Landsat programme of the

National Aeronautics and Space Administration of the US government (NASA) is the longest-

running EO mission for multispectral satellite image acquisition. The program was launched

on July 23, 1972 [33]. Since the commencement of the Landsat programme, there has been

many additional missions. This increased interest, financing, and applications for EO missions

has led to advances resulting in higher resolution sensors and more freely accessible data [34].

In addition, and to complement other developments in space technology, rapid development in

available electronics, computing power, data storage capabilities, and learning algorithms have

enhanced the possibilities that can be reached with EO space mission investments. These de-

velopment have rippled into and shaped the epidemiology use cases of EO data too, and still

continues to do so.

As with other applications that have and continue to leverage EO data over the years, landscape

epidemiology has evolved through the different times defined by the evolution of available data.

Section 1.3.1 provides an overview of early applications of remote sensing data for epidemio-

logical applications, while the following Section highlights the new trends and their promised

improvements, as well as existing and known limitations.

1.3.1 Early applications of remote sensing data for Landscape Epidemiology

From the reviews of the use of EO data for epidemiological studies as presented in [32] and [19],

the majority of the earliest studies in this domain utilized data from Landsat’s Multispectral

Scanner (MSS) and Thematic Mapper (TM) along with National Oceanic and Atmospheric Ad-

ministration (NOAA)’s Advanced Very High Resolution Radiometer (AVHRR) optical mul-

tispectral sensors. There are also studies, though very few, that utilized data from France’s

Système Pour l’Observation de la Terre (SPOT) [35] sensors, which is a commercial mission

with multispctral data available at up to 10 m spatial resolution. Some of the diseases that were

considered in the most prominent earlier studies are Malaria, Eastern Equine Encephalomyelitis,

Filariasis, Rift Valley Fever, Schistosomiasis, Trypanosomiasis, Lyme disease, Dracunculiasis,

and Leishmaniasis [19, 32]. It is worth noting that the first four out of these nine diseases named

here are transmitted by mosquito species. This goes to emphasize how mosquito-borne diseases

have dominated this study from its early days.

AVHRR is an operational multispectral sensor on board the NOAA polar orbiting satellites.

At any given time AVHRR is active on two satellites orbiting the Earth in opposite directions,

allowing for total global coverage twice daily. It produces data at 1.1 km spatial resolution com-

prising five bands. Most early applications of EO data for epidemiology relied on AVHRR data

information to model spatial and temporal variability of the required environmental variables.
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At 1.1 km resolution with global coverage, AVHRR data lends itself to observing surface condi-

tions at regional or continental scale. Its low spectral resolution however is its major drawback

The authors of Ref. [36] used the single day mean temperature of the AVHRR sensor data to

model the village-level spatial prevalence of Bancroftian filariasis in the Southern Nile Delta

area of Egypt at 10 km2 spatial resolution. The results show significant correlation between the

AVHRR measured day temperature and filariasis prevalence.

Malaria, which is transmitted by anopheline mosquitoes, is also one of the earliest applica-

tions of EO data for infectious diseases spread monitoring. The authors of Ref. [37] extracted

vegetation and temperature information obtained from AVHRR data over a period of 5 years

(1990—1994) to predict maps of malaria seasonality in Kenya. That study showed significant

correlation between vegetation condition (lagged by one month) and malaria admissions.

Landsat TM data has a temporal resolution of 16 days, spatial resolution of up to 30 m in

about eight bands, making it suited for spatial modeling in landscape epidemiology. The study

in [38] focuses on spatial modeling of mosquito larval ecology based on theoretical knowledge

of the direct links that exist between the environment, mosquito larvae, and production of adult

mosquitoes. To obtain environmental risk factors information, analysis of selected Landsat TM

images of dry and wet season land surface information in April 1986 and October 1987 were

analysed to map 16 land cover units. Landsat TM data provides major advantages for this study

due to its high spatial resolution (30 m) in non-thermal bands, and the middle infrared bands

(bands 5 or 7) which are sensitive to differences in plant and soil moisture.

1.3.2 New Earth observation sensors and missions: how much progress has been
made with regards to urban epidemics monitoring?

While spatial analyses help to understand hotspot locations in terms of prevalence of disease

drivers, the temporal dimension of the disease spread mechanisms and how they interplay with

the environment has also been shown to be useful in this study domain, especially for local and

regional studies. As revealed in [32], until the mid-2000s most attempts in landscape epidemiol-

ogy did not consider the temporal dimension, and thus lacked critical components of seasonality

in their models and results. Monitoring environmental variables in the temporal dimension re-

quires time-series of overlapping EO images over the same scene. Quality images of this sort

are either scarce or expensive during the periods of early exploration. While NOAA-AVHRR

at that time presented the best possibilities for such analyses due to its 1.1km resolution (for

vegetation monitoring indices) and high temporal resolution (twice daily), its limited coverage

was a critical demerit.
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A significant turning point for temporal analysis and possibility to map more diseases based

on EO data came with the launch of NASA’s Earth Observing System (EOS) mission. The

Moderate Resolution Imaging Spectroradiometer (MODIS) is the key instrument onboard the

EOS Terra satellite which was launched in December 1999. Another MODIS instrument was

launched on the EOS Aqua satellite in 2002. MODIS provides substantial improvements in

spatial resolution (up to 250 m), 36 spectral bands, 12-bit radiometric resolution in the visible,

near, mid, and far infrared bands, and an enhanced set of preprocessed and freely available prod-

ucts at a global scale [39]. The MODIS vegetation and landcover suites have found extensive

applications in landscape epidemiology especially because of its global coverage and temporal

resolution. Some of the MODIS land products which have been used in landscape epidemiology

studies are presented in Table 1.2.

TABLE 1.2: Details of MODIS data products (and derivable layers) used in temporal studies Ae. aegypti vector and diseases spread risks,
and the proxy environmental variable they represent.

Data product Band(s) used Feature Spatial resolution Temporal resolution Proxy to:

(meters) (days)

MODIS MOD11A2 LST Day 1km Daytime LST a 1000 8 Maximum temperature

MODIS MOD11A2 LST Night 1km Night-time LST 1000 8 Minimum temperature

MODIS MOD13Q1 NDVI or EVI NDVI b or EVI c 250 16 Vegetation condition

MODIS MOD13A3 NDVI or EVI NDVI b or EVI c 1000 16 Vegetation condition

MODIS MOD13Q1 sur refl b02 NDWI d 250 16 Surface moisture

and sur refl b07 and humidity
a LST: Land surface temperature [40]
b NDVI: Normalized Difference Vegetation Index (NDVI)
c EVI: Enhanced Vegetation Index (EVI)
d NDWI: Normalized Difference Water Index (NDWI)

1.4 Modeling the distribution of Ae. aegypti mosquitoes using re-
mote sensing data

Among all possible vectors for diseases, in this work, we are going to focus on Ae. aegypti

mosquitoes. At the beginning of the doctoral study that has led to this dissertation, a systematic

literature review was carried out to aggregate, process and analyse existing body of work in the

domain of vector population and diseases risks modeling using EO data. The process involved

the use of Google Scholar platform [41] to search for method-based studies in this domain.

The main goal of the review was to analyse gaps in methods and input data quality that are

potential high-impact contributions. After pre-selecting studies that qualify through the search

criteria, they were summarized to extract information including EO data products used and their

quality (spatial and temporal resolution), modeling methods applied, potential gaps in methods

applied, and future direction proposed by each authors. The remaining paragraphs of this section

communicate the information gathered from this review process, while Section 1.5 presents the

challenges which were discovered and have been made the focus on this dissertation.
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Female mosquitoes of this species are the mainly responsible for the spread of Dengue and

other arboviruses, including Zika, Chikungunya. They breed in artificial containers in urban

environments and poses significant public health threats in urban areas in more than 100 coun-

tries, which account for half of the world’s population [42]. The disease transmission by Ae.

aegypti depends on many factors such as: the susceptibility of the exposed population [43],

socio-economic conditions [44], viral life cycle and, notably, the local vector density [45].

Entomological studies have shown that the oviposition, life cycle, and population dynamics of

this mosquito species are significantly affected by abiotic and biotic environmental conditions

including precipitation, temperature, vegetation condition, and humidity [46, 47]. Precipitation

affects the volume of water in hatching containers, which, in turn, determines the population of

hatched mosquitoes [42]. There is evidence in the literature that higher precipitation generally

should result in a higher dengue risk [48]. Temperature affects the reproduction rates of Ae.

aegypti, as well as the incubation period of the carried viruses. Higher temperatures shorten

the extrinsic incubation period, accelerate vector development and, consequently, increase adult

population and virus risk exposure for humans [49, 50]. Furthermore, vegetation canopy acts

as a shield to protect hatching water containers from sunlight, reducing evaporation, decreasing

sub-canopy wind speed and improving Ae. aegypti mosquito development [51]. Besides, higher

humidity is associated with high Dengue virus propagation by Ae. aegypti, with effects also

shown on the vector population [42, 52]. By obtaining features related to these environmental

conditions from EO data and collecting field data on the vector population dynamics, it is pos-

sible to model the temporal and spatial distribution of Ae. aegypti, and the consequent disease

risks exposure [42, 53, 54].

Major contributions focusing on modeling Ae. aegypti vector prevalence and/or the consequent

risks of Zika, Dengue or Chikungunya are mostly analyzed with respect to either their spatial

or temporal patterns. Spatial modeling is applied to map the geographical variability of the

diseases risks in terms of breeding site suitability and/or disease prevalence hotspots over a geo-

graphical area of interest. Temporal modeling focuses on capturing the relationship between the

vector/disease risk and the environmental risk factors across the difference climatic periods of

the year, and using the modelled relationship to predict possible future events (forecasting). In

both cases, the goal of the study determines the type of data that is used; local spatial modeling

prioritizes spatial resolution and information with high spatial variability, while temporal mod-

eling prioritizes temporal resolution and variability. A spatio-temporal model considers both

dimensions.

One typical spatial modeling focused study is presented in [55]. That study uses environmen-

tal, entomological and demographic factors to spatially map the possible niches that contain

breeding sites where Ae. aegypti lay their eggs. To represent the environmental content of the

study area (Targatal, Argentina), an unsupervised land cover classification procedure (using the
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k-means algorithm) was performed to identify seven land cover classes (bare soil, low vegeta-

tion (grass), high vegetation (trees), urban buildings, superficial water, shadows, pasture, and

crops) at 10 m spatial resolution from SPOT 5 multispectral satellite image products. A Maxi-

mum Entropy prediction technique [56] was then used to map the ecological niche distribution

by detecting non-random relationships between the georeferenced records of the presence of

the species and a set of buffer images derived from the initially obtained land cover classes to

characterize the environment under study. The resulting model showed that the environmen-

tal variables that best explain 75% of the distribution of Ae. aegypti breeding sites were: the

percentage of bare soil (44.9%), the percentage of urbanization (13.5%), and the water distri-

bution (11.6%). While the study provides a good baseline with regards to spatial modeling of

Ae. aegypti distribution using EO data, its results are expensive to reproduce because, as earlier

mentioned, SPOT satellite data are not freely accessible.

Another study published in [57] explores the spatial modeling of dengue incidence for the

same city of Targatal, Argentina. The study is based on the hypothesis that the spatial pat-

tern of dengue outbreak is a cooperative result of multiple factors including environmental,

demographic, entomological and epidemiological factors. As outlined by the study authors,

these hypothesized factors can also be grouped into micro-scale (e.g. mosquito breeding sites),

medium-scale (e.g. housing conditions) and macro-scale effects (e.g. vegetation, temperature,

rivers, etc.). For the study experiments, Landsat 5 TM data was used to obtain macro-scale habi-

tat environmental effects. The environmental descriptors which were extracted from the data

are: distance to main streets and roads, distances to river, distance to vegetation, tasselled cap

brightness, tasselled cap greenness, tasselled cap wetness, and Landsat 5 bands 1—-7. Tasselled

cap greenness, brightness and wetness are feature layers obtained by performing a Tasselled

cap transformation [58] on the the input multi-spectral image data. These layers provide proxy

information to soil brightness, vegetation and soil status (including humidity), respectively. The

baseline information classes which were used for the “distance to” environmental descriptors

(i.e. roads, rivers and vegetation classes) were derived by visual interpretation and maximum

likelihood classification. Visual inspection and threshold was then used to construct a decision

tree using a total of 487 suspected geo-referenced dengue cases. The resulting model was used

to obtain the spatial risk map of the disease spread. The obtained map provides a platform to

discuss some of the potentials and drawbacks of remote sensing data for epidemiological mod-

eling. In general, the authors concluded that the local spatial variation of dengue risks might

not be fully explainable by macro-scale effects which are obtainable from remote sensing data

layers. The authors also acknowledge the need for model explanability (or “interpretability”)

in such a way that the relationship between the dengue prevalence and each considered envi-

ronmental factor can be better understood and the most influential predictor variables can be

known. Another drawback of that is the manual modeling of the decision tree based prediction
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modeling, hence its lack of scalability. To mitigate this particular drawback, machine learning

techniques may be applied.

Another relevant study which is focused on 5 km resolution global mapping of environmen-

tal suitability Zika virus is presented in [42]. That study uses a boosted regression tree algo-

rithm [59] to establish a multivariate empirical relationship between probability of Zika virus

and environmental conditions in locations where confirmed cases of the disease has been re-

ported. Due to the global scale of the study, socio-economical information was considered

alongside other hypothesised environmental variables of effect. While gridded meteorological

data from WorldClim data [60] were sufficient to obtain temperature, humidity, and precipita-

tion records for the global scale modeling task, vegetation information was obtained from the

MODIS EVI (MODIS 13A3) [61] data product. Also, the MODIS collection 5 (C5) [62] land

cover product was used to augment the urban growth rates data provided by the United Na-

tions Population Division [63]. The resulting model of that study predicted high levels of risk in

many areas within the tropical and sub-tropical zones. Also, large portions of the Americas were

predicted to be suitable for transmission. The highest risk areas were predicted to be concen-

trated in Brazil, followed by Venezuela and Colombia. A major takeaway from this study from

a remote sensing standpoint is that in global scale studies which are at very coarse resolution,

though meteorological data can be informative, remote sensing data (in this case MODIS) still

find useful application.

For a global scale disease or vector niche spatial mapping, it might be difficult to quantify and

rank the influence of each considered environmental variable on the prediction output and rank

the most important variables, because their importance might change from one location to an-

other depending on medium-scale effects and local climate variability pattern. While predictions

at global scale help to map the variability of risk across different climate zones, they do not pro-

vide information for local authorities to perform further studies and understand which variables

affect more the results.

In general, to a large extent, apart from data constraints, the scale of the analysis (municipal,

national or global) and the domain expertise in terms of personnel leveraged by each study

determines the kinds of variables that are used in spatial models of Ae. aegypti and, thus, its

resultant disease distribution. This is why the explanation of the effect of the different variables

is important, since it can help to provide hints on which environmental variables are actually

relevant. While global or national spatial models may well depend on macro-scale effects [42],

local (municipality-level) spatial risk mapping requires information that varies at smaller scales,

i.e. that follows or is affected by micro-scale effects [55]. As a result, for local scale tasks there

is the need of new methods with higher quality inputs from new freely available sensor data with

fine spatial resolution, such as the European Sentinel constellation multispectral and radar data,

instead of the previously used proprietary and expensive SPOT data [55].
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Moreover, as mentioned above, solely spatial models tend to obscure seasonal information

which is essential to capture the temporal dimension of the disease or vector dynamics. Hence,

temporal models require more attention as well. A study that combines spatial and temporal

modeling (spatio-temporal) is presented in. [64]. The authors developed a national scale mod-

eling of dengue in Brazil from 2010 to 2017. NDVI, NDWI, and NBR spectral indices were

obtained from Landsat 5, 7, 8 and Sentinel-2 images covering Brazil weekly over the period

of 7 years. For each observation week, EO data pixel values and in-situ dengue incidence data

were aggregated up to the municipality level. This aggregation helps to deal with missing pixels

data due to cloud cover and other distortions. Distributed logarithmic non-linear models were

used to fit the relationships between the municipality level dengue incidence values and the

hypothesized explanatory covariates (NDVI, NDWI and NBR). The distributed lag non-linear

model [65] allows for model explanation in terms of how a particular environmental variable

contributes to the dengue prevalence as either a leading or lagging variable. The results of the

study show that if there is a high NDVI value, then there will be an uptick in dengue incidence

in 5 weeks, i.e NDVI has a 5-week lagging effect on dengue prevalence in Brazil. This kind of

lagging effect and variable power quantification is useful in temporal studies as it helps public

health players to better plan vector/disease control activities at urban and national levels.

Temporal prediction models of Ae. aegypti population or dengue risks use past and present

prevalence information to predict the future. To achieve this, they use environmental informa-

tion of temporal variability that affect the Ae. aegypti dynamics. State-of-the-art studies that

focus solely on temporal modeling of Ae. aegypti or the consequent disease distribution at local

scale (municipal/regional) use MODIS data products. This is because of the daily temporal res-

olution of the data product. In practice, since most temporal modeling studies are conducted on

weekly cycles and optical data are subjected to atmospheric distortions such as clouds, weekly

composite MODIS data products that combine multiple acquisitions to remove clouds and other

noise are usually sufficient. Advanced MODIS specifications ensure that the environmental

variables of interest (temperature, vegetation condition, humidity, etc) can be obtained at finer

spatial resolution than with AVHRR data, and made available freely as ready-made composite

products that are atmospherically corrected and georegistered. The major MODIS data products

and derivable layers which are are used in temporal studies of the Ae. aegypti are presented in

Table 1.2 [53, 54, 66, 67].

The prediction algorithms (either machine learning or statistical models), model selection, and

variable importance ranking (model explanation) methods form major parts of Ae. aegypti stud-

ies that propose methodologies for temporal modeling [53, 54, 66, 67]. To remove redundancy

among candidate covariates, drop irrelevant variables, and improve model quality, model se-

lection is often performed. We can find a framework with all these parts in [66]. That study

introduced the use of the MODIS product suite for temporal forecasting of Ae. aegypti ovipo-

sition activity. Specifically, temporal series of NDVI and diurnal (day and night) land surface



14

temperature (LST) were used to forecast Ae. aegypti oviposition using data from October 2005

to September 2007 (2 years) in San Ramón de la Nueva Oran city of Argentina. As the authors

of the study explained, NDVI was used because it provides proxy information to humidity and

precipitation, while LST gives an approximation of the environmental temperature. The specific

MODIS data products used for the study are MOD13Q1 NDVI and MOD11A2 LST products.

Details of these data products can be found in Table 1.2. Two linear models (LM) were fitted

using: (i) environmental variables with time lag up to 24 weeks, and (ii) environmental variables

without time lagged variables. The linear correlation coefficient was used for model selection,

to remove multicollinearity among input prediction variables, and to improve the quality of the

models. The best model of that study was obtained without including lagged effects. Also, the

resulting best model was tested using recent MODIS obtained environmental variables from July

2014 to January 2016. The results show that the model developed using data from 2005 to 2007

was able to predict a potential outbreak around January 2015. However, while pairwise linear

correlations are easy to compute for model selection purposes, it only considers linear relation-

ships among variables, and only in a pairwise mode, ignoring complementary and nonlinear

relationships among covariates. Also, linear regression which was applied as the prediction al-

gorithm in that study has the major advantage of being explicitly explainable with meaningful

coefficients that signal variable importance and direction of effect (positive or negative) on the

modelled oviposition activity. However, its assumption of linearity in the relationship between

Ae. aegypti oviposition activity and the surrounding environment is a strong bias that makes it

prone to underfitting.

Another study presented in [53] is based on the method presented based on the sole use of

MODIS data product in [66]. The study presents the temporal modeling of oviposition activity

of Ae. aegypti vector in Targatal city (Argentina) for four years (August 2011 to July 2015). The

response variable was obtained from data collected with 50 or 100 ovitraps, randomly placed

around the city during the observation period. In addition to NDVI and LST variables which

were estimated also from the MOD13Q1 and MOD11A2 MODIS products, other covariates

which were considered in the study are NDWI and precipitation. The NDWI variable lay-

ers were included as proxy to humidity. Local precipitation information was obtained from

Tropical Rain Measurement Mission (TRMM) data [68] and the Global Precipitation Mission

(GPM) [69]. TRMM is a joint mission of NASA and the Japan Aerospace Exploration Agency

which uses several instruments including radar, microwave imaging, and lightning sensors to

detect rainfall. Since TRMM only provided data until June 2015, GPM products were used to

ensure continuity of precipitation information availability. Each resulting environmental vari-

able feature was considered with up to three weeks of lag to represent asynchronous effects. LM

was used to fit the relationship between the vector oviposition activities and the chosen environ-

mental variables. Model selection was performed using manual forward analysis by testing the

effect of each variable and the significance of including it into the model. From the resulting
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LM equation, it was seen that low temperatures inhibit oviposition activity in the location of

study. NDWI, on the other hand, showed positive effect on Ae. aegypti oviposition activity. As

revealed by that study, beyond good prediction quality, the ability to explain a disease spread or

vector population model (i.e being able to rank the effects of each predictor variable) provides

valuable information for public health authorities. One drawback of this study is that the model

selection approach, being manual, does not scale well.

To address the bottleneck in prediction quality by LM, the authors of [54] compared different

machine learning models and statistical models for the task of temporal modeling of Ae. aegypti

oviposition. That study juxtaposed the results obtained with LM in [53] (as discussed above)

with nonlinear models (e.g., the generalised linear model - GLM), and machine learning tech-

niques (Support Vector Regression - SVR, multilayer perceptron - MLP, k-nearest neighbors -

KNN, and decision trees regression - DTR). Exactly the same data (MODIS and TRMM/GPM)

for the same study area (Targatal) as described in [53] was considered, including the use of

lagged variables up to 3 weeks. Since a manual forward selection would have been compu-

tationally burdensome in this case involving multiple complex models, the linear correlation

coefficient was used for model selection. The results show that nonlinear models perform better

than the linear regression for vector oviposition activity prediction, thus making a case against

LM which had dominated previous studies [53, 66]. Specifically, MLP, KNN and SVM improve

the resulting temporal models of vector oviposition activity. Unlike LM and GLM however,

MLP, KNN and SVM work as black box models and thus the contribution of each covariate

included in the prediction cannot be easily inferred.

Table 1.3 presents an overview (RS data products usage) for Ae. aegypti population modeling.

From this table and the summary presented in this section, it seems that the spatial or temporal

dimension and the geographical scale of the study area influence which input environmental

variables and RS data sources are best used as model covariates.

1.5 Challenges and objectives

From the overview of the previous sections, the following challenges emerge and have been

selected as the main scientific objectives of this thesis.

• Spatial mapping models largely include buffer layers (e.g. “distance to” layers) which

are obtained from landcover classification. In this sense, SPOT dataset provided the best

spatial resolution among the studies which has been reviewed. This dataset however are

not freely available for scientific investigation purposes. Also, none of the reviewed stud-

ies considered implementation of a fully optimised landcover classification — defining

more classes and using more robust classification techniques to ensure that the derived
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TABLE 1.3: Featured studies that apply RS data sources for spatial and/or temporal Ae. ae-
gypti and related disease risks modeling. Similar studies using the same sensor data have been

combined together in this table.

Study Sensor (data product) Environmental Feature Spatial Temporal
variable layer resolution resolution

[42] MODIS (MOD13Q1) Vegetation EVI 250 m 16 days
MODIS (MOD44W) Human presence Urban extent 250 m Annual

[54, 66, 67] MODIS (MOD13Q1) Vegetation NDVI 250 m 16 days
MODIS (MOD13Q1) Humidity NDWI 250 m 16 days
MODIS (MOD11A2) Temperature LST 1000 m 8 days
TRMM Precipitation Precipitation 0.1 deg Daily

[57, 70] Landsat TM 5 Soil moisture Distance to water 30 m 16 days
Vegetation Distance to vegetation
Soil moisture Tasseled cap brightness
Humidity Tasseled cap wetness
Vegetation Tasseled cap greenness
Vegetation NDVI
Land surface Bands 1—7

[55] SPOT 5 Land cover Classification map 10 m 5 days
Land surface Spectral feature
Temperature NBRT

[71] MODIS (MOD13Q1) Vegetation NDWI 250 m 16 days
MODIS (MOD13Q1) Humidity NDWI 250 m 16 days
DMSP-OLS Human presence Night-time light 1000 m Annual

[72] Landsat 7 ETM+ Humidity Tasseled cap brightness) 30 m 16 days
Vegetation Tasseled cap greenness
Humidity Tasseled cap wetness

layers are of high quality with respect to the ground truth. Ref. [55] used an unsupervised

technique (k-means) for land cover classification, while [57] used a maximum likelihood

approach. From a remote sensing standpoint, more novel approaches can be used to im-

prove the quality of the models. Sentinel-2 fits the bill for such case since it brings a

10 m spatial resolution and a global coverage, enabling the possibility to obtain in wide

geographical areas the same level of details provided by the use of SPOT data in local

scale risk mapping projects. Additionally, Sentinel-2 data provides even better spectral

and temporal resolutions which can be used to recognize more land covers, and achieve,

for instance, a more accurate map of urban vegetation. This thesis makes a contribution

in this direction.

• With regards to temporal modeling, the reviewed literature shows that there is a trade-off

between model quality and explainability. Explanability in this domain is important be-

cause public health management agencies may want to use such models to improve their

understanding of local disease spread dynamics. Linear models and generalized linear

models introduce intuitive equations with which the effects of the environment variables

can be explicitly ranked and explained. However, these models do not provide the best

quality of prediction. On the contrary, non-linear machine learning methods such as neu-

ral (deep) networks and Support Vector Machines provide better risk prediction quality,
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but work as black boxes that cannot be easily explained [54]. As a result, there is the need

to develop Ae. aegypti vector dynamics prediction frameworks – based on machine learn-

ing or statistical models — that offer a combination of high prediction quality and good

explainability. Also, to improve the use of the linear correlation coefficient or the manual

forward selection which have been used so far for model selection in state-of-the-art stud-

ies, any new proposed method should be able to handle model selection in an automatic

(or quasi-automatic) way, and also to consider nonlinear relationships among covariate

features. To both these points this thesis is meant to provide a significant contribution.

• In the reviewed state-of-the-art studies in Ae. aegypti modeling, we have mentioned spa-

tial mapping at municipality and global scale using macro-scale effects, temporal mod-

eling at municipality level, and spatio-temporal modeling at national scale. In the hy-

pothetical case of local authorities needing to optimise vector control activities within

at sub-municipal (i.e., block) level, current approaches in literature only provide spatial

models. Consequently, there is the need for sub-municipality-level spatio-temporal mod-

els that capture the variability of vector population or disease risks across neighbourhoods

and different micro-climatic zones. This is also a point that is going to be addressed in

one of the chapters of this thesis.

• Finally, on the issue of temporal modeling Ae. aegypti population and the consequent dis-

ease risk based on environmental variables estimated from remote sensing data, there are

other areas with possibilities for incremental improvements. One of them is the modeling

technique used. As a first attempt in this direction, in this thesis a deep learning approach

will be introduced.

1.6 Specific contributions

Towards addressing the problems and objectives already stated, this dissertation makes the fol-

lowing specific contributions:

• A high resolution urban vegetation mapping procedure with Sentinel-2 data. This is tar-

geted towards providing a methodology to derive qualitative inputs for spatial vector and

diseases modeling.

• An accurate and explainable machine learning approach for EO-based temporal popula-

tion modeling of Ae aegypti population at municipality level. This particular contribution

features a Random forest (RF) regression along with its built-in quantitative measure of

the variable importance (MDI) which was used to extract and rank the most informative
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environmental features which impact the mosquito population. Operationally, such rank-

ing information can help investigators to understand major risk driving mechanisms in

different locations and seasons.

• A robust statistical regression approach for Ae aegypti vector population modeling using

EO data. This thesis has proposed a Weighted Poisson GLM approach, which is able

to achieve machine learning (ML) quality results, while also providing the capability to

explicitly interpret the causality in the model. The contribution here is that principal in-

vestigators, using this method, can have both a qualitative model and an intuitive equation

with which they can explain the environmental effects without the need of a relations

curves which are less easy to interpret.

• A spatio-temporal forecast epidemiological modeling methodology based on Recurrent

Neural Network (RNN). This contribution focuses on sub-municipality-level vector pop-

ulation forecasting so as to capture different behaviours of the vector distribution across

different neighborhoods.

1.7 Dissertation organisation

As already briefly motivated above, multispectral EO data which are becoming increasingly

freely available provide the possibility to model the prevalence of epidemiological spread and

vector development in space and time. However, the resulting models need to be explainable

as much as possible in order to serve as empirical guide for vector control actions. This the-

sis explores both spatial and temporal epidemiological modeling from the standpoints of EO

data input quality, modelling techniques, and empirical explainability of the resulting models.

Accordingly, the contributions are organised into six chapters.

This chapter has introduced the objectives of the thesis, as well as provided a short review

of previous works that has been performed with regards to using multispectral EO data for

epidemiological modeling and monitoring purposes.

Chapter 2 targets the possibility to improve the quality of inputs for urban level spatial modeling

of Ae. aegypti population and its causal disease prevalence in urban areas around the world.

Accordingly, the chapter presents a novel method for mapping different vegetation types in

urban areas at 10 m spatial resolution using Sentinel-2 data.

Chapter 3 introduces a framework for modeling the temporal distribution of Ae. aegypti at

municipality level in an urban area. This framework combines EO-based environmental features

extracted from NDVI, NDWI, LST, and precipitation measurements as inputs to a random forest

ML algorithm. RF’s embedded nonlinear features importance ranking, based on mean decrease
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impurity (MDI), is applied to rank the environmental variables and select the most informative

environmental features, thus providing explainability. This explanability is explored in practice

through relations curves which are introduced in the chapter.

To reduce the computational burden and the domain expertise required to explain EO-based Ae.

aegypti temporal models by the use of MDI , Chapter 4 introduces a weighted GLM technique

for the same temporal modeling task as in Chapter 3. Indeed, GLMs provide model equations

which are intuitive to understand and provide hints on the effects of each variable. The weights

of the GLM serve here to improve the model quality towards something comparable to the RF

model, while retaining the model nas usefulness for application to disease control actions in

urban areas.

Chapter 5 introduces a time series Ae. aegypti population forecast (one-week-ahead) which

is spatially disaggregated at the neighborhood level. This proposed technique leverages the

prediction quality of Recurrent Neural Networks (RNNs) which take as inputs MODIS and GPM

datasets to represent the spatio-temporal vegetation, humidity, temperature and precipitation

conditions.

Finally, Chapter 6 provides a comprehensive review of the contributions of the previous chap-

ters and concludes the thesis by summarizing its achievements and highlighting possible future

research paths.



Chapter 2

Mapping urban vegetation with
Sentinel-2 data

2.1 Introduction1

Urban green spaces impact the urban ecosystem from the standpoints of health and quality of

life. Vegetation may vary in height, sizes, canopy, and species, with each of these variations

resulting in a different environmental impact. Major parts of urban areas where vegetations

are often found include parks, Government reserved areas, river banks, domestic gardens, and

street trees. Their impacts include pollution removal, noise attenuation, wind storm control,

temperature reduction, ground water replenishment, recreation for citizens, and epidemiological

effects. It is therefore important to study the quality and presence of vegetation in urban areas.

Urban vegetation maps are needed in various applications and studies to improve the lives of

urban dwellers [73].

With regards to landscape epidemiology, as introduced in Chapter 1, vegetation types and struc-

tures affect the development and consequent density of Ae. aegypti mosquito species. As a

result, studies on the geographical variability of this mosquito vector population in terms of

breeding site suitability and/or disease prevalence hot spots use vegetation maps to obtain vital

covariate input layers. As stated, previous studies in this domain have used either Landsat or

SPOT data. While Landsat does not provide enough spatial and temporal resolution for high-

quality urban vegetation mapping, SPOT data are not available for free.

Sub-pixel vegetation classification approaches have been developed to address the issue of insuf-

ficient spatial resolution in Landsat data. The authors of Ref. [74] explored different approaches

1This chapter has been published as a standalone paper as O. Mudele, P. Gamba “Mapping vegetation in urban
areas using Sentinel-2”, in the Proc. of the 2019 Joint Urban Remote Sensing Event (JURSE2019), Vannes (France),
2019, unformatted CD-ROM, doi: 10.1109/JURSE.2019.8809019.

20
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to extract information on urban vegetation abundance using single time point Landsat ETM+

data. In general, medium resolution RS data may produce low mapping accuracy values in ur-

ban areas if subjected to pixel-level classification methodologies. In highly heterogeneous urban

surfaces, the medium resolution data like Landsat ETM+ produce mixed pixels which are com-

prised of multiple land cover types. As a result, the authors of that study considered the use

of sub-pixel level methods. Such methods apply spectral unmixing techniques [75] to address

the problem of mixed pixels. In [74], three spectral unmixing approaches: linear regression

analysis, linear spectral unmixing and multi-layer perceptrons, were compared to delineate veg-

etations from Landsat ETM+ data in the European city of Brussels. The results show that the

approaches considered work better when the predictions are spatially aggregated to neighbour-

hood levels. While unmixing approaches do provide means to work with medium resolution

data for urban areas vegetation analysis, the weakness of this class of methods is that the unmix-

ing algorithms make assumptions about how the different land cover classes mix into pixels. For

example, linear spectral unmixing, which is the most commonly used approach, assumes that

the spectral signature of a mixed pixel is the weighted linear combination of all its component

land cover classes (endmembers). Also, other authors found that vegetation estimates derived

from spectral mixture modelling appear less sensitive to background soil reflectance [76].

To avoid the bottleneck of spectral unmixing approaches, other studies have considered the use

of very high resolution (sub-meter) multispectral data for urban vegetation mapping. Some of

these studies also integrate vegetation phenology by considering multi-temporal combinations of

such RS data. In the study presented in [77], multi-temporal WorldView-2 images were applied

for the purpose of mapping vegetation functional types in urban areas. WorldView-2 data has

eight multispectral bands with a spatial resolution of 1.84 m. Obviously, at this resolution, it is

possible to delineate heterogeneous properties in urban surfaces. Moreover, pixel and sub-pixel-

based classification methods can produce spurious pixels (classification noise) when applied to

high resolution imagery like WorldView-2. As a result, an object-based classification approach

which considers spatial neighbourhoods was applied in that study. The results showed that

by considering vegetation phenology through the incorporation of overlapping multi-temporal

scenes, the classification overall accuracy improved from 82.3% (without phenology) to 91.1%.

The bottleneck with reproducing these results however is that WorldView-2 imagery are not

available for free.

To counter the need for unmixing-based approaches as presented in [74] on freely available

Landsat imagery and the need to acquire commercial WorldView-2 images for the task of ur-

ban vegetation mapping, this study presents a procedure to extract urban vegetation types from

Sentinel-2 (S-2) multispectral data by combining multispectral and multi-temporal information.

The presented method is based on the use of multi-temporal (seasonally aggregated) Normalized

Difference Spectral Vector (NDSV) features to improve vegetation classes separability. For this
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purpose, a robust classifier - Random Forest (RF) - was applied and compared with Classifica-

tion and Regression Trees (CART) and Support Vector Machines (SVM).

Quantitatively, the study results show that RF performs 6% better than SVM which is the sec-

ond best performing classifier, and seasonal aggregation quantitatively reduces the confusion

between the vegetation classes of interest. In addition, qualitative analyses of the resulting veg-

etation maps show that the NDSV feature provides better separability of vegetation classes.

From a vector population modeling point of view, the method proposed in this chapter can be

applied to generate vegetation maps which can be used as input to achieve modeling objectives,

and possibly to explain spatial variations in vector population concentration based on types and

diversity of vegetation in urban areas.

Section 2.2 presents an introduction to S-2 data. The methodology is presented in Section 2.3.

The experimental procedure and results are then presented in Sections 2.4.2 and 2.4.3.

2.2 Sentinel-2 data

The Sentinel program was designed and initiated to meet specific needs of the European Space

Agency’s (ESA) Copernicus program. The goal of this program is to replace older EO missions

and ensure continuity of data availability while also enhancing the quality of available data.

Among the five missions contained in the Sentinel program, Sentinel-1 (C-band radar instru-

ment) and S-2 optical imaging provide land surface information and can be used for vegetation

monitoring purposes. Unlike the Landsat program which is composed only of multi-spectral

optical imaging instruments, the Sentinel program leverages both multi-spectral optical imaging

and radar instrument to provide information on land, ocean and the atmosphere. This ensures

that the program can deliver the advantages across both technologies, optical and radar.

Sentinel-2 (S-2) is a high-resolution multi-spectral imaging mission with two satellites flying in

the same orbit but with a phase difference of 180° to provide a high temporal resolution of about

5 days. Each satellite carry an optical instrument payload that samples 13 spectral bands: four

at 10 m, six at 20 m, and three bands at 60 m. The S-2 satellite weighs approximately 1.2 tonnes

and has lifespan of about 7 years [78]. A poster of Sentinel-2 satellite is presented in Figure 2.1

while Table 2.1 presents a summary of the bands present in Sentinel-2 image.

2.3 Methodology

To mitigate errors in the data due to atmosphere and sensor acquisition parameters, there is

the need for data calibration, co-registration of overlapping scenes, and cloud cover filtering to
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FIGURE 2.1: Sentinel-2 satellite poster (From [79])

TABLE 2.1: Spectral bands description of Sentinel 2 image

Spectral bands Wavelength (µm) Resolution (m)

Band 1 – Aerosols 0.443 60
Band 2 – Blue 0.490 10
Band 3 – Green 0.580 10
Band 4 – Red 0.665 10
Band 5 – Red Edge 1 0.705 20
Band 6 – Red Edge 2 0.740 20
Band 7 – Red Edge 3 0.783 20
Band 8 – Near Infrared (NIR) 0.842 10
Band 8A – Red Edge 4 0.865 20
Band 9 – Water vapor 0.940 60
Band 10 – Cirrus 2 1.375 60
Band 11 – Short Wave Infrared (SWIR) 1 1.610 20
Band 12 – Short Wave Infrared (SWIR) 2 2.190 20

select images suitable for the procedure. These steps were already implemented in the cloud

computing platform used in this work (Google Earth Engine [80]). To mitigate other forms of

error due to residual cloud covers and other errors in single acquisitions, multi-temporal over-

lapping scene combination (in case of using multiple overlapping data) and/or selection (in case

of using single image input) was performed. For scene combination, the greenest pixel com-

positing method was applied [6]. The output of this method is a mosaic layer constituting pixels
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FIGURE 2.2: Proposed methodology for vegetation mapping with Sentinel-2 data. The frame-
work is divided into two main blocks: urban extent extraction (explained in Section 2.3.3); and

vegetation mapping (explained in Section 2.3.4)
.

with the highest NDVI value among all images in the considered multi-temporal stack. The

resulting greenest pixel layer is useful to discriminate between artificial surfaces and vegetation

types, thus making it effective for the specific goals of this study.

To map vegetation types within an urban area, it is important to define the urban boundary. The

procedure implemented for this work includes an initial semi-automatic urban area extraction in

the area of interest. Then, a buffer zone around the extracted urban extent is obtained and used

as geographical bound for the urban vegetation mapping procedure. A full description of the

processing chain is shown in Figure 2.2. The urban extent delineation procedure is described in

Section 2.3.3 and the subsequent vegetation mapping using the obtained urban areas bound is

described in Section 2.3.4. Both sub-methods (urban extent extraction and vegetation mapping)

are based on the normalized difference spectral vector (NDSV) feature space. Hence, the NDSV

feature is introduced in Section 2.3.1.

2.3.1 Normalized Difference Spectral Vector (NDSV)

NDSV was introduced in [81] as a feature space for effectively mapping urban areas from

satellite images by leveraging all information contained in the bands of the multi-spectral data,

thereby reducing errors and ambiguities occurring as a result of differences in acquisition mode,

space, time, etc.
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As already introduced in Chapter 1, there are a wide range of indices in the remote sensing

literature which have been developed for different land cover discrimination purpose. Some of

such indices (NDVI and NDWI) have been introduced in Table 1.1. Generally, a normalised

difference index is defines as presented in Equation 2.1.

f(Bi, Bj) =
Bi −Bj
Bi +Bj

, (2.1)

where Bi and Bj are two generic bands. Differently from a single normalized difference index

where a single value is computed for every pixel, NDSV creates a vector of values on every

pixel. By applying the NDSV transform to satellite images, we produce data that are inherently

normalized and globally consistent. Also, the correlation across all individual indices that make-

up the vector will provide all the dimensions needed to analyze the individual contribution of

different features in urban areas (e.g. Low density human settlements mixed with green plants,

asphalt surfaces that are not built-up, etc.). The vector space also gives us more reinforcement

points in class probability estimation, compensating for the drawbacks of every single index

with the other ones.

The NDSV for an n-band multi-spectral image can be computed for each pixel as shown in

Equation 2.2:

NDSV =



f(B1, B2)

f(B1, B3)

f(B1, B4)
...

f(B2, B4)

f(B2, B6)
...

f(Bn−1, Bn)


, (2.2)

2.3.2 Brief introduction of machine learning algorithms used

The machine learning methods used in [82] and [6] for NDSV-based urban mapping have been

chosen for this study. They are:
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• Classification and regression trees (CART): a decision tree obtained via recursive par-

titioning of the data space and fitting a simple prediction model within each obtained

partition [83].

• Support vector machines (SVM): a learning technique that classifies all the data points by

defining a hyper-plane to separate all classes. Hyper-plane selection is done by maximiz-

ing distances between nearest data points in each classes and hyper-plane. This distance

is referred to as ”Margin”. Compared to decision trees based methods (Random forest

and CART), it is more computationally intensive and takes more processing time [84].

• Random Forest (RF): an ensemble decision tree learning and classification model. Ensem-

ble learning is a divide-and-conquer approach to improve classification performance. In

this sense, RF combines decision trees to produce a more robust classification result [85].

RF has an advantage over CART in that it combines multiple versions of CART-like de-

cision trees to create a more robust model. Also, it shows robustness with respect to the

quality of training samples, as well as against sample imbalance and overfitting [86, 87].

In [82], SVM and CART have been applied to produce high quality urban maps based on NDSV

input obtained from Landsat 5 and 7 data. SVM, CART and RF classifiers also showed quality

results in the study presented in [6] which validates NDSV-based urban mapping across three

different locations: Brazil; South East China; and Indonesia.

The robustness of RF in sample imbalance scenarios is of particular interest for this study since

the training samples which have been collected are unbalanced across classes. As a result,

RF was selected as the main classifier for this work. To justify this choice, its results were

benchmarked against that of CART and SVM.

2.3.3 Urban extent extraction

A semi-supervised urban extent extraction procedure proposed in [6] which is based on the nor-

malized difference spectral vector was used in this work. Our implementation of this procedure

takes a single Sentinel-2 data as input (annual greenest pixel composite), applies the NDSV

transformation and selects training points automatically from the urban class of the GlobCover

product [88]; a coarser (300m spatial resolution) global land cover map. A simple CART classi-

fier is trained using the automatically selected training points. The output map is then spatially

regularized using a morphological filter to remove pixel-level classification noise. Specifically,

here, a “close” operator with square kernel of 1 km width is applied.

Since the study interest is the boundary of the urban area plus its fringes, a buffer around the

resulting map is obtained using a dilate morphological operation. The boundary of this buffer
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is vectorized to produce the final urban area plus fringes boundary. An example for the city of

Cordoba (Argentina) is shown in Figure 2.3.

FIGURE 2.3: Semi-automatic urban mapping and buffer mask extraction procedure. Steps are
as follow: 1- extraction of urban extents; 2- buffer application using a morphological dilation;

3- sub-area extraction; 4- final result.

2.3.4 Vegetation mapping

Vegetation mapping is performed inside the urban and peri-urban areas within the bound geome-

try obtained for the urban extent extraction stage. This task is performed by means of supervised

classification. As with every supervised procedure, the final map quality depends on the selec-

tion of the representative samples used to train the classifier. These points have been mostly

collected by field visit, but augmented by looking at high-resolution aerial images. Constraints

considered in selecting the classification legend include spatial scale of data, season of the year

when points are collected and, more importantly, the goals of the work. Based on these con-

straints, the following classes were defined: Trees, Bushes, Grass, Water, Artificial surfaces, and

Bare soil.

To obtain a single image for classification input, scene combination was performed annually,

seasonally and bi-monthly. There are two major motivations for considering seasonal/bi-monthly

aggregation. First, vegetation behave dynamically across different times of the year. Seasonal
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and bi-monthly aggregation incorporate these phenological behaviours/changes across all sea-

sons in the spectral description of the vegetation. Second, annual greenest pixels could still

contain cloudy pixels. However, it is most unlikely for the same pixel to be cloudy across all

seasons of the year.

In the seasonal and bi-monthly cases, the output seasonal greenest pixel mosaics are stacked to

produce a single aggregated dataset. Then, to remove the errors due to differences in the ac-

quisitions across the different images in the input collection, the composited data is converted

to the above mentioned NDSV feature. In the cases of seasonal and bimonthly aggregation,

the NDSV is computed for each of the output (seasonal or bi-monthly) composite before ag-

gregation. Results obtained with NDSV input are benchmarked against using only the original

spectral features.

2.4 Data, Experimental procedure, and Results

2.4.1 Study area and data

The proposed methodology was tested with data covering the city of Cordoba, Argentina, lo-

cated at 31°24’30” S, 64°11’02” W. Cordoba covers an area of 576 km2 with a population of

nearly 1.5 million [89].

S-2 dataset within one-year (Sept. 2017 to Aug. 2018) were considered. After selecting images

with less than 10% cloud cover, 51 images were retained and combined. 10 of the 13 bands

in S-2 images, i.e. those giving information about land covers were selected for this work,

discarding specifically the Aerosol, Cirrus and Water vapor bands. This resulted in a 10 spectral

band single input image for the annual greenest pixel composite —- 40 bands and 60 bands in

the seasonal and bi-monthly aggregates respectively. For the NDSV feature, a 45-band feature

was obtained from the annual greenest, 180 bands for seasonal aggregate and 270 bands for

bi-monthly aggregate.

Field visits were made to select points representative of the Trees, Bushes, Grass, Water and

Bare soil classes. Points for the artificial surfaces class were selected instead by visual inspec-

tion of Google Earth™ images. A total of 1,428 points covering all classes were collected. A

major limitation of the points collected is their geographical distribution (see Figure 2.4). This

occurred due to constraints including inaccessibility of many areas. Thus, the training of the

classifier and validation of the resulting model was only done on points taken within the areas

that could be accessed.

It is important to stress the class imbalance in terms of ground truth sample points collected

among the considered vegetation classes. This occurred as a result of more availability of certain
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FIGURE 2.4: Landsat view of the city of Cordoba with the selected training and validation
points overlaid.

classes in the accessible areas during points collection. Figure 2.5 shows a bar plot of the number

of points collected for each vegetation class of interest. It can be seen from this figure that there

are more than double Trees points selected than Bushes points.

FIGURE 2.5: Number of ground truth sample points selected for each considered vegetation
class.

2.4.2 Experimental procedure

All obtained maps were evaluated with respect to their overall accuracy (O.A.), Kappa coeffi-

cient, Producer accuracy and User accuracy [90]. 80% of the field collected data points per class

were used as training set, while the rest were used as test set. 20-fold cross-validation was used

to ensure unbiased accuracy values.
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For RF and SVM, grid search experiments were performed to find the optimal model parameters.

In the case of SVM, the searched parameters are the “decision procedure” and “type of kernel

function”. Specifically, the “decision procedure” is searched among “voting” and “margin”

options. Then, using the best “decision procedure”, the search for the optimal “type of kernel

function” was performed. In the case of RF, the “Number of trees” parameter was searched. All

these initial experiments were conducted with seasonally aggregated spectral feature input, and

the best model obtained at this stage was chosen for further experiments.

To make the case for the need for seasonal aggregation, in light of its increased computational

complexity through increasing dimensionality, an experiment was conducted to compare season-

ally aggregated and yearly composited spectral feature inputs. Also, a model with bi-monthly

aggregated spectral feature input was also tested to see validate that seasonal phenological in-

formation is sufficient for the task at hand.

Finally, to make a case for the NDSV feature space, models with seasonally aggregated spectral

feature and NDSV feature inputs were compared. All results are presented in Section 2.4.3.

2.4.3 Results

2.4.3.1 Quantitative results

Figure 2.6 shows the overall accuracy as a function of the “type of kernel functions” and “deci-

sion procedure” in SVM. This figure reveals that the desired classes are better separable by the

combination of “margin” decision procedure with polynomial kernel functions. Specifically, the

5th order polynomial function produces the best result among all tests conducted. These optimal

parameters are used in all further experiments conducted with SVM.

Figure 2.7 presents the O.A of the obtained maps results as a function of the “Number of trees”

in RF. This plot that better performance is gained until a peak is reached at 100 trees. Beyond

that, the model quality degrades. Hence, all further RF in this study are fitted with 100 trees.

Table 2.2 compares the results obtained with the optimal versions of all tested classifiers fitted

using seasonally aggregated spectral feature S-2 data input. This table shows that RF provides

the best result with regards to both O.A and Kappa. Specifically, RF performs 6% better than

SVM which produces the second best performance. This better performance by RF can be

attributed to a much improved User accuracy for the Bushes class with respect to other classes.

As can be seen from Figure 2.5, the Bushes class has less ground truth examples selected.

Hence, RF, here, as shown to be robust with respect to handling sample imbalance better than

SVM and CART. SVM provides the worse performance for the Bushes class in both Producer

and User accuracy. The performance of CART as the least performing model in general shows
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FIGURE 2.6: Classification O.A results using different voting decision procedures (voting or
margin) and kernel functions (linear, sigmoid, radial basis function (RBF) and polynomial) in
the fitted SVM classifier. Comparison of different decision procedures was done using the lin-
ear kernel function. All other kernel function results shown are obtained with margin decision

procedure. (”Poly #” = Polynomial function of order #).
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FIGURE 2.7: Plot of overall accuracy of classification as a function of number of Random
Forest trees.

the advantage of combining multiple trees as obtainable with RF which has produced the best

performance. All further experiments are conducted using RF classifier (100 trees).

Table 2.3 compares results obtained with aggregated (seasonal and bi-monthly) and annual com-

posite spectral feature inputs. This table shows that phenological information obtained by ag-

gregations along the time dimension generally improve the accuracy of the classification map.

This is specifically seen in the lower confusion between Bushes and Grass. Since it is difficult

to find pure bush pixels at 10 m spatial resolution, the phenological information improve the

separability between the classes. Bi-monthly aggregation, however, do not provide additional
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TABLE 2.2: Classification results with seasonally aggregated spectral feature input.

Classifier Classes⇒ Trees Bushes Grass Water Artificial Bare
surfaces soil

R
F

Prod 0.841 0.577 0.756 0.814 0.983 0.453
User 0.746 0.878 0.759 0.862 0.935 0.821

O.A 0.861± 0.020
Kappa 0.800± 0.026

SV
M

Prod 0.781 0.360 0.641 0.880 0.956 0.407
User 0.671 0.534 0.734 0.708 0.957 0.606

O.A 0.812± 0.020
Kappa 0.730± 0.027

C
A

R
T

Prod 0.639 0.652 0.596 0.745 0.933 0.395
User 0.665 0.564 0.618 0.720 0.946 0.348

O.A 0.778± 0.016
Kappa 0.685± 0.023

improvement with respect to seasonal to justify the resulting increase in dimensionality.

Table 2.4 compares quantitative results obtained with the seasonally aggregated NSDV and

Spectral features inputs to RF classifier. From this table, there are no statistically significant

differences between results obtained using either of the two input features. However, there are

qualitative differences in the maps produced by both inputs. These differences are explored in

Section 2.4.3.2.

TABLE 2.3: Comparing results with seasonally aggregated, bi-monthly aggregated, and annual
composite spectral feature inputs to RF classifier (Number of trees = 100)

Classifier Classes⇒ Trees Bushes Grass Water Artificial Bare
surfaces soil

Seasonally Prod 0.841 0.577 0.756 0.814 0.983 0.453
aggregated User 0.746 0.878 0.759 0.862 0.935 0.821

O.A 0.861± 0.020
Kappa 0.800± 0.026

Bi-monthly Prod 0.839 0.602 0.744 0.810 0.987 0.335
aggregated User 0.764 0.864 0.785 0.815 0.928 0.913

O.A 0.862± 0.020
Kappa 0.800± 0.026

Annual Prod 0.781 0.523 0.727 0.734 0.973 0.193
composite User 0.690 0.805 0.681 0.783 0.931 0.708

O.A 0.826± 0.019
Kappa 0.746± 0.026
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TABLE 2.4: Comparing results with seasonally aggregated and annual composited NDSV fea-
ture inputs to RF classifier (Number of trees = 100)

Classifier Classes⇒ Trees Bushes Grass Water Artificial Bare
surfaces soil

Spectral Prod 0.841 0.577 0.756 0.814 0.983 0.453
feature User 0.746 0.878 0.759 0.862 0.935 0.821

O.A 0.861 ± 0.020
Kappa 0.800 ± 0.026

NDSV Prod 0.849 0.535 0.771 0.806 0.979 0.240
feature User 0.732 0.870 0.755 0.856 0.929 0.779

O.A 0.853 ± 0.019
Kappa 0.786 ± 0.018

The quantitative results discussion which has been presented in this section focused on the gen-

eral results, as well as the specific results for the vegetation classes. However, it is important

to mention that the generally low accuracy of Bare soil class in all the experiments is due to

small amounts of ground truth samples which have been selected. Similarly, there were more

Artificial surfaces class samples since the samples were selected by visual inspection of Google

Earth™. This is responsible for the high accuracy in the Artificial surfaces class.

2.4.3.2 Qualitative results

To expand on all quantitative results presented in Section 2.4.3.1, the corresponding maps ob-

tained from each feature input considered (excluding bi-monthly aggregated feature) are pre-

sented in Figure 2.8. As shown in this figure, there are discrepancies between all the maps

presented, but there is the need to zoom into specific areas in other to clearly observe the dis-

crepancies and assess the quality of each map. As will be shown in further expositions in this

section, the difference between the presented map are more prominent in the the peri-urban

edges of the city. Some of these discrepancies are not captured by the quantitative results due to

limitation in the geographical distribution of the ground truth data.

To further analyse the qualities of the resulting map, Figure 2.9 presents a comparison of the

Trees class maps obtained with Spectral and NDSV (both seasonally aggregated) inputs. In

this figure, the three zones of major disagreements among these maps are highlighted with red

bounding boxes.

Figure 2.10 presents a ground truth visualization of three zones highlighted in Figure 2.9. This

visualization offers the possibility for qualitative assessments of the maps. It shows that even

though both Spectral and NDSV seasonally aggregated inputs produce similar quantitative re-

sults as shown in Table 2.4, NDSV input actually produces better results, especially with respect
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(a) Seasonal aggregate - Spectral (b) Seasonal aggregate - NDSV

(c) Yearly composite - Spectral (d) Yearly composite - NDSV

(e) Maps legend

FIGURE 2.8: Classification maps. Figure 2.9 highlights major disagreement areas in the Trees
class for maps obtained with seasonally aggregated NDSV feature inputs.

to mapping the vegetation classes. Specifically, we can see that the Spectral input leads to more

confusion of Trees and Grass classes than the NDSV input.

2.5 Chapter conclusions

The study presented in this chapter proposes a methodology for mapping urban vegetation from

Sentinel-2 data, exploiting their high temporal resolution to create seasonally aggregated inputs.

Also, NDSV features were compared with spectral features, and the RF classifier with SVM

and CART classification models. It was found that seasonally aggregated inputs show better

performance than annual aggregates for the task at hand, while NDSV improves the separation

between Trees and Grass. In particular, in cases where spatial and spectral resolutions are in-

sufficient to differentiate among classes, phenological information helped to improve classes

separability.
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(a) Trees map - Spectral input (b) Trees - NDSV input

FIGURE 2.9: Trees classification maps obtained with seasonally aggregated Spectral and
NDSV feature inputs. The highlighted zones are areas with significant qualitative disagree-
ments among the maps. These zones are overlaid on aerial images showing ground truth classes

in Figure 2.10

A major limitation of the study is in the geographical distribution of the training and validation

point samples. In line with this, future studies can consider developing an automatic way to aug-

ment field collected ground truth data. Also, more vegetation classes could have been defined.

Further studies could be conducted to mitigate these limitations.
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(a) Aerial view - Zone 1 (b) NDSV input - Zone 1 (c) Spectral input - Zone 1

(d) Aerial view - Zone 2 (e) NDSV input - Zone 2 (f) Spectral input - Zone 2

(g) Aerial view - Zone 3 (h) NDSV input - Zone 3 (i) Spectral input - Zone 3

FIGURE 2.10: Trees class maps from selected zones in Figure 2.9. By comparing the class
maps with ground truth through the aerial images in the background, it is seen that the Spectral

input, unlike NDSV, creates more confusion among Trees and Grass classes.



Chapter 3

Modeling the temporal population
distribution of Ae. aegypti mosquitoes
using big Earth observation data

3.1 Introduction 1

As mentioned in Section 1.4, one major area currently experiencing rapid innovation due to EO

data is landscape epidemiology [91]. In this field, environmental variables that are proxies to

favorable conditions for the spread of disease causing vectors are extracted from EO data and

used to model the distribution of these vectors [25].

Widespread and clinically important viruses including Zika, Chikungunya, Dengue and Yellow

fever are transmitted mainly by the female Ae. aegypti mosquito species [89, 92]. The Ae.

aegypti species is known to be adaptable to urban environments due to its inclination to being

bred in artificial containers [42, 53, 54]. Spread of the causal diseases by this vector is known

to correlate with the local adult vector population [93]. Environmental conditions including

precipitation, vegetation conditions, temperature, and humidity have been shown in previous

works to significantly influence Ae. aegypti mosquito development [42, 54, 94]. After obtaining

these environmental variables from EO data, statistical and machine learning (ML) models of

disease outbreak can be used for vector population prediction [95].

In spite of the works in this study domain, there are still some gaps. With regards to temporal

modelling of diseases/vector prevalence, one of the major gaps is in the selection of the most

informative environmental features subset to obtain the model with best fit and least redundancy.
1This chapter has been published as a standalone paper as O. Mudele, F. Bayer, L. Zanandrez, A. Eiras, P.

Gamba, “Modeling the Temporal Population Distribution of Ae. aegypti Mosquito using Big Earth Observation
Data,” IEEE Access, doi: 10.1109/ACCESS.2020.2966080, vol. 8, no. 1, pp. 14182-14194, Jan. 2020.
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To address the tradeoff between quality and explanability, this chapter presents a methodology

to model the temporal population distribution of female Ae. aegypti mosquito based on time

series environmental variables obtained from freely accessible EO data products and field col-

lected mosquito population data. To achieve this aim, a random forest (RF) [96, 97] model is

considered due to: (i) its robustness against unbalanced data with good performance in complex

problems and (ii) its embedded mean decrease impurity (MDI) variable importance measure.

MDI is used to rank and extract the most relevant environmental feature subset for modeling the

vector population. It considers also nonlinear associations between candidate features and pro-

vides an avenue to explain the resulting model. For benchmark purposes, RF is compared with

other ML models already used in similar works namely: k-Nearest Neighbors (KNN), Support

Vector Regression (SVR), Decision Tree Regression (DTR), and Multi Layer Perceptron (MLP),

and statistical regression models such as GLM [98] and linear regression model (LM). Finally,

considering the best model, fitted with the most informative features as ranked by MDI, the

effects of the selected features on the vector population are explained.

3.2 Study Area and EO Data Variables

In this study, the average population counts of female Ae. aegypti mosquitoes is modeled as

a function of selected RS environmental variables. The methodology of this study is applied

to data for the municipality of Vila Velha, located between latitudes 20°19′ and 20°32′ South,

and longitudes 40°16′ and 40°28′ West, on the coast of the Espı́rito Santo State of Brazil. This

municipality covers a total area of 209.965 km2, with an estimated population of 486, 208 in-

habitants [99], and it is the main city in the metropolitan region of the capital Vitoria. Vila

Velha has been chosen as the study area due to availability of ground collected data. Also, the

Espı́rito Santo state has verified 63, 847 dengue cases, with an incidence of 1588.8 per 100, 000

inhabitants in year 2019, with Vila Velha having 6, 557 of those cases (1, 348.6 per 100, 000

inhabitants) , which is far higher than the limit to be considered an epidemic [100]. Figure 3.1

shows the location of the studied area.

Brazil has implemented several vector control strategies since 2002 as part of its National

Dengue Control Program (PNCD) initiative [101]. This program addresses important compo-

nents including: epidemiological surveillance, vector control, environmental sanitation, among

others [102]. PCND relies exclusively on the larval collection, which is not as effective as adult

mosquito sampling for Ae. aegypti surveillance and control [103]. Since 2005, Ecovec —- an

expert real-time mosquito surveillance company based in Belo Horizonte, Brazil —- has been

implementing the Integrated Aedes Monitoring System (Monitoramento Integrado do Aedes:

MI-Aedes®. This program was initiated as an operational improvement to PNCD with regards

to operational adult mosquito surveillance, and it is still in operation. The MI-Aedes® platform
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FIGURE 3.1: Location of Vila Velha in Brazil.

consists of (i) adult sticky traps (commercially named MosquiTRAP®) to monitor adult Ae. ae-

gypti population; (ii) data entry mobile app; (iii) georeferenced hotspot areas map for targeting

vector control [104]. It is adequate for large scale monitoring because it does not need electric-

ity, presents low cost per unit, and showed to be a reliable tool for early detection of dengue

transmission risk [103]. MI-Aedes® was extended to Vila Velha in 2017, and its data was used

for vector control improvement in 2018.

Since the commencement of MI-Aedes® in Vila Velha, vector control actions in this area have

been subjected to revisions and improvements at intervals based on previous mosquito popu-

lation data collected. For example, data collected in 2017 was used to improve control actions

from the 1st week of 2018 by directing more control actions to places with higher adult mosquito

population. One major advantage of the MI-Aedes® program is that it collects weekly data of

adult vector population, not immature forms. This ensures that the data highly correlates with

human diseases infection cases since only adult female mosquitoes are responsible for the trans-

mission [103].

This study used MI-Aedes® data in Vila Velha from week 15 in 2017 to week 34 in 2019 —

a total of 124 weeks. During this period, the program utilized homogeneously positioned 791

adult MosquiTRAPs® to obtain weekly Ae. aegypti population data across the whole municipal-

ity. To reduce the effects of spatial autocorrelation of collected data, each trap is placed within

at least 250 m from all surrounding ones. A team of trained field workers acquires mosquito

population data weekly by inspecting sticky cards set inside each trap. Ae. aegypti mosquitos

are identified, counted, and their presence registered in a mobile app that, in turn, sends data to
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an online database. To maintain operational standards on the field during the collection tenure,

an Ecovec specialist visited the field every six months to check the conditions of the traps and to

update staff training. Figure 3.2 shows the location of the MosquiTraps® with in the study area.

Operative conditions changes driven by vector control actions which started from the 1st week

of 2018 and an update in the MI-Aedes® platform starting from week 42 in 2018 which led to

changes in identification number of the mosquito traps and slight changes in their geopositions

are accounted for in the study analyses. In the cases of trap location changes, the traps were

moved to new adjacent residences due to monitoring difficulties or because residents specifically

requested the changes. All in all, trap relocations beyond a 40 meters radius were rare. As

a result, the consequent analyses were split in three time batches, as presented in Table 3.1.

Since previous works [53, 54] have shown that it is sufficient to work with weekly observation

samples, the Ae. aegypti population data for each batch were cleaned to obtain female mosquito

population per mosquito trap on a weekly basis. It is important to note two points here: firstly,

lower vector population and correlation with environment condition are expected starting from

the Batch 2 in the study analyses. This is due to improvements in operative mechanisms in

control actions. Secondly, the three data Batches do not exactly span the same time and seasons

of the year.

TABLE 3.1: Mosquito population data Batches used in this study

Batch Date range Total Differentiating
weeks condition

1 10/04/2017 - 31/12/2017 38 -
2 02/01/2018 - 05/10/2018 40 Vector control

improvement
3 08/10/2018 - 23/08/2019 46 Update to the

MI-Aedes® platform

-2
0.
50
0 -20.500

-2
0.
45
0 -20.450

-2
0.
40
0 -20.400

-2
0.
35
0 -20.350

-40.500

-40.500

-40.450

-40.450

-40.400

-40.400

-40.350

-40.350

-40.300

-40.300

-40.250

-40.250

Rural
Urban
City boundary
Mosquitraps

FIGURE 3.2: Aerial view of Vila Velha municipality, data collection mosquito trap locations,
and urban and rural surface zones selected to extract the environmental variables.



41

As already mentioned in Section 1.3.2, in studies that focus on modeling the temporal distribu-

tion of Ae. aegypti based on EO data derived environmental factors, NASA’s MODIS EO data

products have been recently used [53, 54]. This is due to its free access, global availability and

non-requirement of much further processing to obtain the needed environmental features [39].

For this work, data products providing information corresponding to surface temperature, pre-

cipitation, humidity, and vegetation conditions were collected for the weeks matching the vec-

tor population data per batch. NWVI layers obtained from MODIS MOD13Q1 product were

used to obtain information about vegetation condition. The near and mid-infrared bands of

the same data product was used to compute the NDWI using Gao’s definition [29]. This layer

provides information about vegetation water content which is a proxy to humidity and surface

moisture [54]. In addition, estimates of the minimum and maximum surface temperatures have

been obtained from the day and night-time land surface temperature (LST) bands of the 8-day

composite MODIS MOD11A2 product at 1 km spatial resolution [40]. Finally, the calibrated

precipitation band of the Global Precipitation Measurement (GPM) mission data product was

used to obtain precipitation information [69], although in a very coarse way, because this data

is available daily at 0.1 deg spatial resolution (≈ 11 km). The mathematical definitions of both

NDVI and NDWI have been provided in Table 1.1, and the details of all utilized EO data prod-

ucts can be found in Table 1.2.

3.3 Data preparation for modeling

A high-level schematic of the whole methodology of the chapter study as described in this

section is presented in Figure 3.3. All the blocks in this schematic, except for modeling and

model selection, are captured under data preparation. The data preparation blocks are detailed

in this section.

All data were downloaded using the export object of the JavaScript application pro-

gramming interface of google earth engine (GEE). This object has resampling and reprojection

methods abstracted into it for easy co-registration of data with different properties. For each

download task, we obtained the output data at a resampled spatial resolution of 250 m because

this is the minimum distance separating neighboring mosquito traps. We used the scale pa-

rameter of the export object to set this spatial resolution value. We set the common coordinate

reference system projection for all downloaded data as EPSG:4326 using the crs parameter.

As previously implemented in [53, 54] and [105], to find the relationship between the measured

number of mosquitoes and the model output exploiting EO data, two buffer areas of size 18 km2

were defined, each from which distinct temporal characterization of the considered EO variables

are obtained within our study area. One of the zones is in the densely urbanized part of the city
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FIGURE 3.3: Schematic of the study methodology.

(labeled as ”urban”), and the other in the peri-urban zone (labeled as ”rural”) areas. These

two areas are shown in Figure 3.2. The hypothesis for sampling both surface types is that the

dynamics of the EO variables are temporally different across urban and rural surfaces, and so

are their effects on the vector population. All obtained models are fitted using a combination of

EO variable features extracted from these two surface samples.

To obtain training and validation climatic covariates data for our model, the pixels in each se-

lected zone are randomly and equally split, and the mean for each split per image in the temporal

stack is computed. This process was done for all image stacks representing the different climatic

variables. We used a fifth-order spline interpolation to obtain values for missing dates. We used

time-delayed observations with weekly steps up to two weeks to account for non-synchronous

environmental effects in the Ae. aegypti vector development life cycle [106]. As in [54], all

the variables were standardized (z-score). This was done because variable rescaling is a good

practice, especially for training a neural network [107].

3.4 Modeling Procedure

To model the weekly mean number of mosquitoes per mosquito trap (Y ), we consider fitting a

RF model. For prediction benchmark purpose, ANN, SVR, KNN, DTR, LM, and GLM fitting

models were also considered. Finally, a more parsimonious RF model, labeled RF*, consider-

ing only the most informative climate variables obtained by using the MDI to rank all predictor

covariates was also implemented and compared with the other ones. For prediction performance

comparison, the usual quantitative measures between the observed data (y) and the predicted

values (ŷ) were considered, namely: the linear correlation coefficient (R), the root mean square
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error (RMSE), and the mean absolute percentage error (MAPE) [108]. We use R and MAPE

to measure relative qualities, and RMSE to measure absolute fit of our models. Background

details RF implementation (function and model parameters) for this study are presented in Sec-

tion 3.4.1. Summary of the other models fitted for comparison are presented in Section 3.4.2.

All modeling computation are implemented with with R programming [109].

3.4.1 Random Forest Regression

Random forests (RF) [96] are one of the most effective computationally intensive procedures to

improve on unstable estimates, especially when it is difficult to find a good model due to problem

complexity [97]. It is a predictor consisting of a collection of several randomized regression trees

[97]. Let X ∈ χ ⊂ Rp an input vector related to p features and Y ∈ R the response random

variable, the objective is to estimate the regression function m(x) = E(Y |X = x). Given a

training sample Dn = ((X1, Y1), . . . , (Xn, Yn)) of independent random variables distributed

as the independent prototype pair (X, Y ), the goal is to use the data set Dn to construct an

estimate mn : χ→ R of the function m. To this aim, the random forest consists of a collection

of M randomized regression trees. For the jth tree in the family, with j = 1, . . . ,M , the

predicted value at each j is denoted bymn(x; Ωj ,Dn), where Ω1, . . . ,ΩM are random variables

independent of Dn. The variables Ωj are used to resample the training set prior to the growing

of individual trees and to select the directions for splitting. Then, the trees are combined to form

the forest estimate given by:

ŷ = mM,n(x; Ω1, . . . ,ΩM ,Dn) =
1

M

M∑
j=1

mn(x; Ωj ,Dn). (3.1)

In this procedure, we have also to set other tuning parameters, i.e., the number of possible

directions for splitting (ms) at each node of each tree, and the lowest number of examples (me)

in each cell to cause a split. In this work we set initially M = 500, ms = dp/3e and me = 5.

One important characteristic of the random forest is that it can be used to rank the importance of

the input variables (i.e., the features we extract from EO data) over the pattern variability of the

target variable Y . In this work, we considered the MDI calculated based on the reduction in sum

of prediction squared errors averaged over all trees whenever a variable is chosen to split [110].

3.4.2 Other Predictive Models

As mentioned above, for comparison purposes a number of other regression models have been

implemented and their results compared with the ones by the proposed RF procedure. These
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models have been selected due to their application in a similar study presented in [54]. Specifi-

cally, the selected models are:

• the Linear Regression Model (LM): the most used predictive model in different fields.

With respect to the topic of this paper, the LM has been used in similar works in [53]

and [54], to model the Ae. aegypti oviposition activity in a northern Argentine city. In

this work, LM is implemented using the lm() function in R, and an ordinary least square

estimator is considered to estimate the regression parameters.

• The Generalized Linear Model (GLM): a class of regression models able to model re-

sponse variables in the exponential family of distributions [98]. Since the weekly mean

value of mosquitoes population (y) is continuous and always in the space of positive real

numbers (y ∈ R+), the Gaussian assumption considered for inference in the LM can lead

to poor results and predictions. In GLM, instead, the gamma distribution is considered to

model y, together with the log link function in the GLM regression structure.

• Artificial Neural Networks (ANN): one of the most used ML methods for geoscience

problems. More recently, deep learning methods – corresponding to ANN architectures

with several hidden layers [111] – became widely applied in many EO data processing

problems [112, 113]. The ANN is a nonlinear data modeling technique used to model

complex relationships between sets of input and output variables [114]. In this work, a

multilayer perceptron with three layers, each with three neurons, is used. Each of the

neuron is activated with a logistic activation function, and the resilient backpropagation

with weight backtracking algorithm [115] was considered for training the neural network.

• Support Vector Regression (SVR): an approach based on support vectors with radial basis

function kernel with tuning parameter γ set as 1/(number of features), tuned via the the

epsilon-regression method.

• k-Nearest Neighbor Regression (KNN): a regression based on the 4-nearest neighbors

according to Euclidean distance and uniform weights for local interpolation.

• Decision Trees Regression (DTR): a regression model in the form of a tree structure [116].

It is a simple but powerful prediction method [117]. This model was fitted with default

parameters.

3.5 Results and Discussion

All the EO data variables used in this work were considered both in an urban surface zone (U)

and in a peri-urban, or rural zone (R). We thus have the following variables: NDVI-U, NDWI-

U, TempD-U, TempN-U, and Prec-U, as well as NDVI-R, NDWI-R, TempD-R, TempN-R, and
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Prec-R, where TempD is the daytime temperature and TempN is the night-time temperature.

Table 3.2 reports the mean, median, standard deviation (SD), minimum (Min) and maximum

(Max) of the EO data variables together with the female mosquito population (y). These mea-

sures were computed for the three Batches of time considered in our study (cf. Table 3.1) in a

separate way, to evaluate the influence of the vector control program improvement implemented

in 2018 and 2019, affecting Batches 2 and 3. We observed that the average value of the number

of female mosquitoes in Batch 1 is 0.1910, while the values in Batches 2 and 3 are 0.1267 and

0.1134, respectively. This represents about 40% decrease in the mean number of mosquitoes

from Batch 1 compared to subsequent Batches considered and highlights the efficacy of the

data-driven vector control program improvement which has been implemented. Furthermore,

the nonparametric Kruskal-Wallis test [118] rejects the null hypothesis of three populations be-

ing equally distributed (p-value = 0.0092), confirming that the decrease in the mean number of

mosquitoes from Batches 1 to 2 and 3 is statistically significant. In addition to the Kruskal-

Wallis test, the Nemenyi test shows that the population from Batch 1 differs from Batches 2 and

3, but population distributions of mosquitoes of Batches 2 and 3 do not differ statistically. Also,

we can note that the standard deviation of the number of mosquitoes decreases from 0.1446 in

Batch 1 to 0.0956 and 0.0315 in Batches 2 and 3, respectively. The boxplot in Figure 3.4 shows

the differences among the population of female mosquitoes in the different Batches. Particularly,

we can see that the maximum value in Batch 3 is four times less than the maximum number in

Batch 1.

The environmental characteristics, as presented in Table 3.2, slightly differ across the three

considered batch periods due to differences in observation time and seasons. Also, it can be

seen that there was more precipitation in 2017 (Batch 1) than 2018 and 2019 (Batches 2 and

3). Regarding the urban and rural zones, the average land surface temperature in urban zone,

TempD-U and TempN-U, respectively, is, as expected, higher and more variable than in the rural

zone. Moreover, as equally expected, the opposite is the case for both NDVI and NDWI.

The linear correlation between each environmental variable, including lagged ones, and the

female mosquito population, y, is presented in Table 3.3. This table shows, first of all, that none

of the considered covariates show very strong linear correlation (above 0.7) with y. However,

in all Batches, the non-lagged daytime temperature variables show the highest correlation with

y: TempD-R and TempD-U — in that order — in both Batches 1 and 2, and only the former in

Batch 3. In general, more EO variables show higher correlation with the vector population in

Batch 2, with five non-lagged variables showing correlation above 0.4, compared to the other

Batches.

In addition, we can note that the lagged NDWI-R and NDVI-R and the precipitation variables

show greater correlation with y than with non-lagged ones. This observation can be explained

by the aquatic cycle of Ae. aegypti from egg to adult being approximately 7-9 days [106], thus
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TABLE 3.2: Descriptive measures of the EO-based environmental variables of interest, com-
puted separately for each Batch

Variable Mean Median SD Min Max
Batch 1 (2017)

y 0.1910 0.1587 0.1446 0.0319 0.7873
NDVI-U 0.2269 0.2260 0.0261 0.1702 0.2841
NDVI-R 0.7280 0.7395 0.0448 0.5826 0.7983

NDWI-U 0.0024 0.0035 0.0350 -0.0994 0.0748
NDWI-R 0.5407 0.5492 0.0473 0.3952 0.6640

TempD-U (°C) 31.4166 31.0544 4.1390 22.5969 39.3821
TempD-R (°C) 27.7208 27.7761 2.9338 20.5000 33.8600
TempN-U (°C) 20.0180 20.6767 2.4379 13.4942 23.5909
TempN-R (°C) 19.0909 19.3264 1.8757 13.6278 23.1461

Prec-U (mm h−1) 2.9118 0.2000 7.5662 0.0000 43.2500
Prec-R (mm h−1) 2.9039 0.5375 6.7846 0.0000 37.1750

Batch 2 (2018)
y 0.1267 0.0923 0.0956 0.0531 0.5057

NDVI-U 0.2500 0.2474 0.0179 0.2086 0.2996
NDVI-R 0.7475 0.7554 0.0261 0.6802 0.7922

NDWI-U 0.0030 -0.0021 0.0365 -0.0591 0.1065
NDWI-R 0.5923 0.5965 0.0518 0.4762 0.6925

TempD-U (°C) 31.8615 31.5774 3.4781 26.4761 38.8394
TempD-R (°C) 27.5138 26.9434 2.6868 23.7850 33.8161
TempN-U (°C) 21.2936 21.0190 2.2088 16.3886 25.3319
TempN-R (°C) 20.1959 19.6536 2.0855 16.5067 23.7806

Prec-U (mm h−1) 2.4707 0.0654 4.9280 0.0000 23.0803
Prec-R (mm h−1) 1.7527 0.0990 3.4678 0.0000 16.0950

Batch 3 (2018-2019)
y 0.1134 0.1075 0.0315 0.0620 0.1922

NDVI-U 0.2557 0.2551 0.0188 0.2117 0.3075
NDVI-R 0.7210 0.7265 0.0331 0.5843 0.7829

NDWI-U -0.0137 -0.0200 0.0324 -0.0762 0.0661
NDWI-R 0.5350 0.5450 0.0538 0.4031 0.6272

TempD-U (°C) 33.6604 33.8508 4.3575 18.6561 39.0947
TempD-R (°C) 28.9434 29.4046 2.3435 24.7489 33.1411
TempN-U (°C) 22.0600 22.4421 2.1145 17.3431 25.2092
TempN-R (°C) 20.6418 21.1400 2.6758 13.2544 24.1517

Prec-U (mm h−1) 1.6132 0.1596 2.8811 0.0000 11.3604
Prec-R (mm h−1) 1.3545 0.0419 2.4574 0.0000 9.5575

Units: °C: degrees Celcius, mmh−1: millimeters per hour
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FIGURE 3.4: Boxplot comparing the distribution of the number of female mosquitoes in the
three considered periods.

making the transition dependent on non-synchronous environmental effects, as also highlighted

in [119]. We observe that the linear relationships between the targets and the predictors could

be insufficient to describe the temporal variance in the mosquito population, justifying the need

for non-linear approaches such as the considered ML methods.

Considering the results for the validation dataset, the quantitative measures of the prediction

obtained from each considered model are shown in Table 3.4 for all Batches. In Batch 1, the

measures show that GLM produces the worst results in terms of R and RMSE, while LM the

worst in terms of MAPE. The best performances are reached in R by RF, in RMSE by RF∗, and

in MAPE by ANN. The outstanding performance of RF, and its more parsimonious variant, RF∗,

is highlighted by the correlation measure of 0.90 and 0.86, and RMSE of 0.0369 and 0.0396,

respectively. Also, in Batch 2, we obtain the best result in terms of RMSE with RF∗, followed

by the fully fitted RF. In this Batch, however, best results considering R and MAPE are obtained

using KNN. In Batch 3, RF∗ produced the best model as measured by R, RMSE and MAPE.

Considering RMSE, RF∗ produces equal or better quality in all Batches. In general, from the

TABLE 3.3: Correlation matrix between the average number of mosquitoes (y) and each co-
variate among the pool of EO-based variables in Table 3.2

Covariate Lag 0 Lag 1 Lag 2 Lag 0 Lag 1 Lag 2 Lag 0 Lag 1 Lag 2
NDVI-U -0.3097 -0.0926 -0.1127 -0.1401 -0.2117 -0.3098 -0.1527 -0.0546 0.0913
NDVI-R 0.0030 0.0958 -0.0142 -0.5025 -0.5852 -0.4079 0.0439 0.0807 0.3296

NDWI-U -0.3989 -0.2592 -0.1480 -0.2454 -0.2772 -0.2118 0.1716 0.0320 -0.0873
NDWI-R 0.0624 0.1566 0.1342 -0.2702 -0.3954 -0.3392 0.0380 0.1005 0.1480

TempD-U 0.4046 0.3086 0.2236 0.5810 0.4700 0.3565 -0.1082 -0.0414 -0.0750
TempD-R 0.4157 0.3327 0.1532 0.6418 0.4962 0.4988 -0.2703 -0.1654 -0.2530
TempN-U -0.2959 0.0895 0.1403 0.4835 0.4150 0.3578 -0.1004 -0.0566 -0.0871
TempN-R 0.1105 0.1701 0.0328 0.4323 0.3584 0.4254 -0.1352 -0.1698 -0.0909

Prec-U 0.0084 -0.0349 -0.0553 -0.0185 -0.1644 0.0360 -0.0969 -0.1376 0.0578
Prec-R 0.0261 -0.0368 -0.0335 0.0053 -0.1595 -0.0232 -0.0384 -0.1142 0.0589
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whole results, though the statistical models in certain cases produced sufficient or comparable

measured qualities, there are much more cases of better performances by machine learning

models. For example, LM produces comparable quality with respect to RF in all Batches of our

analyses if we look only at the explained variance which is measured by R. When we consider

the RMSE, however, we see that that RF performs better than LM in terms of absolute fit. LM’s

high correlation measure of 0.8062 and 0.8535 in Batches 1 and 2 respectively are as a result

of better correlation between more of their EO covariates and y compared to what is obtained

in Batch 3. The much lower R measure for the all models on Batch 3 data could be as a result

of time cumulative effect of data driven improvement in the vector control actions which led to

less variation in the mosquito population due to environmental changes. This same cause may

be used to explain the lower correlation among more EO covariates and y in the Batch 3 with

respect to Batches 1 and 2, as earlier presented in Table 3.3.

Juxtaposing these results in light of time sample sizes across the batches, as shown in Table 3.1,

it is seen that even though there are more weeks (i.e. more data samples) considered in Batch

3 (46 weeks) compared to batch 1 (36 weeks), we still obtain much better R values in Batch 1

for all the considered methods. This shows that the control action effects take precedence over

sample size in the modeling task explored in this study.

Figure 3.5 shows a scatterplot of the actual and predicted female mosquito population values.

In this plot, GLM, LM, and DTR are not considered due to their low RMSE figures. In all the

Batches, the EO-based environmental features show significant effects on the vector population,

less so in Batch 3. The environmental effects in Batches 2 and 3 show pointers with which the

vector control program can be further improved. A plausible approach to consider is weight-

ing the intensity of the program implementation by the most relevant environmental conditions

across the year. This can ensure a higher control intensity during periods of favorable climate for

vector development, thus reducing risks exposure during these periods and helping to optimize

vector control resources allocation. As opposed to current common practice which favors the

application of control actions mostly in rainy season, these actions should also be performed in

dry season and periods of low vector population. Implementing control actions during the dry

TABLE 3.4: Quality measures of predictions in the validation dataset

Batch 1 Batch 2 Batch 3
Model R RMSE MAPE R RMSE MAPE R RMSE MAPE
GLM 0.6274 0.0722 60.6487 0.6366 0.0490 43.0603 0.5707 0.0180 23.8297
LM 0.8062 0.0480 75.0815 0.8535 0.0309 44.3038 0.5697 0.0168 23.3971
ANN 0.8420 0.0447 34.1122 0.7202 0.0360 44.3968 0.4048 0.0192 24.3962
SVR 0.8270 0.0471 36.1444 0.8651 0.0252 30.9242 0.4096 0.0174 23.8113
KNN 0.7456 0.0478 64.1194 0.8839 0.0223 30.7137 0.3662 0.0180 27.1013
DTR 0.6334 0.0547 67.9013 0.7925 0.0281 32.5429 0.3466 0.0179 25.7221
RF 0.9066 0.0369 56.9834 0.8530 0.0255 35.4397 0.5981 0.0156 21.4197
RF∗ (8 features) 0.8618 0.0396 61.8109 0.8594 0.0247 33.4977 0.5885 0.0156 21.5879
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season has been shown in [120] to suppress the population of eggs laid during this season and

consequently reduce the hatched population in the following rainy season.

In Table 3.5, we present a summary of the observed and fitted data: mean, median, minimum

(Min), maximum (Max), first (Q1) and third (Q3) quartiles. In Batch 1, LM exaggerates the

minimum value, producing a negative minimum value which has no physical meaning in relation

to mosquito population. Considering that this same model produced a good quality measure

of R, we deduce that LM, regardless of the quality score, is not a good model for predicting

mosquito population because its distribution assumption of the response variable is inappropriate

for this study use case. This problem, however, does not occur with GLM, due to its gamma

distribution assumption which assumes positive values for y. GLM produces a good estimated

minimum value in all Batches, but still exhibits low prediction performance, which can be seen

in its predicted mean and Q3 which are above the observed values for all Batches. Among the

ML methods, ANN produces better prediction in relation to minimum and maximum values. RF

and RF∗, though both overestimate the minimum in all Batches produced good estimated mean

values and showed good balance. The results in Figure 3.5, Table 3.4 and Table 3.5 show that

the best models for predicting the vector population are RF∗ and RF, followed by SVR.

Figure 3.6 shows the mosquito population data (validation set) along with the predicted values

by the best models. It is seen that the SVR and KNN models underestimate the seasonal spikes in

Batches 1 and 2. The model performances are reduced in Batches 2 and 3 to their overestimation

of the very low mosquito population value points resulting from the improved control activities

in the Batch periods.

In further analysis of RF*, here, we discuss the selected most informative features subset across

the considered observation time periods. Figure 3.7 shows the average value of the MDI for each

variable considering 50 RF replicas. For Batch 1, the eight selected most informative EO vari-

ables are TempN-R, TempD-U, TempN-R1, TempN-U2, TempD-R, TempN-U, NDVI-U and

NDWI-U. For Batch 2, the selected variables features are: TempD-R1, NDVI-R1, TempD-R,

NDWI-R2, NDVI-R, NDWI-R1, TempD-R2 and NDWI-R2. For Batch 3, they are: TempD-R,
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FIGURE 3.5: Scatterplot of observed and predicted values by means of different predictors:
ANN, KNN, RF, RF* and SVR (see the text for more explanation).
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TABLE 3.5: Summary of the observed and fitted data

Min Q1 Median Mean Q3 Max
Batch 1

y 0.0093 0.0474 0.0803 0.0933 0.1204 0.3848
GLM 0.0063 0.0397 0.0745 0.1043 0.1611 0.4340

LM -0.0724 0.0413 0.0793 0.0946 0.1330 0.3565
ANN 0.0157 0.0546 0.0752 0.0995 0.1312 0.4309
SVR 0.0257 0.0610 0.0822 0.0838 0.1090 0.1496
KNN 0.0325 0.0621 0.0928 0.0984 0.1357 0.1967
DTR 0.0392 0.0392 0.0741 0.0986 0.1411 0.1715

RF 0.0362 0.0703 0.0918 0.0985 0.1224 0.2512
RF∗ 0.0461 0.0646 0.0858 0.0956 0.1187 0.2510

Batch 2
y 0.0228 0.0351 0.0461 0.0619 0.0638 0.2402

GLM 0.0208 0.0384 0.0695 0.0890 0.0976 0.5542
LM 0.0140 0.0376 0.0716 0.0795 0.0977 0.3030

ANN 0.0247 0.0370 0.0488 0.0694 0.0857 0.2653
SVR 0.0309 0.0456 0.0498 0.0614 0.0703 0.1351
KNN 0.0310 0.0450 0.0487 0.0595 0.0566 0.1688
DTR 0.0438 0.0438 0.0438 0.0618 0.0641 0.1439

RF 0.0370 0.0454 0.0500 0.0642 0.0701 0.1769
RF∗ 0.0367 0.0436 0.0507 0.0639 0.0678 0.1856

Batch 3
y 0.0303 0.0417 0.0531 0.0563 0.0657 0.1176

GLM 0.0303 0.0440 0.0576 0.0606 0.0702 0.1020
LM 0.0251 0.0453 0.0598 0.0596 0.0693 0.0888

ANN 0.0380 0.0419 0.0599 0.0574 0.0659 0.0893
SVR 0.0409 0.0515 0.0568 0.0566 0.0626 0.0700
KNN 0.0389 0.0544 0.0591 0.0592 0.0657 0.0777
DTR 0.0478 0.0478 0.0584 0.0576 0.0673 0.0673

RF 0.0405 0.0504 0.0558 0.0565 0.0626 0.0743
RF∗ 0.0405 0.0491 0.0547 0.0562 0.0636 0.0760
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FIGURE 3.6: Time series of the actual (points) versus predicted (lines) values on validation
data, using only a subset of the prediction algorithms in Fig. 4: ANN, SVR, RF and RF*.
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NDVI-U, TempN-U1, Prec-U1, TempN-R, TempD-U2, NDVI-U1, NDVI-R2. The improved

control actions in Batches 2 and 3 are mostly responsible for the differences in important vari-

ables across all Batches. Only TempD-R is commonly selected in all the Batches. In addition,

we can see that temperature features extracted from the rural surface zone provide the high-

est quality of information to our models in all Batches: TempN-R, TempD-R1 and TempD-R

for Batches 1, 2 and 3, respectively. This is consistent with previous studies which show that

non-artificial surface characterizations of the environment are more informative for predicting

Ae. aegypti vector population [53, 54], and that the weekly (or daily) temperature is the most

important environmental condition affecting the development of Ae. aegypti [106]. The non-

synchronous effects of temperature is also seen in the selection of both TempN-R and TempN-

R1 in Batch 1, and TempD-R, TempD-R1 and TempD-R2 in Batch 2. Of all eight selected subset

variables, six of them lagged in both Batches 2 and 3, compared to only two in Batch 1. This

shows that most of the environmental effects on vector population during the improved vector

control regimes come from non-synchronous compounding effects. Six temperature variables

are selected in Batch 1. This number reduced to three in both Batches 2 and 3. We deduce from

this that the effect of non-temperature environmental variables increases during the improved

control actions regime.

Figure 3.8 presents the relationship between the mosquito population y and the standardized

values of environmental features selected for RF∗. It is seen that the relationships vary across

the different features (x). For example, Figure 3.8(a) shows that in Batch 1, higher values of

all six selected temperature variables, between their mean and two standard deviations above

their mean, result in larger numbers of mosquitoes. Also, for Batches 2 and 3, as shown in

Figures 3.8(b) and 3.8(c), even with the improved anthropological interference due to better

control actions, when the three selected most informative temperature variables in each case

synchronously rise above one standard deviation from their mean, there is a rapid increase

in the vector population. These results are in accordance with laboratory studies presented

in [121, 122]. These works show that at higher temperatures below 40 °C, the development life
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FIGURE 3.7: Average values of MDI considering 50 RF replicas.



52

cycle of Ae. aegypti is accelerated, thus increasing the vector population. In addition, the ex-

trinsic incubation period (EIP) of Ae. aegypti – the time interval between virus agent acquisition

by the mosquito vector and the moment it is able to transmit it to humans – reduces at high

temperature [94, 123]. The results in Figure 3.8(b) also show that the improved control program

in starting from Batch 2 is effective except in cases of synchronous extreme values of important

temperature variables. This observation shows pointers that can be used to further improve the

efficacy of the control actions in subsequent years.

Regarding non-temperature environmental effects, the relation curves for Batch 3, Figure 3.8(c),

also show that at about −0.5 standard deviation below the mean of Prec-U1, there is a spike in

the vector population. As reported in [54, 121], in regions where primary larval sites are in rain-

filled containers, rainfall has been shown to positively correlate with larval and adult mosquito

abundance. Further studies have corroborated the importance of humidity and vegetation con-

ditions in abundance and reproduction of mosquito species, with longer dry season and lower

relative humidity resulting in higher egg mortality [124]. Fully developed tree canopies by

providing shade can reduce evaporation of hatching water, and can also increase near ground

humidity, thus increasing density of Ae. aegypti mosquito larvae [42, 51]. Stronger positive

effects of vegetation conditions can be observed through the effects of NDVI-R2 and NDVI-U1

in Batch 3.

Finally, and in general, this research shows, based on our study data, that the random forest

model performs better than all the other models for predicting the mosquito population from

EO-based variables. By selecting the most informative features using the MDI measure, it is

possible to obtain a much less complex model with comparable (or even better) results, labeled

in this work as RF*. Additionally, with the MDI ranking it is possible to understand and explain

the rationale for the model variables and analyse the effects of each EO variable on the vector

population. This better understanding is gained by considering the relation graphs based on

RF*, which provide a visualization of the the nonlinear relationships among the variables.
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FIGURE 3.8: The relation between the mean of mosquitoes (y) and each covariate (x).
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3.6 Chapter Conclusions

In this Chapter, a procedure for modeling the temporal population distribution of female Ae.

aegypti mosquitoes starting from freely available EO data has been presented. Specifically,

MODIS and GPM EO data products were used to obtain estimates of temperature, precipitation,

moisture and vegetation conditions.

The main outcome is a procedure for RF-based explainable modeling of the target quantity using

EO data. A quantitative measure of the variable importance (MDI)— wrapped in RF — was also

used to extract the most informative environmental features, and obtain a less complex but still

accurate predictive RF model, labeled RF*. To prove their robustness, the resulting models were

compared to other machine learning models including SVR, ANN, KNN and DTR, as well as

statistical models, such as LM and GLM.

The proposed RF-based approach is capable of mapping the complex relationship among the

EO variables and the vector population. Furthermore, the features selected thanks to the MDI

ranking may be empirically interpreted, and provide hints about the relationship among vector

population and these environmental conditions from an operational point of view.

Further studies can consider applying the proposed method to longer time scales for monthly or

annual modeling. Such studies can incorporate other considerations including seasonal impact

of the different EO variables features.



Chapter 4

Modeling Dengue Vector Population
with Earth Observation Data and a
Generalized Linear Model

4.1 Introduction1

Chapter 3 presented a methodology for municipality level temporal modeling of Ae. aegypti

vector population based on environmental conditions estimated for EO data features. As part

of that methodology, random forest (RF) and its embedded features ranking metric (the mean

decrease impurity - MDI) have been applied for both modeling and model selection. While that

study contributes progress to the problem which is being addressed, it still leaves some gaps.

One of them is that the use of the relation curves for the explanation of the variables effects is

not very intuitive and requires some domain expertise. In addition, while MDI provides variable

importance ranking it doesn’t spècify the directionality (positive or negative) of the effects of

the variables.

Instead of RFs, generalised linear models (GLM) may be used. They provide model equations

that are understandable and intuitive to explain, usually without the same prediction power as

RFs. The leading question in this chapter is, therefore, the following one.

“How can we improve a GLM towards obtaining machine learning (ML) quality

results, while also having the capability to explicitly interpret the causality in the

model?”

1This chapter has been published as a standalone paper as O. Mudele, A. C. Frery, L. Zanandrez, A. Eiras,
P. Gamba, “Modeling dengue vector population with earth observation data and a generalized linear model.” Acta
Tropica, doi: https://doi.org/10.1016/j.actatropica.2020.105809, vol. 215, mar. 2021.
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To this aim, in the following sections a weighted Poisson GLM is proposed [125]. The re-

sults show that this technique produces comparable prediction power than state-of-the-art ML

methods, thus answering our scientific question.

4.2 Material

4.2.1 Study and field data

This study is applied in the same location (Vila Velha) and with the the same data (MI-Aedes®)

which has been introduced in Section 3.2 in the previous chapter. Refer to Table 3.1 for more

details.

In particular, for this study, MI-Aedes data in Vila Velha in 2017 (epidemiological weeks 17–

52 = 36 weeks) and 2018 (epidemiological weeks 1–40 = 40 weeks) are used. These data

correspond to Batches 1 and 2 in the study presented in Chapter 3, i.e Batch 3 data are not

considered in this chapter.

A noteworthy difference in the field data processing in this chapter is that for each mosquito traps

split (training/validation), the sum of mosquito population (rather than average (as in Chapter 3)

are considered. The reason is to ensure that the response variable is a natural number, in accor-

dance with the requirements of a Poisson GLM. Moreoevr, spatial data pooling (a sum, in this

case) helps to mitigate the problem of site-level sparsity, i.e. the fact that at a given time point

many individual traps report zero values. Consequently, the response variable used throughout

this chapter is the sum of the mosquitoes per time point at municipality level. This response vari-

able is then modelled based on EO features representing environmental conditions as derived in

Section 4.2.2.

4.2.2 Environmental variables

As in Section 3.2, EO data sets obtained fron (MODIS data are used as proxies to humidity,

temperature and vegetation conditions. To better represent environmental conditions covariates,

these EO-derived features are split between the same “urban” and “rural” zones defined in the

previous chapter and visualized in Figure 3.2.

All data preparation and features extraction processes are performed using the python [126]

programming environment, with the gdal, numpy and pandas libraries.
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4.3 Modeling

We model the mosquito population (Y ) as a function of climatic covariates (X) subject to errors.

For this, we consider a Poisson Generalized Linear Model (GLM), and we compare the loga-

rithm, identity, and square root link functions for fitting the model to our data. We then applied

stepwise regressions based on the Akaike Information Criterion (AIC) to select the model of

better fit and best quality input features. We derived the residuals ei = yi − ŷi of our initial

fully fitted GLM for the best performing link function, and obtained weights wi = |ei|−1 to fit a

weighted GLM (GLM-W).

We further considered a more parsimonious GLM-W model: GLM-W∗, also selected using AIC

based stepwise regression. We implemented the GLM in code using the glm function of MASS

package in the R programming environment. The weighting is implemented using the weights

parameter of this function. For prediction benchmarking, we considered ML algorithms: RF and

SVM, and a more parsimonious RF, labeled RF∗, fitted with the most informative climatic vari-

ables as ranked by the Mean Decrease Impurity (MDI) — a feature quality importance ranking

technique for RF [110]. We chose as informative those variables with the highest MDI. We used

e1071 and randomForest packages to implement SVM and RF, respectively, in R.

We assessed the prediction quality with AIC and Mean Absolute Error (MAE) [127] for all

GLMs, and only the latter for the ML methods. Smaller values of AIC and MAE are desirable

for better model quality.

4.3.1 Problem Formulation

Let X ∈ χ ⊂ Rp be an input vector related to p climatic covariates and Y ∈ N our mosquito

population count variable. The goal is to estimate a function, m, such that m(x) = E(Y | X =

x). This goal is formulated in the form of the following generalized linear model:

ŷi = β0 +
k∑
j=1

βjxij = xTi β, (4.1)

where superscript T denotes transposition; ŷi is the predicted mosquito population for the ith

epidemiological week; k is the number of climatic covariates used to fit the model; xij is the

value of the climatic variable j in the ith week; β0 is the value of ŷ when all the climatic variables

equal zero; and βj is the gradient of ŷ with respect to the jth climatic variable. The observed

mosquito population yi is an instance of the random variable Yi with a mean estimated as ŷ by

our model.
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4.3.2 Poisson Regression Modeling

This is one of the models commonly used in epidemiological studies. It is one of the fami-

lies of GLMs, suitable for cases of discrete non-negative dependent variables with non-Normal

distribution [128, 129].

A Poisson regression model assumes that the response Yi follows a Poisson distribution:

Pr(Yi = y | µi) =
e−µiµyi
y!

, (4.2)

where µi = E(Yi | xi) ≥ 0 is the mean and variance of Yi. The relationship between µi and the

linear predictor is given by a link function, g, such that g(µi) = xTi β.

In this work, models derived with the identity, logarithm and square root link functions as shown

in eqs. (4.3a) to (4.3c), respectively, are applied and benchmarked.

µi = xTi β, (4.3a)

µi = exp
(
xTi β

)
, (4.3b)

µi =
(
xTi β

)2
. (4.3c)

4.3.3 Model selection with Akaike Information Criterion

Model selection refers to a group of techniques applied to choose a minimal-sized subset of

high-quality features to shorten training time, improve model performance, and reduce the cost

of collecting and processing data. For this work, we used AIC as a selection criterion because

of its simplicity and versatility [130].

AIC is an information-theory-based model selection criterion and quality metric which takes the

form of a negative log likelihood plus a penalty term:

AIC = −2 lnL(θ̂) + 2k, (4.4)

where L(θ̂) is the maximized likelihood function, −2 lnL(θ̂) is the lack of fit component, and

k is the number of independent covariate features in the model, i.e., its complexity. The model

with the lowest AIC is chosen as the best [130, 131].

The best quality features subset S ∈ X ⊂ Rk with AIC to obtain the model m(S) are selected

by the condition:

m(S) = arg min
k

AIC(m(X = x(k))), (4.5)
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where x(k) is a combination of k features in X . Exhaustively searching the space of our model

m(X) for all possible subset models m(S) in order to select the best has exponential order of

magnitude: O(n) = 2n + 1. Consequently, there is a need for greedy solutions that make a

locally optimal choice at each stage of the search. Two commonly used methods are forward

selection and backward elimination.

For this study, stepwise selection [132] is applied, This method combines forward and backward

selection by finding and selecting the model with the smallest AIC by removing or adding vari-

ables at every step from all the explanatory variables. Being a greedy approach, this technique

is susceptible to selection errors, but is fast and easy to implement.

4.3.4 Machine Learning models

To compare with the approach presented in Chapter 3, a Random Forest (RF) model is fitted.

MDI ranking and parsimonious RF selection and fitting are also performed and compared with

the proposed GLM. In addition, to provide an extra baseline, SVM is also implemented: using

a radial basis function kernel with tuning parameter set as 1/(number of features), tuned via the

ε-regression method.

4.4 Experimental Results

The resulting EO covariates feature labels used in Chapter 3 (Section 3.5) are retained, i.e. “ur-

ban” variables: NDVI-U, NDWI-U, TempD-U, TempN-U, and Prec-U, and “rural” variables:

NDVI-R, NDWI-R, TempD-R, TempN-R, and Prec-R, where TempD is the daytime tempera-

ture, TempN is the night-time temperature, and Prec is precipitation. Considering the lagged

variables up to two weeks, our fully fitted model comprises 30 EO derived covariates. The suf-

fixes “#1” and “#2” indicate one and two weeks lagged variables, respectively. For example,

“NDVI-U2” denotes the two-week lagged urban NVDI variable.

Table 4.1 reports the mean, median, standard deviation (SD), minimum (Min) and maximum

(Max) of the EO data variables together with the mosquito population (y). These measures,

as with all further results, are reported differently for both years (2017 and 2018) to account

for differences due to an increase in control actions in 2018 (See Table 3.1). As shown in the

table, the median total mosquito population is 96.5 in 2017 and 73.0 in 2018. This represents

a 24.35 % decrease in 2018, most likely due to improvements in control actions in 2018 as

reported by the data providers and also validated in Chapter 3. This fact justifies our decision to

analyze the data for each year separately.
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TABLE 4.1: Descriptive measures of the EO-based environmental variables of interest (#U and
#R denote “urban” and “rural”, respectively. TempD: daytime temperature, TempN: night-time

temperature, Prec: Precipitation).

Variable Mean Median SD Min Max
Year 2017

y 111.984 96.500 84.854 17.000 454.000
NDVI-U 0.229 0.229 0.015 0.198 0.263
NDVI-R 0.728 0.730 0.039 0.583 0.798

NDWI-U 0.005 0.004 0.022 -0.050 0.075
NDWI-R 0.545 0.544 0.038 0.476 0.664

TempD-U 31.284 30.980 4.100 22.597 37.065
TempD-R 27.753 27.711 3.016 20.500 33.860
TempN-U 20.077 21.069 2.305 13.494 22.498
TempN-R 18.924 18.955 1.865 13.628 23.146

Prec-U 3.272 0.463 7.974 0.000 43.250
Prec-R 3.197 0.938 7.087 0.000 37.175

Year 2018
y 100.250 73.000 75.622 42.000 400.000

NDVI-U 0.250 0.247 0.018 0.209 0.310
NDVI-R 0.748 0.755 0.026 0.680 0.792

NDWI-U 0.003 -0.002 0.036 -0.059 0.107
NDWI-R 0.592 0.597 0.052 0.476 0.693

TempD-U 31.862 31.577 3.478 26.476 38.839
TempD-R 27.514 26.943 2.687 23.785 33.816
TempN-U 21.294 21.019 2.209 16.389 25.332
TempN-R 20.196 19.654 2.086 16.507 23.781

Prec-U 2.471 0.065 4.928 0.000 23.080
Prec-R 1.753 0.099 3.468 0.000 16.095

Units: °C: degrees Celcius, mmh−1: millimeters per hour

Table 4.1 is similar to what has been presented in Table 3.2 except for the changes in the response

variables statistics since the sum of the mosquito population (rather than average) is considered

in this study. Hence the same observations which have been drawn in Section 3.5 about the

statistics of the EO covariates remain valid. For example, the mean and median land surface

temperature in the urban area are higher than in the rural zone. These is because vegetated

surfaces absorb more heat energy and contain more moisture.

4.4.1 Statistical regression approach

Figure 4.1 presents observed and fitted values for fully fitted and stepwise selected GLMs across

the three link functions. The link functions which have been applied are hyperparameters of the

GLM and do not have any specific significance with respect to the mosquito population which is

being modeled. However, it is important to know that while both the logarithm and square root
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link functions introduce non-linearity into the model, the identity link function assumes linearity

between EO covariates and the target vector population.

In Figure 4.1(c), it may be noted that the identity link predicted negative mosquito population

values in 2017. This result shows a potential weakness in studies that model the population or

oviposition activities of mosquito vectors using linear models with no non-linear link function.

One of such studies can be found in [53]. The identity link function does not constrain the

model response to positive values, resulting in the possibility to predict negative values with

no physical meaning. The issue however, as seen in Figures 4.1(a), 4.1(b), 4.1(d), and 4.1(e),

doesn’t affect models with non-linear link functions. This goes to show that the relationship

between the mosquito vector population and the predictor EO variables is better modeled non-

linearly.

Table 4.2 presents the results for fully fitted and stepwise selected GLM with the three link

functions. In 2017, using the log link function, 9 variables were dropped to produce the most

parsimonious model compared to other link functions. More parsimony means a less complex

model with less redundancy. The less parsimony shown here by the log link function actually

results in better MAE and AIC values, meaning a better model of mosquito vector population.

The implication of this is that model selection is a useful component towards finding good model

fit for the task of this study. In addition, a log link function provides better non-linearity between

the used EO data features and the mosquito population.

In 2018, even though the validation MAE does not improve by applying stepwise regression in

the case of square root linked GLM, there is still a significant improvement in terms of the AIC
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FIGURE 4.1: Observed (points) and predicted (lines) values with the three link functions and
95 % confidence intervals. The models with 30 features are the full models, while those with

less are stepwise selected.
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and parsimony of the model. In addition, again, by applying modeling selection to the GLM

fitted with the log link function, 11 variables were dropped and the validation MAE is reduced

by about 25%. This shows the robustness of the log link function across different control action

regimes. Taking these results into consideration, all further models are fitted with the log link

function.

TABLE 4.2: Quality measures obtained with three link functions when the model is fit with the
full independent feature set

(a) Year 2017

Link # features AIC MAE

log

30 272.264 Training 1.852
Validation 25.467

21 259.679 Training 2.905
Validation 24.299

Identity

30 290.668 Training 4.682
Validation 32.051

26 283.077 Training 4.605
Validation 31.794

Sqrt

30 278.748 Training 3.275
Validation 24.539

24 270.609 Training 3.711
Validation 23.824

(b) Year 2018

Link # features AIC MAE

log

30 311.426 Training 4.386
Validation 20.503

19 298.087 Training 5.085
Validation 15.557

Identity

30 307.098 Training 4.358
Validation 17.307

22 293.710 Training 4.594
Validation 16.953

Sqrt

30 309.745 Training 4.590
Validation 15.738

22 296.475 Training 4.613
Validation 16.296

The performance of GLM-W is compared with that of the the fully fitted log link GLM in the

plots shown in Figure 4.2. In 2017, there are only small noticeable differences between the two

models. In 2018, the only significant difference was in the 40th epidemiological week which is

an outlier week. Ideally, the model will require more data to be able to capture the pattern in this

particular week. One drawback of the model weighting is the increment in the uncertainty of the

predictions as shown in Figure 4.3. Hence, a stepwise regression with AIC to obtain GLM-W∗

is useful to filter out features with the highest uncertainty and retain only the useful ones as

obtained and shown in Figure 4.4.

●●●●●

●

●
●

●

●
●●

●●●

●

●

●
●

●

●

●

●

●
●

●

●

●
●

●

●

●

●
●

●

●

0

100

200

0 10 20 30
Week

N
um

be
r o

f M
os

qu
ito

es

●

●

●

GLM
GLM−W
Observed

(a) 2017

●

●
●

●

●

●
●●

●
●

●●
●●

●●●●
●●●●

●●
●●●

●
●

●●●●●●●●●
●●

0

200

400

600

0 10 20 30 40
Week

N
um

be
r o

f M
os

qu
ito

es

●

●

●

GLM
GLM−W
Observed

(b) 2018
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and GLM-W.
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FIGURE 4.4: Observed and predicted values for GLM, GLM-W and GLM-W∗ — with 95 %
confidence intervals for GLM-W∗.

Considering GLM-W∗, it can be seen that in 2017 (see Figure 4.4(a)), it has only six observed

points not captured by the line of best fit and 95 % confidence interval. Alternatively, the step-

wise selected GLM — log link without weights — has 18 fitted points outside its confidence

interval in that same year (cf. Figure 4.1(a)). In 2018, as shown in Figure 4.4(b), only four

observed points are outside the confidence interval, against eleven in the unweighted stepwise

selected GLM (cf. Figure 4.1(d)). These results show that the proposed weighting approach

along with model selection improves the quality of resulting vector population model fit, espe-

cially when we consider the confidence interval.

Figure 4.5 shows the yearly scatterplots of fitted versus observed values. From that figure, one

can conclude that there is stronger correlation between observed and fitted values in GLM-W∗,

and, thus the weighted regression model performs better.

Table 4.3 presents measures of the quality of the results of the GLM models fitted so far. This

table reveals that for both years, GLM-W∗ produces a good combination of best parsimony and

lowest AIC and MAE among all fitted models. Starting from a full GLM, through GLM-W

to GLM-W∗, the AIC of the resulting model can be reduced by more than a factor of five in
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FIGURE 4.5: Scatterplots and regression lines of observed and predicted values for GLM,
GLM-W and GLM-W∗.

2017 and a factor of three in 2018. The number of input environmental covariates selected are

also reduced by a factor of three in 2017, and more than a factor of two in 2018. Besides,

the gap between training and validation quality (MAE) is reduced with GLM-W∗, showing that

GLM-W∗ is less prone to overfitting.

TABLE 4.3: Quality measures for GLM, GLM-W and stepwise selected GLM-W (GLM-W∗)

Year Model # features AIC MAE

20
17

GLM 30 272.264 Training 1.852
Validation 25.467

GLM-W 30 86.790 Training 2.321
Validation 25.510

GLM-W∗ 10 53.658 Training 13.916
Validation 23.297

20
18

GLM 30 311.426 Training 4.386
Validation 20.503

GLM-W 30 114.228 Training 5.368
Validation 29.748

GLM-W∗ 14 88.997 Training 8.666
Validation 19.334

The quality of GLM-W∗ is further assessed by analysing the residuals. The expectation for a

good model is that the residual plot should not follow a known distribution. Our models display

this property as presented in Figure 4.6, thus showing that the resulting model is good in both

years.

4.4.2 Comparison with Machine Learning

The stepwise selected models with the lowest AIC values, GLM-W∗, in 2017 and 2018, have

10 and 14 covariates. For comparability purposes, RF∗ is fitted in 2017 with the top 10 MDI

ranked variables, and in 2018 with the top 14 MDI ranked variables for the year. In this way,

RF∗ for each year with the same number of covariates features as the corresponding GLM-W∗ is

obtained. Figure 4.7 shows the average MDI for each top-ranked selected variable considering
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FIGURE 4.6: Adjusted residuals plot for GLM-W∗.

50 RF replicas per year. Since MDI is embedded in the random forest, it is a model-driven

variables ranking metric and thus does not necessarily select the same variables as with AIC for

GLM-W∗.
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FIGURE 4.7: Average Mean Decrease Impurity (MDI) for selected variables considering 50
replicas of RF. Higher values of MDI signify higher relevance for the model.

Table 4.4 presents quality measures for these models. In both years, RF∗ has the best prediction

compared to RF and SVM, considering parsimony and MAE. Also, it performs better than

GLM-W∗ considering the absolute fit measured by MAE.

TABLE 4.4: Quality measures for SVM, RF, RF∗

Year Model # features MAE

20
17

SVM 30 Training 10.271
Validation 17.730

RF 30 Training 8.965
Validation 17.919

RF∗ 10 Training 8.318
Validation 17.060

20
18

SVM 30 Training 8.846
Validation 13.282

RF 30 Training 8.345
Validation 14.505

RF∗ 14 Training 8.127
Validation 14.585
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Figure 4.8 presents a comparison between SVM, RF∗ and GLM-W∗ in line plots, with 95 %

confidence intervals shown for GLM-W∗. Here, it can be seen that the predictions by all ML

algorithms tested, and specifically RF∗, is better than that of GLM-W∗. As already mentioned

and validated in Chapter 3, ML methods generally show better predictive capabilities than sta-

tistical models for most applications. However, taking a deeper look, it can also be seen that the

95 % confidence intervals of GLM-W∗ for both years include most of the predicted points by

the ML methods. For example, in 2017, the line of best fit and confidence band of GLM-W∗

only fails to capture the predictions by RF∗ in epidemiological weeks 24, 25 and 52. The ML

methods’ predictions for these few weeks, especially in the 52nd week, are mostly responsible

for the much improved MAE, thus making the metric unfairly biased. Also, even though RF*

performs better in the 52nd week, the observed value for this week is not reached by any of

the models because it is an outlier. A way to improve prediction for this week is to include

more data samples with such very high observed values to derive a suitable relationship based

on more examples. In other weeks in 2017, however, GLM-W∗ produces better or comparable

predictions. Specifically, in epidemiological weeks 19 to 21, 27 to 29, 44 to 46 and 48 to 51,

GLM-W∗ fits better.
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FIGURE 4.8: Observed and predicted values for SVM, RF∗ and GLM-W∗ — with 95 % confi-
dence intervals for GLM-W∗.
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FIGURE 4.9: Scatterplot of observed and predicted values for SVM, RF∗ and GLM-W∗ —
with 95 % confidence intervals for GLM-W∗.
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Figure 4.8(b) shows that in 2018, GLM-W∗ produced better fit in epidemiological weeks 1, 5

to 7, 9, 13, 28, and 29, and its predictions in the remaining other weeks compare very well to

ML. The overestimated prediction can explain the better MAE measure obtained by ML models

in this year by GLM-W∗ in the last observation week. Thus, as demonstrated, GLM-W∗, while

being less complex and more explainable, follows the observed value for, at least, as many

prediction points as the ML algorithms. Its confidence intervals include predictions by the ML

methods for most weeks — in 2017, 31 out of 36 weeks, and in 2018, 36 out of 40 weeks. This

makes it sufficient to provide an excellent statistical explanation of the mosquito population

count.

Furthermore, from the scatterplots presented in Figure 4.8, it can be seen that for both years

that, indeed, with the exemption of a few points, GLM-W∗ does produce a comparable model.

It is important to note that the explanability and intuitiveness of working with GLM makes

it useful in spite of the possibility quality compromise. This is specifically true in the case of

epidemiological application where variable importance and effects directionality are informative

for planning control activities. From the results which have been presented so far, GLM-W∗

offsets, or perhaps removes quality compromise one has to make for applying a GLM for the

specific problem case addressed in this study.

Table 4.5 presents a summary of the observed and fitted data: mean, median (Q2), minimum

(Min), maximum (Max), first (Q1) and third (Q3) quartiles. The mean and median values report

the balance of the model predictions while the Min and Max reveal how well the model captures

spikes and valleys of the observed data. In 2017, the predicted Max values by all GLMs are

better than what is obtained with SVM, and in moving from GLM (unweighted with log link

function) to GLM-W and finally to GLM-W∗ predicted Min is always improved. RF∗, however,

produces the best Max value prediction, as discussed above for the 38th week in Figure 4.8(a).

Another significant improvement that is obtained in 2017 from weighting our GLM before step-

wise selection with AIC is in the predicted minimum value. As a result, GLM-W∗ produces bet-

ter minimum predicted value than ML models and improves concerning the unweighted GLM.

RF and RF∗, on the other hand, overestimate the minimum value. In 2018, GLM-W∗ produced

better Min, Q1, median, and Max than RF, RF∗ and SVM. While the ML models produce the

best mean predictions, they significantly underperform in predicting the maximum observed re-

sponse variable, which corresponds to the first week of this year (cf. Figure 4.8(b)). GLM-W∗

is the only model that makes an adequate prediction in this week.

4.5 Discussion

Environmental variables affect Ae. aegypti population directly and indirectly. Temperature, for

example, has been shown to foster faster development of immature forms into adult mosquitoes [45],
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TABLE 4.5: Summary of the observed and fitted data (all GLMs fitted with log link function).

Min Q1 Q2 Mean Q3 Max

20
17

y 11.00 27.75 50.50 59.33 77.50 262.00
GLM 1.23 23.04 38.92 44.94 60.21 117.61
GLM-W∗ 9.48 21.58 39.72 45.09 58.98 132.95
SVM 7.51 35.79 54.96 54.27 70.92 107.15
RF 21.27 41.58 56.46 58.60 68.63 159.06
RF∗ 17.64 36.40 54.66 58.07 68.68 163.08

20
18

y 18.00 27.75 36.50 48.95 50.50 190.00
GLM 6.51 27.68 38.74 55.57 57.16 358.96
GLM-W 3.24 27.68 39.48 60.50 57.53 587.05
GLM-W∗ 11.63 28.79 37.79 57.00 71.25 204.63
SVM 22.97 33.46 37.78 46.47 53.35 105.92
RF 28.54 34.85 38.72 48.69 53.07 120.74
RF∗ 28.89 33.57 38.21 48.51 52.71 126.70

whereas precipitation influence the availability of breeding sites for the reproduction of the

species, which could lead to a delayed increase in the population after rainy periods [133]. At

the same time, higher temperatures increase evaporation, thereby enhancing humidity, which

has been associated with increased feeding activity, survival, and egg development [134]. Land

cover and vegetation can increase humidity, whereas decreasing land surface temperature, hav-

ing indirect effects on vector dynamics [135].

[136] used a generalized additive model applied to adult mosquito data from a subtropical city

and found that despite being associated to an increased development of the vector, humidity

levels above 79 % presented negative correlation with vector population. This was explained

as accounting for specific conditions presented in the area where data were collected, which

had higher humidity when the temperature was lower, suggesting that temperature had a more

substantial effect on vector survival. Thus, the relationship between Ae. aegypti and the envi-

ronment may depend on complex interactions and correlations among the variables, which can

affect the vector ecology differently, depending on their range. Here, we conduct sensitivity

analyses to understand these complex relationships for the city of Vila Velha in the same vein.

Our previous analysis shows that GLM-W∗ is a good model for predicting the population of

Ae. aegypti in Vila Velha. The advantage of using a GLM against ML (RF or SVM) is that

it provides equations with which the model can be understood by public health managers and

integrated into real-life public health systems. Table 4.6 shows the fitted models for the two

years under analysis.

In 2017, NDVI-U made the highest positive contribution to the Ae. aegypti population. Also,

NDWI-R1, NDVI-R2, and NDWI-U2 showed positive influence. The greatest negative influence

on the vector population is by TempN-U. In 2018, NDWI-R1 and NDWI-U1, respectively, made

the highest and second-highest positive contributions, while NDWI-R2, NDWI-U2 and NDVI-

R1, in that order, made the highest negative contributions. We see in both years that all selected

NDWI (humidity proxy) variables have a relatively strong influence on the predicted responses.

For instance, NDWI-R1 maintains a very strong positive influence in both years. In general, the
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TABLE 4.6: Fitted models for µ̂ = exp
{
β0 +

∑k
j=1 βjxj

}
(a) Parameters for 2017

βj xj

−15.828
0.188 Prec-R
0.213 TempD-R1
0.286 TempD-U
8.924 NDVI-R2
9.384 NDWI-R1

11.019 NDWI-U2
14.379 NDVI-U
−0.180 TempD-U2
−0.180 Prec-U
−0.233 TempN-U

(b) Parameters for 2018

βj xj

−14.491
0.169 TempD-R1
0.598 TempN-R2
6.649 NDWI-U1
8.200 NDWI-R1
−0.063 Prec-R1
−0.171 Prec-R
−0.233 TempN-R
−0.251 TempN-U1
−9.350 NDWI-U2
−11.379 NDVI-R1
−0.267 TempD-R2
−13.924 NDWI-R2

equation coefficients, βj , show that the humidity variables in Vila Velha are the most influential

on Ae. aegypti population in both years.

The literature corroborates these results. For instance, [137] compared adult Aedes mosquito

data collected over 12 weeks to oviposition data collected in the same period and around the

same points. This study also utilized the sticky cards MosquiTraps® for adult Aedes population

surveillance. The data were correlated with temperature and precipitation obtained from meteo-

rological weather sources, showing positive contributions from temperature and adverse effects

from precipitation on the adult vector population. Our study shows the same effect in Vila Velha,

as revealed by Table 4.6. For example, we see that Prec-U and Prec-R — the non-lagged “ur-

ban” and “rural” surface precipitation variables — are both selected as informative variables.

This highlights the effect of instantaneous precipitation on the mosquito population, even across

different control actions regimes. Cumulatively, there are more negative influences among pre-

cipitation variables selected in both years. This agrees with the results from Ref. [137], in which

the authors explained that MosquiTraps® capture more mosquitoes in the dry season probably

because they compete with other potential breeding sites that were filled with water in the rainy

period.

In consonance with these effects, our results show that TempD-R1 and TempD-U both have a

positive influence on the vector population, regardless of differing vector control conditions.

The results in also shows the positive effects of temperature on the efficiency of adult vector

population growth.

A model-based fully on EO data makes it possible to account for microclimatic (“urban” vs

“rural”) effects. Our results show that a significant number of rural variables — six out of

ten in 2017 and nine out of fourteen in 2018 — are selected as part of the most informative

groups in both years of our study. Perhaps the reason for this is that rural variables do not suffer
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too much variation during the day, and are less susceptible to the volatility of urban surface

conditions. Using this knowledge, operational surveillance and control action systems, including

MI-Aedes®, can scale their impact by relying on freely available and globally consistent EO data

sources, and, by this, can also use rural surface variables to improve the information available

to their models.

Public health managers will have the GLM equation(s) at hand, so they will not need weekly

complete mosquito data to make forecasts. Hence, the models can be used to plan control ac-

tivities without full mosquito data. This is quite a common practice. For example, in many

Brazilian municipalities, including Vila Velha (as reported by Ecovec), surveillance activities

are performed by larvae surveys. which are very time and cost intensive. The costs of opera-

tional surveillance programs can be roughly cut by a half by alternating weekly planning control

activities and trap inspections. The model(s) presented here may be used in such situations.

Another limitation is the generalization of the models. The variable coefficients, βj , we ob-

tained for Vila Velha are not generalizable into all areas since they depend on environmental

conditions that change in different climate zones. Future studies can, however, investigate how

well these coefficients, βj , generalize to other municipalities with similar meteorological and

climatic profile as those in Vila Velha.

4.6 Chapter conclusions

This chapter introduces a Poisson GLM to model the temporal relationship between adult Ae.

aegypti population and relevant biotic and abiotic environmental variables, such as precipitation,

temperature, humidity, and vegetation condition. The quality of the model improves its ability

to fit the data, its robustness, and its interpretability, With respect to the RF-based approach

presented in chapter 3.

This model has been applied to explain the effects of the environment of vector population across

two different control regimes. This type of analysis may improve the control actions by local

authorities. Moreover, the meaning of the model equation coefficients is intuitive and can be

used to improve planning and resource allocation with the aim of a more efficient surveillance.



Chapter 5

Dengue Vector Population Forecasting
using Multi-source Earth Observation
Products and Recurrent Neural
Networks

5.1 Introduction

Chapters 3 and 4 have explored ways to model and understand the interaction among envi-

ronmental variables and Ae. aegypti mosquito counts in the temporal domain. Other studies,

including [42, 54] and [53], have performed similar studies in either the temporal or the spatial

domain. However, none of these studies combine these two dimensions into a single pipeline,

i.e, nine of the performs a real spatio-temporal modeling. Finally, these studies are all devoted

to “nowcasting”, as opposed to forecasting, and only at the municipality level.

In this chapter, a first attempt is proposed at a time series Ae. aegypti forecast (one-week-ahead),

which is spatially disaggregated at the neighborhood (urban block) level. To this aim, the same

freely available EO satellite image products as in Chapters 3 and 4 are used for the estimation

of the environmental features of interest. Forecast models, as opposed to nowcasting models,

serve to enable operational disease outbreak surveillance systems to anticipate and better plan

for future disease spread events.

Specifically, the above mentioned model is obtained starting from state of the art models, rou-

tinely applied to e.g., economics [138], weather, and environmental state predictions [139].

Some of the most frequently used algorithms include autoregressive moving average models

(ARMA), autoregressive integrated moving average models (ARIMA) [140], random forest, and

70
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more recently neural and deep learning networks [141]. Among the last class of approaches, Re-

current Neural Networks (RNNs) [142, 143] has been used for sequential data modeling, and

show great capability to capture multivariate non-linear interactions in data sequences [144].

However, RNNs suffer from the problem of vanishing and exploding gradients over long se-

quences [140]. As a result, long short-term memory (LSTM) [145] and gated recurrent unit

(GRU) [146], which are variants of RNN designed to mitigate these setbacks, were designed.

They have found successful application in many fields, e.g., machine translation [147], speech

recognition [148], and other time series forecasting tasks [141]. Recent state-of-the-art applica-

tions consider the use of LSTM and GRU in an encoder-decoder fashion [141]. All these works

suggest that using RNNs (with LSTM and GRU) could be an efficient way to tackle the problem

at hand.

Accordingly, the research question in this chapter is whether an accurate geographically dis-

tributed time series prediction for Ae. aegypti numbers at the neighbourhood level is possible

using EO data as inputs and using RNNs. To try and find an answer, we start from the analysis

in [149], which shows that in a group of concurrent mosquito population time series data in a

specific area, and over a sufficient amount of time, there exist multiple subgroups (or clusters) of

temporally homogeneous time series in different spatial points. The results from that study show

that the temporal data distribution within the same cluster can be approximated as a single signal,

the centroid (or mean) of this cluster. Leveraging this technique, the problem of neighborhood-

level vector population modeling has been split into two steps: (i) finding vector population

time series clusters along the spatial axis obtaining their mean time series, and (ii) deriving a

model of the obtained means using environmental information at the neighborhood-level from

free EO products. Point (i) is achieved using the K-means clustering algorithm, and point (ii)

using RNNs.

5.2 Background on RNNs

Unlike feed forward neural networks, RNNs are a kind of neural networks with loops, which

allow them to learn sequential dependency in data. Given X = (x1, x2, . . . , xT ) with xt ∈ Ru as

input independent covariate features, a simple RNN can be expressed as follows:

ht = f(ht−1, xt), (5.1)

where ht ∈ Rv is the hidden state at time t, and v is the number of hidden units which is an

hyperparameter to set.

Due to the problem of vanishing gradients RNNs, the function f is estimated using LSTMs [145].

An LSTM maintains a hidden state, ht, and a memory cell state, st, that are updated at every
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time step, and used to determine the output at that same time. At each time step, the access to

st is controlled by three sigmoid gates: forget gate ft, input gate it, and output gate ot. The

mathematical formulations of these gates and the resulting ht and st are summarized as follows:

ft = σ(Wf [ht−1; xt] + bf ),

it = σ(Wi[ht−1; xt] + bi),

ot = σ(Wo[ht−1; xt] + bo),

st = ft � st−1 + it � tanh(Ws[ht−1; xt] + bs),

ht = ot � tanh(st),

(5.2)

where [ht−1; xt] ∈ Rv+u is a concatenation of the previous hidden state ht−1 and the current

input xt; Wf , Wi, Wo, Ws ∈ Rv×(v+u), and bf , bi, bo, bs ∈ Rm are learnable weight and

bias parameters, respectively; σ, tanh and � are the logistic sigmoid activation function, the

hyperbolic tangent function, and the Hadamard product, respectively.

5.3 Methodology

5.3.1 Notation and Problem statement

Let’s consider a database of concurrent time series of Ae. aegypti mosquito population collected

using M mosquito traps: Y = {y(1), y(2), . . . , y(M)}, with y(m) ∈ RP , where P is the obser-

vation period (e.g., the number of weeks in case of weekly monitoring), is the vector of data

collected at the m-th mosquito trap, i.e. y(m) = (y
(m)
1 , y

(m)
2 , . . . , y

(m)
P ). Instead, let’s denote

yt = (y
(1)
t , y

(2)
t , . . . , y

(M)
t ) the vector of mosquito numbers collected at all M traps in a partic-

ular t-th week.

Now, let’s partition Y into K clusters of time series C = {C(1), C(2), . . . , C(K)} with means

(i.e., cluster centroids) {c(1), c(2), . . . , c(K)}, c(k) ∈ RP . The clusters form a partition of Y , i.e.,

C(k) ⊆ Y, (k = 1, 2, 3, . . . ,K),∩Kk=1C
(k) = ∅ and ∪Kk=1C

(k) = Y . We present details of the

clustering algorithm in Section 5.3.3.

Finally, let’s consider N environmental variables (or proxies to them extracted from EO data),

whose measure are available for the same P time instants in the M locations of the mosquito

traps. Let’s denote the whole set of values of these variables as V ∈ RN×M×P . By clustering V
according to the partition of Y , V is reduced to X ∈ RN ·K×P , where X = {x(1), x(2), . . . , x(N ·K)},
and x(i) ∈ RP . Eventually, let xt ∈ RN ·K be the set of mean values of the environmental vari-

ables for each cluster at the time instant t, i.e. xt = {x(1)(t), x(2)(t), . . . , x(N ·K)(t)}.
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Using a temporal window of size T � P , we formulate our forecast model as a nonlinear

autoregressive exogenous model (NARX):

ĉt = F ([ct−T , . . . , ct−1]; [xt−T , . . . , xt−1]), (5.3)

where “;” denotes the time point concatenation, and, as before, k = 1, 2, . . . ,K. F (.) is selected

to be an LSTM model (see Section 5.3.2). The model output ĉt ∈ Rk is a vector of the forecast

values of mean mosquito population for the k clusters in the t-th week based on T trailing

autoregressive (vector population) and exogenous (environmental conditions) components.

5.3.2 Adaptation of RNNs for this work

For this study, an encoder-decoder LSTM [150] architecture is applied due to its recorded suc-

cess in many applications including time series forecasting. The encoder is an LSTM which

encodes the input sequence, ct−T , . . . , ct−1 and xt−T , . . . , xt−1 within a time window of length

T , into a learned representation ht ∈ Rv and memory cell state st ∈ Rv is the encoder out-

put size. For time series prediction tasks, the decoder is usually a stack of LSTM and a fully

connected (dense) neural network with a non-linear activation. The decoder LSTM takes ht as

input, copies it over the length of T , and generates the decoder hidden state dt. The fully con-

nected layer takes dt as input and produces ĉt. For this study, a fully connected layer (dense)

with a rectified linear activation function (ReLU) [151] is added on top of the decoder LSTM to

map the output of the LSTM to a vector of forecast mosquito populations. Figure 5.1 illustrates

this adapted encoder-decoder LSTM.

Considering a window of size T and subwindows of size P such that T � P and T mod P =

0, the model is:

ht = f1([ct−T , . . . , ct−1]; [xt−T , . . . , xt−1]), (5.4)

dt = f2(ht), (5.5)

ĉt = ϑ(Wddt + bd), (5.6)

where Wd and bd are learnable parameters of the decoder fully connected layer, and dt and yt
are the decoder hidden state and model output for time t prediction, respectively; f1(.) and f2(.)

are the encoder and decoder LSTMs, respectively; ϑ is the ReLU activation function, which is

defined for an arbitrary input x ∈ R as:

ϑ(x) = max{0, x}. (5.7)
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FIGURE 5.1: Architecture of our adapted encoder-decoder LSTM. The encoder output ht is
replicated into T copies to feed each time point of the decoder. The dense layer maps the
decoder output to the desired prediction output. “;” signifies concatenation; T is the size of a
temporal window; ct is the predicted output vector at time t; xt−1 is a vector of the EO covariate

features at time t− 1.

The choice of the ReLU activation for the model output layer is justified by the need to produce

positive real number output predictions i.e ĉ(i)t ∈ R+ ∀ ĉ(i)t ⊆ ĉt, since it is impossible to have

negative mosquito vector population values.

5.3.3 Time series clustering

The clustering applied to the set of mosquito trap records Y is implemented by means of the

standard K-means algorithm with Euclidean distance. This algorithm is simple to implement

and converges fast [152, 153].

Still, due to the unsupervised nature of clustering, there is the need to determine the optimal

number of clusters K. The goal is selecting K to minimize the total intra-cluster variation,

also known as total within-cluster sum of square variation or distortion. To this aim, the elbow

method [154] is applied. The resulting set of distortions is then plotted, the “optimal” K is

selected as the “sweet spot” where there is a bend (“elbow”) in the curve indicating a significant

reduction in the gradient of the distortion with respect to K. The distortion is computed as as:

J =

K∑
k=1

M∑
m=1

∥∥y(m) − c(k)
∥∥2, (5.8)
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5.3.4 Random forest model for benchmarking

To prove their significance, the results of this work will be compared to those by using multi-

output Random Forests (RF) is fitted as a baseline NARX (following eq. (5.3)). However, due

to the non-recurrent nature of RF, it is not possible to consider the sequential ordering of lagged

environmental effects within the considered time window T . Hence, they are concatenated them

into a single vector, ignoring their temporal ordering. The number of trees is set to the commonly

selected value of 500 (e.g., as in Sections 3.4.1 and 4.3.4).

5.4 Materials

5.4.1 Study area and field data

This research is based on MI-Aedes® collected adult Ae. ae gypti mosquito counts collected in

the towns of Vila Velha and Serra in Espı́rito Santo State (region), Brazil. Vila Velha is between

latitudes 20°19′ and 20°32′ South, and longitudes 40°16′ and 40°28′ West. It covers a total

area of 209.965 km2, and has an estimated population of 486, 208 people. Serra is between

latitudes 20°7′ and 20°12′ South, and longitudes 40°18′ and 40°30′ West. It covers a total area

of 553 km2, and has an estimated population of 507, 598 people. Both towns are about 40 km

apart. Figure 5.2 presents their geographical locations.

FIGURE 5.2: Geographical location of the considered study areas: Vila Velha and Serra

These locations are very relevant to dengue risk mapping. Indeed, in 2019 the Espı́rito Santo

state verified 63, 847 dengue cases, with an incidence of 1588.8 per 100, 000 inhabitants. Vila

Velha had 6, 557 of those cases (1, 348.6 per 100, 000 inhabitants), which is far greater than the

epidemic threshold.



76

For this study, in Vila Velha, data for weeks corresponding to years 2017 and 2018 (Batches 1

and 2 in Table 3.1) are applied. As already mentioned in Section 3.2, these data contain mosquito

counts collected weekly with 791 MosquiTRAP® devices.

In Serra, corresponding data also for years 2017 and 2018, spanning 27/04/2017 to 06/12/2018,

and which are collected with 1127 devices. All the mosquito traps in both locations are placed

at least at 250 m apart. Data were acquired on site weekly by a team of trained field work-

ers by inspecting the sticky cards set inside each trap. Ae. aegypti mosquitos were identified,

counted, and their presence and number registered using the MI-Aedes® framework which has

been detailed in Section 3.2.

Also, as a result of the control activities optimization performed at the start of year 2018 in both

locations, the data collected are divided into two temporal regimes: 2017 and 2018. In Vila

Velha, the data for 2017 spans from 10/04/2017 to 31/12/2017 (epidemiological weeks 15 to

52, 36 weeks), while the data for 2018 spans from 02/01/2018 to 05/10/2018 (epidemiological

weeks 1 to 40, 40 weeks). In Serra, the data for 2017 spans from 27/04/2017 — 30/12/2017 (epi-

demiological weeks 17 to 52, 36 weeks), while the data for 2018 spans 05/01/2018 to 05/10/2018

(epidemiological weeks 1 to 49, 40 weeks). Note that weeks 7 and 8 for year 2018 were not

provided.

To pre-process the data, traps missing data even for just one of the weeks, or with zero mosquito

reported in all weeks, were filtered out. This resulted in a final set of 193 and 325 trap records in

2017 and 2018, respectively, out of the initial 791 points in Vila Velha. Similarly, in Serra, the

final set includes 567 trap records in 2017 and 95 in 2018. To reduce“data noise” in the obtained

series from each retained trap, an exponential moving average filter with a span of five weeks

was applied to the records.

5.4.2 Environmental variables from EO data

This study leverages the same freely available EO products as with other studies focusing on

the same theme which have been presented in Chapters 3 and 4. Specifically, for the purpose

of recall, MODIS dataset are used to obtain humidity, vegetation, and temperature while the

Global Precipitation Mission data (GPM) is used to obtain precipitation information. MODIS

MOD13Q1 data product is used for vegetation and humidity information while MODIIA2

is used for temperature information (day and night-time temperatures). The details of these

MODIS products are already presented in Table 1.2, while the specifications of GPM data prod-

uct has been introduced in Section 3.2. In line with the requirement for a spatio-temporal study,

all data are resampled (by nearest neighbor) to a common resolution of 250 m which is the min-

imum distance between neighbouring mosquito trap locations and also the native resolution of

the highest spatial resolution data product used (MOD11A2).
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5.4.3 Data extraction and transformation

Since the approach is supervised, there is the need to select training and validation samples. In

this research, this step was performed after the clustering, because the forecast model is applied

(see eq. (5.3)) to the cluster representative values.

Therefore, for each cluster the average values of the environmental covariate features at each

point in time (xt) were computed by averaging the EO proxy values in the locations of the traps

assigned to that cluster. Moreover, since the EO data have a different temporal sampling than

the mosquito counts, their temporal records were interpolated using a cubic spline interpola-

tion [155]. Specifically, both NDVI and NDWI data which are available every two weeks were

interpolated to obtain weekly values.

The mosquito count records for each cluster, per time point, were randomly spatially subdi-

vided into two sets: one for training, and the other one for model testing. Accordingly, the

ct−T , . . . , ct−1 vectors in eq. (5.3), were estimated using only the training set in the training

phase, and the test set in the model testing phase.

Finally, the resulting training data (target and predictor variables combined) is then randomly

subdivided along time to extract 20 % of the time-points to be used for validation of the model

during training.

5.5 Experimental Results

5.5.1 Training procedure

The model was trained for one-week-ahead Ae. aegypti population prediction starting from T

training populations (autoregressive component) and environmental condition features (exoge-

nous component). As a result, we obtained predictions starting at t = T + 1.

The adaptive learning rate optimization algorithm (Adam) [156] was selected to train the neural

network with a learning rate of 0.001. The objective function for parameters learning through

backpropagation was set to the mean absolute error (MAE) loss [141]. A dropout rate of 0.2

was used in the decoder to avoid overfitting, and a batch size of 1 because the data set is not

too large. All the models were trained in 100 epochs, and the model with the best validation

accuracy was selected and saved.



78

5.5.2 Parameter Settings

The three key parameters required in an encoder-decoder LSTM are: (i) the temporal window

size T , (ii) the encoder h output vector size, and (iii) the decoder d output vector size. For

simplicity, as in Ref. [141], both the encoder and the decoder (h ∈ Rv 3 d) use a single layer

each, i.e., their output size is v. We considered the window size T as one of the three possible

values {3, 6, 9 }, while the value of v is selected from the set {16, 32, 64, 128 }.

5.5.3 Clustering results

To address the stability problem of the K-means clustering method, the elbow plot is obtained

as the average of 20 repetitions over the sequence 1 ≤ K ≤ 14. Figure 5.3 shows the piecewise

approximated first derivatives of the resulting K-means elbow plots in Vila Velha (Figures 5.3(a)

and 5.3(b)) and Serra (Figures 5.3(c) and 5.3(d)) in both years. In Vila Velha, beyond K = 6,

there is no significant jump in the derivative, hence we chose K = 6 as optimal elbow point

in that location in both years. For Serra, on the other hand, K = 5 is the optimal elbow point

which is chosen for both years. The clusters are derived and labeled such that the 6 clusters

in Vila Velha are labelled Cluster 1A–6A in 2017 and Cluster 1B–6B in 2018. The A and B

suffixes of the cluster labels are codes for years 2017 and 2018, respectively. Following the

same convention, Cluster 1A–5A and 1B–5B representing the 5 clusters for both years in Serra

are also derived.

The line plots of Figure 5.4 show the mosquito population temporal patterns for each result-

ing cluster for each year and location. Different clusters are differentiated by their temporal

distribution and range (see the y-axes of plots). In an epidemiological sense, periods of max-

imum spikes are indicative of highest possible disease outbreak risks. In each case presented

in Figure 5.4, the K-means clustering has helped to identify underlying common patterns that

describe the vector development activity at the different neighborhoods where trap observations

have been carried out.

Furthermore, it is seen from Figure 5.4 that in spite of the inter-cluster temporal pattern differ-

ences, there are similar patterns in sub-sequences across multiple clusters and locations. Such

similarities correspond to weeks of typical macro-climatic effects at municipal and regional

levels. By the hypothesis of vector population dependency on abiotic and biotic environmen-

tal effects, differences in temporal patterns of the cluster centers correspond to differences in

micro-climatic effects which differ across clusters, and are shared within the same cluster.

A micro-climate is a local set of atmospheric conditions that differ from those in the surrounding

areas. In Vila Velha, in 2017, local peaks can be observed in the neighborhood of observation
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FIGURE 5.3: Numerical first derivatives of the elbow plots for selecting the optimal number of
k-means clusters in 2017 and 2018. The plots show that k = 6 is the elbow point in both years

in Vila Velha, while k = 5 is the elbow point in both years in Serra.

weeks 13, 21, 29, and 38 (corresponding to epidemiological weeks 27, 35, 43 and 52, respec-

tively). For each cluster, however, the range and duration of the peaks differ. In 2018, the

population of the mosquitoes is always decreasing between observation (and epidemiological

weeks) 1–9 for all clusters. There are spikes with local peaks in the neighborhood of week 25

in clusters 3 and 6. For Serra, in 2017, we have local peaks in the neighborhood of observation

weeks 18, 28 and 32 (epidemiological weeks 34, 44 and 48, respectively) for all clusters.

Common patterns are also observed among some subsets of clusters. For example, all clusters

except 2A exhibit increasing vector population between observation weeks 6–16. Still in Serra,

in 2018, Clusters 4B and 5B exhibit different patterns all through the year with respect to the

other clusters that are always close to zero. Inter-cluster similarities per location can be attributed

to municipality-level macro-climatic effects.

We also see patterns that are common to both Vila Velha and Serra. For example, in 2017 there

are local peaks in the neighborhood of epidemiological weeks 34–36 and 43–44 in both test

locations. These similarities can be attributed to regional macro-climatic effects.
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FIGURE 5.4: Mean temporal distribution for clusters obtained in both years.

The similarities– at municipality and regional levels– only exist in pockets of time duration,

as shown in Figure 5.4. This result reveals the strengths and weaknesses of municipality-level

modeling like the one obtained in [54] and [53], and especially for the studies presented in

Chapters 5 and 4 which both use the same data in Vila Velha as in this study. While such

municipality-level models can capture general trends that are common to most clusters, they do

not provide detailed information across different clusters. In areas where the trends in all clusters

are similar, then, perhaps, a municipality-level model can be sufficient. Otherwise, there is the

need for a disaggregated approach like the one presented in this study for better inference at

neighborhood-level.

Figure 5.5 presents boxplots of the vector population series for the derived clusters in both

test locations. In the epidemiological sense, minima, maxima, and inter-quartile ranges (IQR)

provide a risk profile summary of the component points of each the cluster. Higher maxima mean

higher risk exposure at peak periods, while the minima are the lower bounds of the risk exposure

in the locations considered. The IQRs describe the pattern variability of the risk exposure in the

considered time. In Vila Velha, Cluster 6A has the highest maximum and variability in 2017,

which Clusters 1A and 2A come from low risk locations. In 2018, cluster 5B has the highest

maximum and variability. In Serra, Cluster 3A has the highest maximum in 2017, while cluster
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5B has the largest IQR maximum in 2018. Also, Cluster 2A has the highest minimum in this

same location in 2017.
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FIGURE 5.5: Descriptive statistics of the resulting female Ae. aegypti traps data cluster means.

These inter-cluster differences in environmental variables and vector population suggest that the

clustering process has achieved the useful aim of finding homogeneous trap locations: separating

the trap points into clusters of different temporal patterns and disease risk profiles.

Figure 5.6 presents bar plots showing the number of traps in all the derived clusters in both study

location. Looking at this figure alongside Figure 5.5, it can be seen that most of the trap points

are in low risk locations, i.e places where the variability and maximum value reached by the

mosquito population are not high. For instance, in Vila Velha, Cluster 6A which has the highest

maximum and variability in 2017 has the lowest number of points while Clusters 2A which is

the lowerst risk cluster has the highest number of points. This same trend can be seen in the

other clusters obtained for both locations.

Figure 5.7 presents the location of the points along with color indicators showing the clusters

they belong to. It can be seen that trap points in the same cluster are not necessarily geographi-

cally collocated, as is also the case in the results presented in [149].

We examined cluster membership of points common to both years to understand the spatial re-

lationship between clusters obtained in different years in the same location. We used the overlap
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FIGURE 5.6: Bar plots of number of traps in each cluster for each year.

coefficient (OC) [157] to measure spatio-temporal similarities, i.e, the number of common traps

contained between every possible cluster pair across both years in the same location:

OC(CiA, C
j
B) =

|CiA ∩ C
j
B|

min(|CiA|, |C
j
B|)

, (5.9)

where CiA and CjB are the sets of mosquito trap points in the i-th and j-th clusters in 2017 and

2018, respectively, in the same location, after filtering all clusters to retain only traps that exist

in both years. In Vila Velha, among the 193 and 325 trap points analyzed in 2017 and 2018,

respectively, there are 128 traps which are common to both years. In Serra, among the 567 and

95 trap points analysed in 2017 and 2018, respectively, there are 59 traps which are common to

both years.

The spatio-temporal similarities are presented in form of similarity matrices in Figure 5.8. The

results for Vila Velha (c.f. Figure 5.8(a)) are discussed in the rest of this paragraph. The highest

risk clusters in both years in this location – Clusters 6A and 5B – have an OC of 0.64, which is

the highest similarity value obtained in the matrix. This is evidence that there is high correlation

between the set of traps with high risk in both years. Also, as shown by their zero OC values

with four out of the remaining five clusters, the annual highest risk clusters are decoupled from

the lower risk clusters. From an epidemiological standpoint, this is evidence of continuity in risk
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FIGURE 5.7: Mosquito trap points color-labelled according to the clusters they have been
assigned into. In the background is OpenStreetMap™ view of the study areas: Vila velha and

Serra.

level across different control regimes, also showing that the micro-climatic effects that drive the

local vector population at these high risk points exhibit some robustness to the control measures

that have been applied. In addition, Cluster 2A – the one with lowest risk – has its highest

OC of 0.57 with both Clusters 2B and 6B, and its lowest OC of 0.17 with Cluster 3B. As

presented in Figure 5.5(b), these clusters (Clusters 2B and 6B) are always low risk throughout

the observation period, indicating that that they contain significant amount of the low risk points

from Cluster 2A. Since Cluster 3B in Vila Velha is the second highest risk cluster considering

the IQR, its low intersection with Cluster 2A (Vila Velha’s lowest risk cluster in 2017) is in line.

Clusters 1A and 2B, both of relatively low risk in both years, have an OC of 0.44.

In Serra, there are only 59 common traps points in both years. The similarity matrix is subse-

quently sparse (see Figure 5.8(b)). A significant amount of the sparse relationships in the matrix

involve Clusters 5B and 6B, which contain only one trap each and are, thus, unreliable for the

kind of analysis conducted here. In spite of the sparseness of the matrix, we still see that Clus-

ters 1A and 3B – the lowest risk clusters in both years – have an OC of 0.77. Also, Clusters 3A

and 2B have an overlap coefficient of 0.67. Since Cluster 2B is a high risk cluster in 2018, if

we ignore 4B and 5B which contain single trap points each, athere is again a coupling between



84

high risk points across years and control regimes. These results further point to evidences of

continuity in the risk level of the trap points even across different control regimes. Key actors

in vector surveillance and control can use the information provided by this similarity matrix for

neighborhood-level understanding of control activities effects.
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FIGURE 5.8: Matrix of similarity in set of trap points contained in cluster pairs (each from
different years). The similarity is measured by overlap coefficient (OC).

5.5.4 Model results

Table 5.1 presents the quality of the models resulting from the grid search for the optimal tem-

poral window size T . Based on these data, we chose T = 3 as the optimal temporal window in

both locations. This result is supported by Refs. [158, 159] which shows that the development

cycle of Ae. aegypti from egg to adult ranges between one-and-a-half to three weeks. The envi-

ronmental conditions during this development period determine the transition rate of the eggs to

adult. The annual best models in both locations are used in all further experiments.

TABLE 5.1: Comparison between mean absolute error (MAE) loss for all models with respect
to the temporal window size with a constant learned representation vector size; v = 16 is the
learned representation size, while T is the temporal window size considered for each prediction.

Vila Velha Serra

T ⇒ 3 6 9 3 6 9

20
17

Training 0.3117 0.3392 0.4926 0.2254 0.1509 0.2451
Validation 0.4627 0.1810 0.3745 0.1985 0.3275 0.2729

Test 0.6120 0.6450 0.7565 0.4048 0.4703 0.5889

20
18

Training 0.1407 0.2067 0.2762 0.2738 0.7999 0.2642
Validation 0.1998 0.4516 0.3395 0.2407 0.8574 0.3151

Test 0.3600 0.4624 0.4602 0.4418 0.9028 0.5372

Table 5.2 presents the quality of models resulting from the grid search for optimal learned rep-

resentation size with T set to 3. This table shows that in Vila Velha, the learned representation

size v = 128 produces the best quality on the test data in 2017, while v = 16 produces the

best quality in 2018. In Serra, v = 64 produces the best quality on the test data in 2017, while

v = 32 produces the best quality in 2018.
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The search for learned representation size is a standard practice with fitting encoder-decoder

neural network, and its result does not have a direct epidemiological bearing. However, it can be

seen that the best models obtained in 2017 in both locations require higher values of v compared

to their 2018 counterparts. This is because the 2017 field mosquito data contain patterns with

more variability than 2018 due to an improvement of control activities (see Figures 5.4 and 5.5).

TABLE 5.2: Comparison of MAE for models with respect to varying learned representation
vector size for T = 3. The learned representation is the encoder output; v: learned representa-

tion size

Vila Velha Serra

v Year⇒ 2017 2018 2017 2018

16 Training 0.3117 0.1407 0.2254 0.2738
Validation 0.4627 0.1998 0.1985 0.2407

Test 0.6120 0.3600 0.4048 0.4418

32 Training 0.2637 0.1501 0.1880 0.2652
Validation 0.4774 0.1975 0.2456 0.1817

Test 0.6274 0.4126 0.4231 0.3986

64 Training 0.2841 0.1781 0.1630 0.2459
Validation 0.4765 0.2231 0.1472 0.3632

Test 0.6203 0.3816 0.3984 0.4329

128 Training 0.2802 0.1808 0.2266 0.6732
Validation 0.3880 0.3189 0.2244 0.8454

Test 0.5767 0.4038 0.4440 0.5794

Figure 5.9 presents the line plots comparing the best LSTM models with the benchmark RF

model on training (validation inclusive) and test data in both years. Figure 5.10 present scatter-

plots comparing both models with respect to their fitness to test data. Spikes in the line plots are

indicative of increasing rate of vector population. From an epidemiological standpoint, these

spikes are proxies to increasing risk of diseases occurrence in neighborhoods around the clus-

ter component trap points. Hence, forecasting such spikes will serve well as disease outbreak

early warning signals. Dips in the line plots, contrarily, are indicative of low rates of vector

population. The ability to forecast dips correctly in all clusters is also important since it may

lead to better resource allocation through the redeployment of control resources from areas with

predicted dips to areas with predicted spikes.

In further experiments, the resulting best LSTM models from Table 5.2 were compared with

their corresponding baseline RF models; Table 5.3 shows the results. In Vila Velha, LSTM

performs approximately 13 % better than RF on test data in both years. In Serra, LSTM produces

an improvements of approximately 17 % and 15 % in 2017 and 2018, respectively. It is worth

recalling at this point that LSTMs leverage the sequential ordering input data in the learning

process. This is especially useful for learning lagged contributions of predictor features along

time. Our results here show significant quantitative evidence of the need for this property of

LSTMs for the specific use case addressed in this study.
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FIGURE 5.9: Line plots comparing observed and predicted values for LSTM and RF models in
2017 and 2018. Validation data points are inserted into their time positions among the training

data. Obs: Observed.
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TABLE 5.3: Comparison of MAE for best LSTM and RF in both considered years.

Vila Velha Serra

Model Year⇒ 2017 2018 2017 2018

LSTM Training 0.2802 0.1407 0.1630 0.2652
Validation 0.3880 0.1998 0.1472 0.1817

Test 0.5767 0.3600 0.3984 0.3986

RF Training 0.3203 0.1978 0.2236 0.2168
Validation 0.1800 0.2511 0.1644 0.3644

Test 0.6599 0.4128 0.4636 0.4808

Figures 5.9(a) and 5.9(b) present the line plots of both LSTM and RF models on training data

in Vila Velha across the two observed years. LSTM overestimates the observed training data in

observation weeks 9–34 and in Cluster 1A (Figure 5.9(a)), but still follows the observed trend.

RF does not show such overestimation. RF underestimates the observed values in the neighbor-

hood of observation weeks 4–9 in that same cluster, and overestimates around these same weeks

in the remaining clusters. LSTM, however, fits the data well in that period. Also, both LSTM

and RF fail to reach the observed data value in week 36 in Clusters 1A–5A, but LSTM signifi-

cantly performs better in that week in Cluster 1. In 2018 (Figure 5.4(b)), RF underestimates the

observed data around observation weeks 4–6 in all clusters, except in Cluster 4B. LSTM, on the

other hand, fits well the data in these weeks in all the clusters, except in Cluster 5. Also, RF

underestimates the observed training data around weeks 9–14 in Cluster 4B, and overestimates

its prediction in this same period in Cluster 3B.

Still on Vila Velha, with regards to test data performance, in 2017, as presented in Figure 5.9(c),

both LSTM and RF do fit the observed test data well in Cluster 1 compared to the other clusters.

This can be attributed to the lower purity of this cluster, as can be inferred from the differences

between the training and test data temporal distribution (Compare Cluster 1A training and test

patterns in Figures 5.9(a) and 5.9(c), respectively). Nevertheless, for this same cluster, LSTM

still follows the trend (spikes and dips) of the vector population in weeks 9–14, 19–24, 31–36,

which is a total of 18 out of 36 weeks. RF, on the other hand, remains quasi-invariant in temporal

pattern all through the observation weeks.

These results show the robustness of the LSTM to clustering quality variations, which is a major

component of the framework proposed in this study. It is worth mentioning, however, that the

test results can be improved by improving the clustering procedure. In the other clusters, around

weeks 4–9, RF wrongly predicts a spike in Clusters 2A–5A, while LSTM performs better in

that period in the mentioned clusters. In epidemiological terms, overestimation (e.g wrongly

forecasting a spike) of vector population, as exhibited here by RF, can result in false outbreak

alarms.
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FIGURE 5.10: Scatterplots comparing observed and predicted values for LSTM and RF models
on test data.

Considering the test data performance in Vila Velha for year 2018 as presented in Figure 5.9(d),

RF underestimates the observed data around weeks 4–9 in all clusters. LSTM, however, fits the

observed data in all but Cluster 5B during these weeks. Another significant discrepancy between

RF and LSTM is around weeks 9–14 in Cluster 4B, in which RF significantly underestimates

the observed data, while LSTM produces a good fit.

Figures 5.10(a) and 5.10(b) compare the predicted data by RF and LSTM to the observed test

data with a scatterplot visualisation. Here, it is seen that LSTM follows the highest observed

values better than RF for all clusters in both years. Again, this is indicative for better capa-

bility to forecast possible disease outbreaks. LSTM also follows the lowest observed values

better in Clusters 2A–5A in 2017. In 2018, LSTM follows the lowest observed values better in

Clusters 3B and 4B.

In Serra, first we discuss the how the models perform on the training data in both years as

presented in Figures 5.9(e) and 5.9(f). In 2017, on the training data (Figure 5.9(e)), RF overesti-

mates the observed data in weeks 4–9 for all clusters except Cluster 2A where it underestimates

the observed data. Also, RF underestimates the peak reached around observation week 19 in
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FIGURE 5.11: Cluster-level comparison of mean absolute error (MAE) for LSTM and RF
models. Lower MAE is desirable.

Cluster 5A. On the contrary, LSTM performs relatively well in all these periods. In 2018 (Fig-

ure 5.9(f)), RF underestimates the observed data around the observation weeks 4–9 in clusters 2B

and 3B.

With regards to the test data performance of the models in Serra, the same disparities from the

observed training data shown by RF in 2017 are also reproduced on the test data (See weeks 4–9

in Figure 5.9(g)). In 2018 (Figure 5.9(h)), notable disparities between observed and fitted data

by both test models are seen in Cluster 1B starting from observation week 39. This is another

case of high intra-cluster variance which has led to different patterns in training and test data of

the same cluster. Regardless, for this cluster and in this period, LSTM still attempts to capture

some of the temporal variations in this period while RF remains relatively invariant during this

period.

From the visualization offered by the scatterplots presented in Figures 5.10(a) and 5.10(b), we

observe that, just like in Vila Velha, LSTM follows the lowers observed values better in Serra for

all clusters in both years. Also, LSTM follows the highest observed values better in Clusters 2A,

4A, 5A, 1B, 2B, 3B and 5B.



90

Overall, LSTM qualitatively outperforms RF in generalizing to the test data in both test loca-

tions. By following the highest and lower observed data better, LSTM provides the most reliable

model for an outbreak early warning system.

Finally, the errors produced by the LSTM models in each location are examined at cluster level

in comparison to their RF counterparts. This analysis is presented in Figure 5.11. Here, it is

shown that in Vila Velha, LSTM produced less MAE than RF in five out of six clusters in both

years. In Serra, LSTM produces better results in four out of the five clusters in 2017 and in all

five clusters in 2018.

5.6 Discussion

According to Figure 5.4, the clustering approach applied in this study succeeds in finding com-

mon patterns in the trap points series. In this way, the problem of forecasting the many under-

lying series obtained from the traps is simplified to that of forecasting fewer series. The pattern

similarity among traps series in the same cluster is captured by the similarity in the observed

training and test data which have been obtained as averages of randomly selected series as shown

in Figure 5.9. By this method, we have reduced the forecasting task significantly. In Vila Velha,

starting from 195 and 325 trap points series in 2017 and 2018, respectively, we obtain 6 cluster

for each year that describe the underlying mosquito vector activity of interest during the time

observed. In Serra, starting from 567 and 95 traps in 2017 and 2018, respectively, we are able to

summarize them into five clusters in each year. It is noteworthy that the optimal number of un-

derlying clusters obtained is the same for each location in the two observation years. This shows

that, in spite of different control conditions and non-matching climate seasons in both years, the

underlying pattern mechanisms of the female Ae. aegypti in these locations are continuous.

The results show that freely accessible satellite image products which have formed the basis of

recent studies [53, 54] in Ae. aegypti population dynamics modeling are available at spatial res-

olutions that make them informative for neighborhood-level temporal modeling. This is useful

for muncipality, regional or national monitoring, where a larval survey approach is used to plan

preventive and recovery actions. This approach requires that designated field inspectors visit all

traps weekly at specified times to inspect and collect the data, resulting sometimes in missing

data due to insufficient manpower. This issue is observable in the data of this research because,

as mentioned above, among 791 traps in Vila Velha, only 193 traps had significant records for the

whole year 2017. Since the cost of collecting in situ data is very high, the financial inefficiency

resulting from of large amounts of missing data is also very high. As a result, the framework

proposed in this work can serve not only for forecasting purposes, but also for spatio-temporal

gap filling, especially when a trap location with missing data had previously be classified into a

cluster.
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Another point worth discussing is the importance of the lagging effects on some variables. In-

deed, many studies have reported varying associations lagged effects between environmental

conditions and dengue virus spread dynamics. In the studies presented in Chapters 3 and 4, two

weeks of lag was chosen to represent non-synchronous environmental effects. [54] and [53],

on the other hand, chose three weeks for same take but in a different study location from Vila

Velha. These studies base their choice of lag window on a priori entomological knowledge of

mosquito development life cycle. However, as reported in [106], this prior based lagged effects

knowledge does not generalize globally, and is not necessarily the same for every considered

environmental condition. For example, increase in dengue risk has been associated with in-

creasing minimum and maximum temperature by 1–2 two month lags in Mexico, French west

indies, and Brazil. Countries closer to the equator, e.g Singapore and Indonesia, report shorter

lag effects (2–4 weeks) of temperature on the dengue cases. The study in [160] presents the

temporal analysis of the relationship between dengue virus (not vector) and climatic variables in

Rio de Janeiro, Brazil between the years 2001–2009. The best result in that study was obtained

by considering four weeks (T = 4) lag effects of both precipitation and temperature variables.

In line with all these works, the results in this research show that T = 3 is the most significant

choice, in accordance with empirical evidence.

In this study, an experimental approach towards choosing the right temporal window not only in

terms of size, but maintaining the sequential ordering of the considered lagged series, has been

considered. Indeed, a major advantage of RNNs is that they can, within a specified time window,

automatically learn the right lag dependencies differently for each considered environmental

variable feature. As shown by the results in Section 5.5.3, learning the sequential dependency

in lagged temporal windows improves the quality of our model. This improvement in quality

generalizes across multiple vector control regimes and in two different locations.

Finally, as seen in Figure 5.7, the mosquito trap point clusters which were derived in this study

are not concentrated around the same geographical zones. Further studies could explore the

use of high resolution data to explore micro-climatic effects that drive the intra and inter-cluster

environmental differences.

5.7 Chapter conclusions

While in Chapters 3 and 4 RF and GLM approaches were exploited for municipality-level ’now-

casting’ of Ae. aegypti population counts, in this chapter the same satellite image features were

used to design a neighborhood-level forecasting framework. To this aim, autoregressive (past

vector dynamics) and exogeneous (environmental effects) components were both included in the

proposed model, and RNNs were used to learn the model parameters and sequential dependency,

especially considering lagged effects.
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Eventually, this study results in the following contributions:

• a general RNN-based algorithm for neighborhood-level time series female Ae. aegypti

population one-week-ahead forecasting using EO products has been proposed and vali-

dated;

• forecasting values with better accuracy than those by a state-or-the-art multi-output variant

of random forest (RF) has been obtained;

• by applying our modeling pipeline to data from different time periods, the proposed ap-

proach has been proved as robust and with generalization capabilities to different condi-

tions;

• finally, the reported results prove that, by using the resulting models in two time periods,

the proposed method improves existing vector surveillance techniques in terms of cost,

time, and man-power efficiency.



Chapter 6

Conclusions

This chapter provides a comprehensive review of the results of the researches presented in the

previous chapters and concludes the thesis by summarizing the novel achievements and high-

lighting possible future research paths.

6.1 Contributions by this thesis

This thesis has presented novel contributions with regards to the use of optical (multispectral)

EO data for epidemiological modeling in urban areas. This domain has gained more attention

in recent years for two reasons: (i) urbanisation, whose efficient management is one of the most

urgent issue for humanity, and (ii) availability of more EO data from which better details of

urban area land covers and of environmental variable can be extracted. Optical EO data provide

globally consistent information on vegetation condition, humidity, land surface temperature and

precipitation, which are proxy drivers in the propagation of certain disease vectors.

The main topic of this thesis is the prediction of Ae aegypti counts because this vector transmits

widespread diseases, such as Zika, Dengue, Chikungunya, and Yellow fever. Previous studies

which have made contributions in this domain still leave a few gaps. For the case of spatial

modeling where land use (specifically vegetation) maps are required as input into the modeling

procedure, studies conducted at high resolution (≈ 6 m) use commercial EO data which are ex-

pensive to access. As a result, most other studies rely on Landsat data (30 m spatial resolution).

In addition, all these studies do not obtain the needed land use map in a robust way. In response,

this thesis envisages the use of Sentinel-2 data sets, which are free and provide unprecedented

spectral and spatial resolution. For this reason, a robust vegetation mapping technique has been

presented.

93
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In addition, temporal Ae aegypti population models are generally obtained at municipality level.

Ideally, such models should be both accurate and explainable in other to provide detailed infor-

mation for control activities planning. This calls for trade-offs between model quality, selection,

and explanability.

The specific methodologies presented in this thesis correspond to the following list:

• A high resolution urban vegetation mapping procedure with Sentinel-2 data. As

already mentioned, quality vegetation maps can support the development of better spa-

tial epidemiological models. The mapping methodology presented in this thesis exploits

the high temporal resolution of Sentinel-2 to create seasonally aggregated inputs. Also,

NDSV features were compared with spectral features, and an RF classifier with SVM

and CART classification models. The results show that that seasonally aggregated inputs

show better performances than annual greenest pixel for the task at hand, while NDSV

improves the separation between the classes “Trees” and “Grass”.

• An accurate and explainable machine learning approach for EO-based temporal
population modeling of Ae aegypti population at municipality level. In this regard, this

thesis has presented a procedure for explainable modeling of Ae. aegypti using EO data

estimated environmental factors. Random forest (RF) regression was chosen for model-

ing, while its wrapped-in quantitative measure of the variable importance (MDI) was used

to extract and rank the most informative environmental features. To prove the robustness

of RF for the task, other machine learning models including SVR, ANN, KNN and DTR,

as well as statistical models, such as LM and GLM, were fitted as baselines. The results

show that the RF-based approach is capable of better mapping the complex relationship

among the EO variables and vector population. Furthermore, the features selected thanks

to the MDI value ranking can be empirically interpreted using the relation curves, and

provide hints about the relationships among vector population and these environmental

conditions from an operational point of view.

• A robust statistical regression approach for Ae aegypti vector population modeling
using EO data. This thesis has proposed a Weighted Poisson GLM approach, which is

able to achieve machine learning (ML) quality results, while also providing the capability

to explicitly interpret the causality in the model. To this aim, model selection was per-

formed with the Akaike Information Criterion (AIC), an improved approach with regards

to linear correlation which has been used for same task in similar studies [53, 54]. The

difference between GLM and RF approach is that GLMs provide model equations which

are intuitive to interpret and also provide directions for each EO variable impact on vector

population. Public health managers will have the GLM equation(s) at hand, so they will

not need weekly complete mosquito data to make predictions. Hence, the models can be

used to plan control activities without full mosquito data.
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• A spatio-temporal forecast epidemiological modeling methodology based on Recur-
rent Neural Network (RNN). This thesis has finally introduced a first attempt at neigh-

borhood level one-week-ahead forecasting of Ae. aegypti vector population in urban ar-

eas. In many cases, due to micro-climatic effects, vector population and disease risk

are not uniformly distributed in a city. As a result, municipality level models might

fall short. From the experiments presented in Chapter 5, in comparison to RFs which

were selected as baseline, the proposed RNN-based Nonlinear Autoregressive Exogenous

(NARX) modeling technique is able to leverage estimates of environmental effects ob-

tained from MODIS and GPM remote sensing data to achieve spatio-temporal forecast.

From a geographical point of view, the areas of the world majorly exposed to risks of arbovirosis

carried by Ae. aegypti mosquito species include Latin America, Central Africa, and South-East

Asia, with major disease spread outbreaks already recorded in Brazil, Argentina, Colombia, and

Venezuela. Consequently, all experiments reported in this thesis have been performed using

data in Argentina and Brazil. Similarly, the discussion about the results may be used to support

existing control actions efforts in these countries, and may also be generalised to surrounding

countries, or others ones with similar climate profiles.

6.2 Future directions

First of all, apart from the the diseases caused by Ae. aegypti mosquito vectors, the methodolo-

gies and EO data layers proposed in this study may be useful to model the distribution in urban

areas of other kinds of climate-depended pathogens, but more studies should be performed to

validate this proposition.

Furthermore, while this thesis has introduced a framework to map different kinds of vegeta-

tion in urban areas from Sentinel-2 data, the resulting maps have not been applied for the task

of spatial epidemiological modeling. Many studies that focus on spatial epidemiological mod-

eling with free multispectral EO data produce maps that are results of annual aggregates of

seasonal data. This is due to limitations like clouds and other distortions affecting optical EO

data. Therefore, future studies can consider using the method proposed in this thesis to obtain

urban vegetation maps at 10 m resolution. The resulting maps may then be used for further

epidemiological modeling procedures. In addition, thanks to the high temporal resolution of

Sentinel-2, the vegetation mapping procedure proposed in this study may be applied to obtain

seasonal vegetation maps, which in turn may be exploited to derive seasonal spatial diseases risk

models.

With regards to the temporal modeling of Ae. aegypti population at municipality level (cf. Chap-

ters 3 and 4), future studies may consider including autoregressive components. Indeed, in the
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NARX formulation introduced for spatio-temporal modeling in Chapter 5, the resulting model

does not degrade even in case of different (more stringent) control actions put in place by the

municipality in the second yea of the study. This is because the vector control effects are im-

plicitly captured by the autoregressive component of the model. As a result, and as more control

efforts are put in place, temporal models may also include these effects to ensure the EO-based

models still maintain informative quality and explainability. Also, further studies should be per-

formed to validate the ”how” and ”if” referring to the generalization of the proposed methods to

neighboring areas, as well as to other parts of the world with different climate conditions.

With regards to spatio-temporal forecasting, the thesis presented an EO-based approach for one-

step-ahead forecast of Ae. aegypti. Further studies can consider generalising this into multi-

step-ahead forecasting. Such method will further support operative actions to better anticipate

outbreaks and manage resources. In addition, methods to explain deep neural network predic-

tions can be applied to understand the space-time effects of the EO variables used to obtain the

risk models.
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[89] C. Rotela, L. Lopez, M. F. Céspedes, G. Barbas, A. Lighezzolo, X. Porcasi, M. A. Lanfri,

C. M. Scavuzzo, and D. E. Gorla, “Analytical report of the 2016 dengue outbreak in
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stituto Oswaldo Cruz, vol. 108, no. 8, pp. 1024–1030, Nov 2013.

[138] J. D. Hamilton, Time series analysis. Princeton New Jersey, 1994, vol. 2.



Bibliography 109

[139] A. Chattopadhyay, E. Nabizadeh, and P. Hassanzadeh, “Analog forecasting of extreme-

causing weather patterns using deep learning,” Journal of Advances in Modeling Earth

Systems, 2020.

[140] N. Wu, B. Green, X. Ben, and S. O’Banion, “Deep transformer models for time series

forecasting: The influenza prevalence case,” arXiv preprint arXiv:2001.08317, 2020.

[141] Y. Qin, D. Song, H. Cheng, W. Cheng, G. Jiang, and G. W. Cottrell, “A dual-stage

attention-based Recurrent Neural Network for time series prediction,” in Proceedings of

the 26th International Joint Conference on Artificial Intelligence, ser. IJCAI’17. AAAI

Press, 2017, p. 2627–2633.

[142] D. E. Rumelhart, G. E. Hinton, and R. J. Williams, “Learning representations by back-

propagating errors,” nature, vol. 323, no. 6088, pp. 533–536, 1986.

[143] J. L. Elman, “Distributed representations, simple recurrent networks, and grammatical

structure,” Machine learning, vol. 7, no. 2-3, pp. 195–225, 1991.

[144] E. Diaconescu, “The use of NARX neural networks to predict chaotic time series,” Wseas

Transactions on computer research, vol. 3, no. 3, pp. 182–191, 2008.

[145] S. Hochreiter and J. Schmidhuber, “LSTM can solve hard long time lag problems,” in

Advances in neural information processing systems, 1997, pp. 473–479.
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