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## Introduction

Understanding the fundamental building blocks of matter is essential for addressing crucial questions like: What is the origin of the visible matter? How did the primordial matter evolve? How can the subatomic matter influence the behaviour of atoms? How many fundamental interactions exist, and are they comprehensively understood? How might this knowledge prove beneficial for practical applications, ultimately benefiting society?

At present we are far from giving definitive answers to these questions; however, significant progress has been made in the past decades, especially in the field of nuclear physics [1]. The discovery of the first hadron, the proton, by Lord Rutherford [2] dates back to more than one century ago. The second hadron, the neutron, was detected by James Chadwick [3] in 1932.

Starting from the mid-nineteenth century, a multitude of other strongly interacting particles were discovered and physicists began to refer to them as a "particle zoo".

A first attempt to shed light and to explain the presence of various hadrons is represented by the quark model, introduced by Murray Gell-Mann. The basic assumption was the existence of just three different quarks, that combined together could give rise to various hadrons. The quark model led to predict the existence of new hadrons, and Gell-Mann received the Nobel Prize in Physics in 1969 for his contributions and discoveries concerning the classification of elementary particles and their interactions.

Physicists began to investigate how the elementary particles within hadrons could influence the properties of the hadrons themselves. The quark model soon proved insufficient in explaining some very fundamental properties of hadrons. This led to introduce other elementary particles: the gluons, i.e. the mediators of the strong interaction. Still at present, the fundamental constituents of hadrons are believed to be gluons, quarks and anti-quarks, collectively called partons.

Among the fundamental questions regarding the hadron properties, two problems have represented a real puzzle in the past decades: the mass and the spin of the hadrons. Unlike elementary particles, hadrons, being composite
particles, do not acquire mass through the Higgs mechanism. Where does the mass of the hadrons come from? One first answer came by identifying the "valence quarks" within a hadron, which are the minimal set of quarks required to account for all its quantum properties. Since quarks are elementary particles and derive their mass from the Higgs mechanism, one might - naively - expect that the problem is solved, by assuming that the mass of a hadron is the sum of the masses of its valence quarks. However, through phenomenological investigations, physicists proved that this assumption is incorrect, as the sum of the masses of the valence quarks accounts for only a minuscule fraction of the total hadron mass. A similar conundrum emerges regarding the hadron spin. Where does the spin of the hadrons come from? Again, the hypothesis to sum the contributions of the single spin of valence quarks revealed to be not correct: the 1987 Electron Muon Collider (EMC) measurement [4] proved that approximately only the $30 \%$ of the proton spin came from the spins of its valence quarks. This result ushered in the "spin crisis" period.

It was only with quantum chromodynamics (QCD) that physicists started to shed light on the matter. Basically, in QCD a hadron is thought to be constituted by an undefined number of partons that globally contribute to explain the quantum numbers of the parent particle. The internal structure of a hadron can be imagined as a "bubbling of energy" exchanged by virtual gluons and pairs of quarks and antiquarks arising from the QCD vacuum. The sum of this energy contribution and the masses of valence quarks constitutes the mass of the parent particle. Concerning the hadrons' spin the partons bring an intrinsic spin and they also contribute through their motion inside the parent hadron.

These issues have been further investigated by means of the parton distribution functions, representing the probability distribution of finding inside a hadron a parton endowed with specific characteristics. During the last decades, a great effort has been made for the investigation and the phenomenologydriven determination of the parton distribution functions. Their study is complicated by the non-perturbative nature of QCD, which drives to the development of theoretical models that can be fitted to experimental data, or used to obtain theoretical predictions.

The definitive and complete knowledge of the parton distribution functions would help answer the already mentioned spin and mass problems and a large number of other fundamental questions, for example: What is the spatial distribution of partons inside the hadrons? What is the amount of momentum carried by the partons? What are the differences between a polarized or an unpolarized hadron? How does the spatial charge distribution of the partons change in a fast-moving hadron?

All these questions have been addressed in recent years, for various hadrons, and a lot progress has been made, also thanks to the recent advances in computation power that allowed for more and more accurate lattice calculations. Some of them are near to be universally answered; other need to further work
and still remain among the main challenges of hadronic physics.
Another open question is whether there are additional particles yet to be discovered and - if this is the case - at what energy they can be accessed. Recent studies predict that due to gluons interacting with each other there may exist new undiscovered hadrons in which gluons play the same central role as the valence quarks. The frontier of these novel exotic particles is planned to be experimentally investigated, using a new cutting-edge instrumentation that could give rise to the birth of a new branch in sub-nuclear physics.

The hadrons considered in this work are the pions, which are hadrons existing in three different charges, $\pi^{+}, \pi^{-}$and $\pi^{0}$, detected in the 1950s [5, 6]. The ultimate goal of this study is to find a proper theoretical model to parametrize different parton distribution functions of these particles. The role of pions in the Standard Model (SM) is unique: primarily, they are the lightest mesons in nature, and therefore their structure is thought to be relatively simpler than that of other hadrons; secondly, they can be identified as Nambu-Goldstone pseudo-scalar bosons, associated with the spontaneous symmetry breaking of the axial-vector symmetries of the strong interaction Lagrangian; in the end, virtual pions are among the particles that are exchanged in nuclear interactions. It is therefore evident that a thorough understanding of these particles is crucial for investigating some very basic features of the SM, like the colour confinement and the dynamical chiral symmetry breaking.

The theoretical model we propose for the pion parton distribution functions serves a dual purpose. Firstly, it is used to fit existing experimental data from various semi-inclusive, inclusive and exclusive deep inelastic scattering processes. Secondly, this model enables us to make predictions about observables for future experiments.

Experimental data play a crucial role in testing the validity and efficacy of theoretical models. Conversely, theoretical models often guide the direction for future experiments. Therefore, delving into the study of the pion structure leads us down a concrete journey in phenomenology, bridging the gap between theory and experiment.

### 1.1 Content of this thesis

The theoretical model we propose to parametrize the pion parton distribution functions exploits an approach based on the Light-Front Wave Functions (LFWFs). These objects can be identified as the coefficients appearing in the $N$-parton Fock state expansion of the pion state and can be interpreted in an intuitive manner in the light-front quantization formalism. We include this discussion in Chapter 2, where we also introduce the mathematical definition of the parton distribution functions and the theoretical reasoning at the basis of our parametrization. The crux of the model is the presence of two distinct sets of parameters, which can be independently fitted through separate processes. The first set can be fitted to the observables related to the collinear

Parton Distribution Functions (PDFs); the second set can be - consequently fitted to observables that are sensitive to the transverse momentum direction.

Chapter 3 is devoted to the fit of pion PDFs. In particular, we discuss all the technical details regarding the fit of the collinear set of parameters and we compare our results with other existing extractions and theoretical models.

Once the first set of parameters has been determined through the collinear fit of PDFs, the second set of parameters can be fitted in two different ways: either by fitting the data of pion electromagnetic Form Factor (FF), or the observables sensitive to the pion transverse-momentum dependent parton distributions (TMDs).

Chapter 4 concerns the parametrization and the fit of pion electromagnetic FF. As well as for the PDFs, the error bars are obtained from the replica method. The only caveat is to take into account the propagation of the errors of the collinear parameters in the fit of the FF. In light of the multiple data sets with systematic errors used for our extractions, we insert a detailed discussion on the statistical method employed in the analysis.

Chapter 5 focuses on the pion TMDs. These distributions offer an alternative approach to the FF in constraining the second set of parameters in our model. We show the fit of our model to the available experimental data and then compare the results for the fitted parameters with those coming from the fit of FF. This comparison provides a valuable consistency check, reflecting the versatility and robustness of our model in describing different aspects of the pion's internal structure. Finally, we present a fit of pion TMDs that has been performed by the MAP ${ }^{1}$ collaboration by exploiting the Nanga Parbat ${ }^{2}$ fitting software and we compare the two extractions.

In Chapter 6 we introduce the pion Generalized Parton Distribution Functions (GPDs) and discuss their theoretical properties. The two sets of parameters, coming from the fits of the pion PDFs and the pion FF, are used to obtain predictions for the pion GPDs. We will evolve our results from the model scale to the relevant hard scales that can be investigated experimentally, paving the way for future phenomenological applications.

In Chapter 7 we sum up the results obtained so far and we discuss the next steps to take on the journey in phenomenology.

[^0]

## Foundations

This Chapter contains the theoretical foundations at the basis of the thesis project. The starting point is the light front quantization, which provides a useful alternative to the canonical quantization of fields for the description of hadronic processes. We then present a very general introduction to parton distribution functions and hadron distribution amplitudes, which represent fundamental objects for the description of the internal structure of the hadrons in terms of their constituents. Finally, we delineate the essential procedures for building a theoretical model capable of parametrizing the different parton distribution functions of the pion.

### 2.1 Light Front Quantization

In any Quantum Field Theory (QFT), the first step to take is to specify the geometry of the spacetime in which the theory operates. Throughout this discussion, we consider the flat four-dimensional Minkowski spacetime. This is the geometry that is expected to hold when considering the world of subatomic particles, in the absence of heavy masses in the surrounding environment, which would otherwise introduce curvature effects.

In a four-dimensional spacetime, the controvariant coordinates of a fourvector $x^{\mu}=\left(x^{0}, x^{1}, x^{2}, x^{3}\right)$ and its covariant coordinates $x_{\mu}=\left(x_{0}, x_{1}, x_{2}, x_{3}\right)$ are linked by the metric tensor $g_{\mu \nu}$ :

$$
\begin{equation*}
x_{\mu}=g_{\mu \nu} x^{\nu} . \tag{2.1}
\end{equation*}
$$

For any pair of points $x$ and $y$ in the spacetime, the metric tensor induces a scalar product:

$$
\begin{equation*}
g(x, y)=x^{\mu} g_{\mu \nu} y^{\nu}=x^{\mu} y_{\mu}, \tag{2.2}
\end{equation*}
$$

and this allows one to identify a relativistic invariant, i.e. a quantity that does not change under Lorentz transformations. Such a quantity is the spacetime interval $d s$, defined in terms of the spacetime distance $d x^{\mu}=x^{\mu}-y^{\mu}$, as

$$
\begin{equation*}
d s^{2}=d x^{\mu} d x_{\mu} . \tag{2.3}
\end{equation*}
$$

In a Minkowski space with signature $(+,-,-,-)$ the metric tensor is given by

$$
g_{\mu \nu}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{2.4}\\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right)
$$

which is intrinsically related to the geometrical interpretation of the light-cone.
Since the speed of light $c$ is a universal constant, it is possible to identify the 0 -component of the four-vectors as the time coordinate by introducing a one-to-one correspondence $x^{0}=c \cdot t$, and the spacetime interval of Eq. (2.3) becomes:

$$
\begin{equation*}
d s^{2}=(c \cdot d t)^{2}-d x_{1}^{2}-d x_{2}^{2}-d x_{3}^{2} . \tag{2.5}
\end{equation*}
$$

### 2.1.1 The geometry of the light-cone

Let us suppose to be an observer in the origin of the four dimensional Minkowski spacetime ${ }^{1}$. By considering the spacetime distance between us and any other point, we can characterize the spacetime by distinguishing from three different geometrical regions:

$$
\left\{\begin{array}{l}
d s^{2}>0(\text { first region }) ;  \tag{2.6}\\
d s^{2}=0(\text { second region }): \\
d s^{2}<0(\text { third region })
\end{array}\right.
$$

Let us consider, for the moment, only those points characterized by $x^{0} \geq 0$, i.e. the same as our time coordinate or living in "the future".

The spacetime points in the first region are in the chronological future of the observer, which means that it exists a future-directed chronological curve connecting the origin to them, or, more simply, it is possible to reach them with a finite velocity $v<c$. The four-vectors representing these points are referred as to timelike. The second region is the locus of the lightlike four-vectors. In other words, we can connect the origin of the axes to these points only with a light signal with $v=c$. The first and the second regions together constitute our causal future, i.e. the region of the spacetime that we can explore without violating causality. The third region is characteristic of Lorentzian manifolds, such as Minkowski spacetime, distinguishing them from Riemannian manifolds like Euclidean space. This region is relativistically prohibited, since it can only be explored from the origin by travelling with velocities $v>c$, thus violating causality. The four-vectors within this region are referred to as spacelike.

Regarding the subspace with $x^{0}<0$, the situation is similar, but this time we classify a point as belonging to the chronological past of the origin if $d s^{2}>0$, and to the causal past if $d s^{2} \geq 0$.

[^1]By merging the two spacetime regions $x^{0} \geq 0$ and $x^{0}<0$, we can derive the geometrical structure of the Minkowski spacetime. The points separating the origin by lightlike four-vectors reside on a 4-dimensional cone: the light cone (see Fig. 2.1); the chronological past and the chronological future are contained within the walls of the cone, while the present, i.e. the ensemble of points with $x^{0}=0$, is a 3D hyperplane. All the other spacetime points are causally disconnected from the origin. We can observe that all the points of the present-hyperplane are spacelike, except for the origin itself ${ }^{2}$.


Figure 2.1: The geometry of the Minkowski spacetime in $2+1$ dimensions, where the time coordinate ${ }^{3}$ is supposed to increase upwards (one spatial dimension has been neglected to reproduce the 3D figure). With respect to the observer placed in the center of the figure, the orange light-cone contains all the lightlike four-vectors; the points inside the walls of the cone are the timelike four-vectors; all the other four-vectors are spacelike, and the blue-green plane represents the present-hyperplane.

It is a well-known fact that in Physics it is often convenient to change the reference frame, without affecting the final results. We want now to focus on the following problems: we saw that the structure of the light cone is imposed by the geometrical properties of the spacetime, and by the metric definition, but what does it change if we vary the parametrization of the spacetime? In how many independent ways can this be done? These questions lead us to introduce the so-called "forms of relativistic dynamics".

[^2]
### 2.1.2 Forms of relativistic dynamics

Starting from a four-vector with the canonical coordinates $x^{\mu}=\left(x^{0}, x^{1}, x^{2}, x^{3}\right)$, it is always possible to apply a transformation and obtain another parametrization of the same vector, $\bar{x}^{\mu}$. In a general form, we can write this transformation as

$$
\begin{equation*}
\bar{x}^{\mu} \equiv \bar{x}^{\mu}\left(x^{\nu}\right) \tag{2.7}
\end{equation*}
$$

Since in Physics it is always possible to change the reference frame and return to the original one, we require that the most general transformations of Eq. (2.7) are invertible functions. In principle, there exists an infinite number of ways to build invertible transformations. However, within the context of the covariant formalism, two parametrizations that are connected by Lorentz transformations are considered equivalent. In the end it turns out that there are only five independent ways to fix such parametrizations, and they are called "forms of relativistic dynamics." These forms represent distinct frameworks to describe the behavior of physical laws and equations in relativistic systems.

Before discussing the forms of the relativistic dynamics, we are interested in studying what else varies in a Minkowski spacetime when an invertible transformation is applied. First of all, the metric tensor also transforms according to:

$$
\begin{equation*}
\bar{g}_{\mu \nu}=\left(\frac{\partial x^{\rho}}{\partial \bar{x}^{\mu}}\right) g_{\rho \sigma}\left(\frac{\partial x^{\sigma}}{\partial \bar{x}^{\nu}}\right) . \tag{2.8}
\end{equation*}
$$

The transformation (2.8) is crucial, since it preserves the physical laws and maintains the geometric structure of the light-cone. In fact, by computing the spacetime interval in the new coordinates we find:

$$
\begin{align*}
d \bar{s}^{2} & =\bar{g}_{\mu \nu} d \bar{x}^{\mu} d \bar{x}^{\nu} \\
& =\frac{\partial x^{\rho}}{\partial \bar{x}^{\mu}} g_{\rho \sigma} \frac{\partial x^{\sigma}}{\partial \bar{x}^{\nu}} d \bar{x}^{\mu} d \bar{x}^{\nu} \\
& =g_{\rho \sigma} d x^{\rho} d x^{\sigma} \\
& =d s^{2}, \tag{2.9}
\end{align*}
$$

and this property does not change the light-cone regions discussed previously. It is worth investigating what happens to the present-hyperplane. The importance of the initial conditions in Physics is well-known and spans several domains. In QFTs, the fields are quantized at "equal times" $t=t^{\prime}=t_{0}$. In the reference frame centered at the origin of the Minkowski spacetime, the present-hyperplane $t=0$ corresponds to the same hyperplane displayed in Fig. 2.1. An invertible transformation of coordinates can affect the geometry of the hypersurface $\bar{x}^{0}=0$. The motivation resides in the new form of the metric tensor in Eq. (2.8), which can introduce non-trivial and intricate changes to the coordinates when lowering and raising the indices.

We here briefly discuss the five representations of the hypersurfaces $\bar{x}^{0}=$ const. associated to the five forms of relativistic dynamics.

1. The first invertible transformation of Eq. (2.7) is simply the identity $\mathbb{1}$, associated with the canonical coordinates $\left(x^{0}, x^{1}, x^{2}, x^{3}\right)$ and the metric tensor of Eq. (2.4). This usual parametrization was called by Dirac the instant form of relativistic dynamics. The present-hyperplane coincides with the one represented in Fig. 2.1, and it evolves in time by a translation along the $x^{0}$ axis.
2. The second possibility is represented by the front form. The parametrization of the spacetime is obtained from the instant form by applying a linear combination of the canonical coordinates, and the resulting metric tensor is quite simple.
Analytically, the definition of the invertible transformation is

$$
\begin{align*}
& \left(x^{0}, x^{1}, x^{2}, x^{3}\right) \rightarrow\left(x^{+}, x^{-}, \boldsymbol{x}_{\perp}\right), \\
& \text { with }\left\{\begin{array}{l}
x^{+}=\frac{1}{\sqrt{2}}\left(x^{0}+x^{3}\right) \\
x^{-}=\frac{1}{\sqrt{2}}\left(x^{0}-x^{3}\right), \\
\boldsymbol{x}_{\perp}=\left(x^{1}, x^{2}\right)
\end{array}\right. \tag{2.10}
\end{align*}
$$

and the metric tensor in the new variables results to be

$$
\bar{g}_{\mu \nu}=\left(\begin{array}{cccc}
0 & 1 & 0 & 0  \tag{2.11}\\
1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right) .
$$

This implies that - in the end - the resulting "present" hypersurface of the instant form differs geometrically from the original instant-form hyperplane merely by a rotation of $\pi / 4$ of the latter, which makes it tangent to the light-cone structure. This is the reason why the coordinates in Eq. (2.10) are often called light-front coordinates. In the context of QFTs, as mentioned before, the quantization of fields is imposed at equal "times". When changing the parametrization, the notion of "time"coordinate changes as well. The "present" hyperplane is here represented by the geometrical locus of points characterized by the condition $x^{+}=0$, which is equivalent - in form - to the condition $x^{0}=0$ in the instant form. This equivalence is what leads us to interpret $x^{+}$as the time coordinate in the front form. Therefore, the evolution of the hyperplane in time follows the increasing direction of $x^{+}$. The geometrical representation of the front form hyperplane is depicted in Fig. 2.2.


Figure 2.2: Representation of the hypersurface $x^{+}=0$, tangent to the lightcone, which evolves in the light-front time in the direction of $x^{+}$.
3. The third form is the point form. The spacetime coordinates are represented by the set $\bar{x}^{\mu}=(\tau, \omega, \theta, \phi)$, that is obtained by the canonical coordinates via the following invertible transformation:

$$
\left\{\begin{array}{l}
x^{0}=\tau \cosh \omega  \tag{2.12}\\
x^{1}=\tau \sinh \omega \sin \theta \cos \phi \\
x^{2}=\tau \sinh \omega \sin \theta \sin \phi \\
x^{3}=\tau \sinh \omega \cos \theta
\end{array}\right.
$$

The corresponding metric tensor is

$$
\bar{g}_{\mu \nu}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{2.13}\\
0 & -\tau^{2} & 0 & 0 \\
0 & 0 & -\tau^{2} \sinh ^{2} \omega & 0 \\
0 & 0 & 0 & -\tau^{2} \sinh ^{2} \omega \sin ^{2} \theta
\end{array}\right)
$$

The fixed-"time" hypersurface $\tau=$ const. can be rewritten in terms of the canonical coordinates by inverting Eq. (2.12):

$$
\begin{equation*}
\left(x^{0}\right)^{2}-\left(x^{1}\right)^{2}-\left(x^{2}\right)^{2}-\left(x^{3}\right)^{2}=\text { const. } \tag{2.14}
\end{equation*}
$$

This is the analytical expression of an hyperboloid in four dimensions, that degenerates to the light cone itself for const. $=0$. In the point form, the time coordinate has not a simple intuitive geometric representation, and it corresponds to the eigentime of the physical system. To investigate the "time" evolution of the hypersurface, it is possible to study the
problem (2.14) for different increasing values of the constant, under the conditions const. $>0$ and $x^{0}>0$, as shown in Fig. 2.3.

These first three forms of relativistic dynamics were identified by Paul Dirac in 1949 [7]. The last two forms are simply variations of the point form, each associated with different hypersurfaces $\bar{x}^{0}=0$. Similar to the point form case, the time coordinate for these two forms has not a simple, intuitive geometric interpretation, and the evolution of the null-hypersurface can be investigated in a similar manner (see Fig. 2.3).
4. The first variation of the point form has the following expression for the fixed-"time" hypersurface, written in terms of the old canonical coordinates:

$$
\left\{\begin{array}{l}
\left(x^{0}\right)^{2}-\left(x^{1}\right)^{2}-\left(x^{3}\right)^{2}=\text { const. }  \tag{2.15}\\
x^{0}>0
\end{array}\right.
$$

5. The second variation of the point form, in the old canonical coordinates, reads:

$$
\left\{\begin{array}{l}
\left(x^{0}\right)^{2}-\left(x^{3}\right)^{2}=\text { const. }  \tag{2.16}\\
x^{0}>0
\end{array}\right.
$$



Figure 2.3: Reconstruction in $2+1$ dimensions of the $\bar{x}^{0}=$ const. hypersurfaces for the point form (left) and the second variation of the point form (right). In $2+1$ dimensions, the first variation of the point form cannot be distinguished from the point form. Their difference could be appreciated only in $3+1$ dimensions (see Eqs. (2.14) - (2.16)). Both figures show the evolution in time of the hypersurfaces, by studying their geometric behaviour for different increasing values of the constant. For the point form on the left, the const. $=0$ hypersurface coincides with the light-cone.

In this work we are going to use the front form of relativistic dynamics, and from here on the symbol $g_{\mu \nu}$ will denote the metric tensor in front-form. Some
of the reasons for this choice will be clarified in the next Sections and Chapters. For now, we can say that, among all the parametrizations, the light front coordinates and the canonical ones are "privileged" since they preserve the geometry of the "present" hypersurface under "time" evolution. Moreover, the choice of the front form simplifies the computation in many-body problems in QFT, especially when dealing with deep inelastic processes.
The next question we want to answer regards the choice of the front form: does the new parametrization affect also the canonical operators and their interpretations?

### 2.1.3 Light cone operators

The operational structure of a theory emerges when one tries to quantize a classical theory by promoting the physical observables to operators. In this Section, we first introduce the observables associated to a very general classical theory, then we promote them to operators in the canonical instant form, and finally we explore the implications of re-parametrizing the spacetime in terms of the front form and how it affects the quantization process.

For a very general classical field theory, the starting point is represented by the Lagrangian density, that depends on the fields $\phi_{r}(x)$ and their derivatives $\partial_{\mu} \phi_{r}(x)$, i.e.,

$$
\begin{equation*}
\mathcal{L} \equiv \mathcal{L}\left(\phi_{r}(x), \partial_{\mu} \phi_{r}(x)\right) . \tag{2.17}
\end{equation*}
$$

The "time" derivatives of the fields play a special role, since they permit to introduce the momentum conjugate fields $\pi_{r}(x)$ associated to the fields themselves:

$$
\begin{equation*}
\pi_{r}(x)=\frac{\partial \mathcal{L}}{\partial\left(\partial_{0} \phi_{r}(x)\right)} . \tag{2.18}
\end{equation*}
$$

The Noether's theorem states, in general, that if a system has a symmetry property, then there are corresponding quantities whose values are conserved.

In case that the field theory is invariant under translations, then the fourdivergence of the energy-momentum tensor is 0 :

$$
\begin{equation*}
\partial_{\mu} T^{\mu \nu}(x)=0, \tag{2.19}
\end{equation*}
$$

where

$$
\begin{equation*}
T^{\mu \nu}(x)=\frac{\partial \mathcal{L}\left(\phi_{r}(x), \partial_{\mu} \phi_{r}(x)\right)}{\partial\left(\partial_{\mu} \phi_{r}(x)\right)} \partial^{\nu} \phi_{r}(x)-g_{\mathrm{inst}}^{\mu \nu} \mathcal{L}\left(\phi_{r}(x), \partial_{\mu} \phi_{r}(x)\right) . \tag{2.20}
\end{equation*}
$$

The metric tensor $g_{\text {inst }}^{\mu \nu}$ in the previous definition is supposed to be - for the moment - in the instant form.
We observe that the 00 component of the energy-momentum tensor is the Hamiltonian density, corresponding to the energy density:

$$
\begin{equation*}
T^{00}=\frac{\partial \mathcal{L}}{\partial\left(\partial_{0} \phi_{r}\right)} \partial^{0} \phi_{r}-\mathcal{L}=\mathscr{H} . \tag{2.21}
\end{equation*}
$$

The other components are the energy-current density $\left(T^{i 0}\right)$, the momentum density $\left(T^{0 i}\right)$ and the momentum-current density ( $T^{i j}$ ). Therefore, the four continuity equations (2.19) correspond to conservation of energy and conservation of momentum in each spatial direction. In fact, the quantities that are conserved over time are:

$$
\begin{equation*}
P^{\mu}=\int d^{3} x T^{0 \mu}(x) \tag{2.22}
\end{equation*}
$$

This can easily be seen by integrating over the space volume Eq. (2.19):

$$
\begin{equation*}
\partial_{0} \int_{\mathbb{R}^{3}} d^{3} x T^{0 \nu}=-\int_{\mathbb{R}^{3}} d^{3} x \partial_{i} T^{i \nu} \tag{2.23}
\end{equation*}
$$

The r.h.s. produces a vanishing contribution on the boundary $\partial V$ for the Gauss-Stokes theorem. This implies that the member on the left is 0 , which is equivalent to the statement that the conserved quantity is Eq. (2.22).

In case that the field theory is invariant under rotations, then the quantity whose four-divergence vanishes is the generalized angular momentum density:

$$
\begin{gather*}
\partial_{\mu} J^{\mu \nu \sigma}(x)=0,  \tag{2.24}\\
J^{\mu \nu \sigma}(x)=L^{\mu \nu \sigma}(x)+S^{\mu \nu \sigma}(x) . \tag{2.25}
\end{gather*}
$$

In the r.h.s. of Eq. (2.25) the orbital angular momentum and the intrinsic spin contributions appear. They are defined as

$$
\begin{align*}
L^{\mu \nu \sigma}(x) & =x^{\nu} T^{\mu \sigma}(x)-x^{\sigma} T^{\mu \nu}(x),  \tag{2.26}\\
S^{\mu \nu \sigma}(x) & =-i \pi_{r}^{\mu}\left(\Sigma^{\nu \sigma}\right)_{s}^{r} \phi_{s}(x) \tag{2.27}
\end{align*}
$$

where the spin operator is:

$$
\begin{align*}
\left(\Sigma^{\mu \nu}\right)_{s}^{r} & =0 \text { for spin- } 0 \text { particle } \phi_{r}(x) \\
\left(\Sigma^{\mu \nu}\right)_{s}^{r} & =\frac{i}{2}\left(\left[\gamma^{\mu}, \gamma^{\nu}\right]\right)_{s}^{r} \text { for spin-1/2 particle } \psi_{r}(x) \\
\left(\Sigma^{\mu \nu}\right)_{\alpha}^{\beta} & =i\left(\delta_{\alpha}^{\mu} g^{\nu \beta}-\delta_{\alpha}^{\nu} g^{\mu \beta}\right) \text { for spin-1 particle } A_{\alpha}(x) \tag{2.28}
\end{align*}
$$

Following the same reasoning as before, the conserved quantity in this context is represented by the so called angular momentum tensor:

$$
\begin{equation*}
M^{\mu \nu}=\int d^{3} x J^{0 \mu \nu}(x)=\int d^{3} x\left[L^{0 \mu \nu}(x)+S^{0 \mu \nu}(x)\right] . \tag{2.29}
\end{equation*}
$$

We are now interested in quantizing this theory, and studying the algebraic structure both in the instant form and in the front form. The ultimate objective is to interpret the meaning of the operators in the new formalism of light-front quantization.

## Instant form quantization

When we promote the observables to operators, it is customary to indicate the latter with a different symbol with respect to the former. Often the symbol $\hat{O}$ represents the operator associated to the classical observable $O$. In our case, in order not to burden the notation, we do not distinguish the two symbols, but we just keep in mind that from here on we are referring to a quantum field theory with a set of quantum operators.

Let us introduce the commutation relation that links the position operator $x^{\mu}$ to the momentum operator $P^{\mu}$ :

$$
\begin{align*}
{\left[x^{\mu}, P^{\nu}\right] } & :=x^{\mu} P^{\nu}-P^{\nu} x^{\mu} \\
& =i g_{\text {inst }}^{\mu \nu} . \tag{2.30}
\end{align*}
$$

By now defining $M^{\mu \nu}=x^{\mu} P^{\nu}-x^{\nu} P^{\mu}$, we can identify the commutation relations between $M^{\mu \nu}$ and $P^{\mu}$ :

$$
\begin{align*}
{\left[P^{\mu}, P^{\nu}\right] } & =0  \tag{2.31}\\
{\left[P^{\rho}, M^{\mu \nu}\right] } & =i g_{\text {inst }}^{\nu \rho} P^{\mu}-i g_{\text {inst }}^{\mu \rho} P^{\nu},  \tag{2.32}\\
{\left[M^{\rho \sigma}, M^{\mu \nu}\right] } & =i g_{\text {inst }}^{\sigma \nu} M^{\rho \mu}+i g_{\text {inst }}^{\rho \mu} M^{\sigma \nu}-i g_{\text {inst }}^{\rho \nu} M^{\sigma \mu}-i g_{\text {inst }}^{\sigma \mu} M^{\rho \nu} . \tag{2.33}
\end{align*}
$$

These equations constitute the commutation relations of the Lie algebra that generates the Poincaré group. We recall that the latter has 10 generators, corresponding to the possible transformations that we can achieve: the time translation (1), the space translations (3), the space rotations (3) and the boosts (3). In particular, the momentum operator $P^{\mu}$ generates the spacetime translations, while $M^{\mu \nu}$ is the generator of the rotations $J^{i}=\varepsilon^{i j k} M^{j k}$ and the boosts $K^{i}=M^{0 i}$, globally constituting the Lorentz transformations:

$$
M^{\mu \nu}=\left(\begin{array}{cccc}
0 & K^{1} & K^{2} & K^{3}  \tag{2.34}\\
-K^{1} & 0 & J^{3} & -J^{2} \\
-K^{2} & -J^{3} & 0 & J^{1} \\
-K^{3} & J^{2} & -J^{1} & 0
\end{array}\right) .
$$

The instant form permits to interpret very intuitively the directions of application of the Lorentz transformations. In fact, the index $i=1,2,3$ of $P^{i}, J^{i}$ and $K^{i}$ refers to the direction $x^{i}$ of the canonical metric of the instant form, such that the boosts and the space translations are intended to act along those axes, while the rotations are applied around those axes. Finally, $P^{0}$ generates a translation in the time direction $x^{0}$. Obviously, these interpretations vary when the metric changes, and the geometric actions of these operators can become non-trivial.

We can recognize a common feature regarding some of the previous operators. Let us suppose to be in the origin of the light-cone in Fig. 2.1 and to apply a time translation by acting with $P^{0}$. After that, our space-time position changes and we end up in a point with a time-coordinate $x^{0}>0$. If we
now compare the new present-hyperplane with the initial one, we observe that they differ only by a (time) translation. Similarly, a Lorentz boost along a spatial axis modifies the temporal coordinate by introducing a "mixture" of it with spatial coordinates. This implies that, also in this case, the final presenthyperplane will be different with respect to the original one. This property is not true for the other possible transformations, i.e., the spatial translations and the rotations, that leave the time coordinate unchanged.
We define kinematic operators those which do not change the hypersurface $t=0$ after their application, and dynamical operators the ones that vary the equal-time hypersurfaces along the time coordinate.
By summarizing, in instant form:

$$
\begin{aligned}
& P^{0}, K^{1}, K^{2}, K^{3} \text { are dynamical operators; } \\
& P^{1}, P^{2}, P^{3}, J^{1}, J^{2}, J^{3} \text { are kinematic operators. }
\end{aligned}
$$

One may ask what kind of operator is the Hamiltonian of a physical system, and why it is not involved in the list of the previous operators. Actually, the Schrödinger equation contains the operational definition of the Hamiltonian of a system:

$$
\begin{equation*}
i \frac{\partial}{\partial x^{0}} \psi\left(x^{0}, \boldsymbol{x}\right)=H \psi\left(x^{0}, \boldsymbol{x}\right) \tag{2.35}
\end{equation*}
$$

From Eq. (2.35), we can interpret the Hamiltonian as the displacement operator acting on the time coordinate, i.e. $H \equiv P^{0}$. This identification is also the motivation for which a quantum state evolves in time under the application of the operator $e^{-i H t}$ : in fact, the finite generator of the translations coincides with $e^{-i P^{\mu} x_{\mu}}$, and a finite time translation is generated by $e^{-i P^{0} x_{0}}=e^{-i P^{0} x^{0}}$, where $t=x^{0}$ in the instant form.

The commutation relations introduced in Eqs. (2.32) - (2.33) can be rewritten, in a complete equivalent way, in terms of $J^{i}$ and $K^{i}$ as follows

$$
\begin{align*}
& {\left[J^{i}, P^{0}\right]=0, \quad\left[J^{i}, P^{l}\right]=i \varepsilon^{i l m} P^{m},}  \tag{2.36}\\
& {\left[K^{i}, P^{0}\right]=i P^{i}, \quad\left[K^{i}, P^{l}\right]=-i g_{\text {inst }}^{i l} P^{0},}  \tag{2.37}\\
& {\left[J^{i}, J^{l}\right]=i \varepsilon^{i l m} J^{m}, \quad\left[J^{i}, K^{l}\right]=-i \varepsilon^{i l m} K^{m},}  \tag{2.38}\\
& {\left[K^{i}, K^{l}\right]=i \varepsilon^{i l m} J^{m} .} \tag{2.39}
\end{align*}
$$

## Front form quantization

We are interested in the differences arising from the change of the parametrization from the instant form to the front form. We know from Section 2.1.2 that the momentum operator in the light-front coordinates is expressed as

$$
\begin{equation*}
P^{\mu}=\left(P^{+}, P^{-}, \boldsymbol{P}_{\perp}\right), \tag{2.40}
\end{equation*}
$$

where

$$
\begin{equation*}
P^{ \pm}=\frac{1}{\sqrt{2}}\left(P^{0} \pm P^{3}\right), \quad \quad \boldsymbol{P}_{\perp}=\left(P^{1}, P^{2}\right) \tag{2.41}
\end{equation*}
$$

The angular momentum tensor operator $M^{\mu \nu}$ transforms like the metric tensor (2.8) with controvariant indices:

$$
\begin{equation*}
\bar{M}^{\mu \nu}=\left(\frac{\partial \bar{x}^{\mu}}{\partial x^{\rho}}\right) M^{\rho \sigma}\left(\frac{\partial \bar{x}^{\nu}}{\partial x^{\sigma}}\right), \tag{2.42}
\end{equation*}
$$

thus producing

$$
\bar{M}^{\mu \nu}=\left(\begin{array}{cccc}
0 & -K^{3} & B^{1} & B^{2}  \tag{2.43}\\
K^{3} & 0 & S^{1} & S^{2} \\
-B^{1} & -S^{1} & 0 & J^{3} \\
-B^{2} & S^{2} & -J^{3} & 0
\end{array}\right)
$$

where

$$
\begin{array}{ll}
B^{1}=\frac{1}{\sqrt{2}}\left(K^{1}+J^{2}\right), & B^{2}=\frac{1}{\sqrt{2}}\left(K^{2}-J^{1}\right) \\
S^{1}=\frac{1}{\sqrt{2}}\left(K^{1}-J^{2}\right), & S^{2}=\frac{1}{\sqrt{2}}\left(K^{2}+J^{1}\right) \tag{2.45}
\end{array}
$$

We observe the non-trivial modification of the elements of the momentum tensor operator (2.43) compared to the instant-form given in Eq. (2.34).
The number of generators of the Poincaré group remains the same, but the new generators are: $P^{\mu}, K^{3}, J^{3}, \boldsymbol{B}_{\perp}=\left(B^{1}, B^{2}\right)$ and $\boldsymbol{S}_{\perp}=\left(S^{1}, S^{2}\right)$.
The next step is to discern among these operators which are the dynamical operators and which the kinematic operators. Moreover, it is interesting to establish the new commutation relations relating the generators in the front form.

In analogy to the definition given in the instant form, the dynamical operators in the front form are those that modify the present-hyperplane $x^{+}=0$ after their application. As well as in instant form $P^{0}$ was the Hamiltonian $H$ of the system, in the front form $P^{-}$is a dynamical operator that coincides with $H$. Indeed, by expanding the scalar product in the definition of the finite translation generator $e^{-i P^{\mu} x_{\mu}}$ we obtain:

$$
\begin{align*}
P^{\mu} x_{\mu} & =P^{+} x_{+}+P^{-} x_{-}-\boldsymbol{x}_{\perp} \cdot \boldsymbol{P}_{\perp} \\
& =P^{+} x^{-}+P^{-} x^{+}-\boldsymbol{x}_{\perp} \cdot \boldsymbol{P}_{\perp}, \tag{2.46}
\end{align*}
$$

and we recognize that the operator associated with the time coordinate $x^{+}$is exactly $P^{-}$. On the contrary, $P^{+}$is coupled to $x^{-}$, that is a spatial coordinate in the front form. Therefore, $P^{+}$is a kinematic operator.

Concerning the operators (2.44) and (2.45), it is possible to show that $B^{1}$ and $B^{2}$ are kinematic, while $S^{1}$ and $S^{2}$ are dynamical. This is due to the separate action of a boost and a rotation: when observed at the level of the old instant form coordinates, the boost mixes the spatial coordinate $x^{i}$ with the time coordinate $x^{0}$, while the rotation results in a mixing of the other two space coordinates (with a $\pm$ sign depending on the considered axis). The net effect is to leave $x^{+}=0$ untouched after the application of both $B^{1}$ and $B^{2}[8]$.

Differently, the action of $S^{1}$ and $S^{2}$ changes the present-hyperplane in the front form. The boost $K^{3}$, that was a dynamical operator in the instant form, becomes a kinematic operator in the front form, as it can be proven by acting on a four-vector $\left(x^{+}, x^{-}, \boldsymbol{x}_{\perp}\right)$ and then showing that $K^{3} x^{+}=0 \Longleftrightarrow x^{+}=0$.

By summarizing, in front form:

$$
\begin{array}{r}
P^{-}, S^{1}, S^{2} \text { are dynamical operators; } \\
P^{+}, P^{1}, P^{2}, K^{3}, J^{3}, B^{1}, B^{2} \text { are kinematic operators. }
\end{array}
$$

We notice that a simple change of parametrization can vary the number of kinematic and dynamical operators, as well as the classification of some of the operators involved.

Among the previous operators, we still do not know the significance of $P^{+}$. If we write the on-shell relation $M^{2}=P_{\mu} P^{\mu}=2 P^{+} P^{-}-\boldsymbol{P}_{\perp}^{2}$ and solve it for $P^{-}$, we find:

$$
\begin{equation*}
P^{-}=\frac{\boldsymbol{P}_{\perp}^{2}}{2 P^{+}}+\frac{M^{2}}{2 P^{+}} . \tag{2.47}
\end{equation*}
$$

This equation suggests the interpretation of $P^{+}$as a mass parameter, after having identified $P^{-}$as the Hamiltonian.
The new algebraic commutation rules are the following ones:

$$
\begin{align*}
& {\left[P^{\mu}, P^{\nu}\right]=\left[J^{3}, P^{+}\right]=\left[J^{3}, P^{-}\right]=\left[B^{i}, P^{+}\right]=0,} \\
& {\left[P^{-}, B^{i}\right]=i P_{\perp}^{i}, \quad\left[J^{3}, P_{\perp}^{i}\right]=i \varepsilon^{i l} P_{\perp}^{l},} \\
& {\left[J^{3}, B^{i}\right]=-i \varepsilon^{i l} B^{l}, \quad\left[P_{\perp}^{i}, B^{l}\right]=-i \delta^{i l} P^{+},}  \tag{2.48a}\\
& {\left[B^{i}, B^{l}\right]=\left[S^{i}, P^{-}\right]=\left[S^{i}, S^{l}\right]=\left[J^{3}, K^{3}\right]=\left[P_{\perp}^{i}, K^{3}\right]=0,} \\
& {\left[B^{i}, K^{3}\right]=-i B^{i}, \quad\left[P^{ \pm}, K^{3}\right]=-i P^{ \pm},} \\
& {\left[S^{i}, K^{3}\right]=i S^{i}, \quad\left[J^{3}, S^{i}\right]=-i \varepsilon^{i l} S^{l},} \\
& {\left[S^{i}, B^{l}\right]=-i\left(\delta^{i l} K^{3}+\varepsilon^{i l} J^{3}\right), \quad\left[P^{+}, S^{i}\right]=-i P_{\perp}^{i},} \\
& {\left[P_{\perp}^{i}, S^{l}\right]=-i \delta^{i l} P^{+} .} \tag{2.48b}
\end{align*}
$$

The first three relations (2.48a) contain just the operators $P^{\mu}, \boldsymbol{B}_{\perp}$ and $J^{3}$. The set of these three operators constitute a subgroup of the Poincaré group that is isomorphic to the 2-dimensional subgroup of the non-relativistic Galilean transformations. This allows us, more formally than before, to identify $P^{-}$ with the Hamiltonian, $P^{+}$with the mass, $\boldsymbol{P}_{\perp}$ with translations, $\boldsymbol{B}_{\perp}$ with Galilean boosts and $J^{3}$ with rotations in the transverse plane of coordinates $x^{1}$ and $x^{2}$.

Before exploiting the advantages of this isomorphism, we want to stress that the structure of Eqs. (2.22) and (2.29) remains unchanged - in form - in the light-front coordinates:

$$
\begin{equation*}
P^{\mu}=\int d^{3} x T^{+\mu}(x) \tag{2.49}
\end{equation*}
$$

$$
\begin{equation*}
M^{\mu \nu}=\int d^{3} x J^{+\mu \nu}(x)=\int d^{3} x\left[L^{+\mu \nu}(x)+S^{+\mu \nu}(x)\right] \tag{2.50}
\end{equation*}
$$

The isomorphism we identified leads to a parallelism between the dynamics in the transverse plane in the light-front formalism and the non-relativistic dynamics in 2 dimensions.

If we consider a non-relativistic composite physical system in 2 dimensions, whose Hamiltonian is invariant under translations, then it is convenient to separate the dynamics into two parts: the motion of the center of mass and the motion of the constituents relative to the center of mass. By identifying the position vectors $\mathbf{r}_{i}$ of all the $N$ massive fragments, the position vector of the center of mass results to be:

$$
\begin{equation*}
\mathbf{R}=\sum_{i=1}^{N} \rho_{i} \mathbf{r}_{i} \tag{2.51}
\end{equation*}
$$

where $\rho_{i}$ is the ratio between the mass of the $i$-th constituent and mass of the total system: $\rho_{i}=\frac{m_{i}}{M}$. The center of mass position is related to the generator of the Galilean boosts via

$$
\begin{equation*}
\mathbf{B}=-M \mathbf{R} \tag{2.52}
\end{equation*}
$$

By now exploiting the isomorphism, we can establish analogous relations, but with the introduction of the proper corresponding operators defined on the transverse plane in the front form. Thus, we identify the center of transverse momentum of the partons as

$$
\begin{equation*}
\boldsymbol{R}_{\perp}=\sum_{i=1}^{N} x_{i} \boldsymbol{r}_{\perp i} \tag{2.53}
\end{equation*}
$$

with the following relation to the generators (2.44)

$$
\begin{equation*}
\boldsymbol{R}_{\perp}=-\frac{1}{P^{+}} \boldsymbol{B}_{\perp} \tag{2.54}
\end{equation*}
$$

where $\boldsymbol{r}_{\perp i}$ is the position of the $i$-th parton in the transverse plane and $x_{i}=\frac{p_{i}^{+}}{P^{+}}$ is the fraction of collinear momentum carried by the $i$-th parton.

This discussion is very general, and it holds for each classical field theory with a Lagrangian density like (2.17). From the very last part of this Section, we learned that in Physics, when we deal with composite systems, it is often convenient to break down the problem into its constituent parts. We want now to consider the specific case of QCD, where we can describe hadron states in terms of the partons they contain. However, QCD adds complexity to the situation, since the number of hadron constituents is neither known nor fixed. In principle, to reconstruct the complete hadron state, one would have to consider an infinite number of partons, leading us to the concept of the Fock state decomposition, which will be discussed in Section 2.1.5.

### 2.1.4 Foundations of QCD

QCD is the QFT that describes the dynamics and the interactions of coloured particles. The colour is a quantum number that can take 3 different values, i.e., the colour number is $N_{C}=3$. This means that the associated symmetry group is $\operatorname{SU}(3)$, i.e., the group of the unitary $3 \times 3$ matrices with determinant equal to one. From the general theory, the number of gauge bosons is the same as the number of the group generators, which is $N_{C}^{2}-1=8$.
The group generators are $T^{a}=\frac{\lambda^{a}}{2}$, with $a=1, \ldots, 8$, and $\lambda^{a}$ are the hermitian and traceless Gell-Mann matrices:

$$
\begin{align*}
& \lambda^{1}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad \lambda^{2}=\left(\begin{array}{ccc}
0 & -i & 0 \\
i & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad \lambda^{3}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 0
\end{array}\right), \\
& \lambda^{4}=\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right), \quad \lambda^{5}=\left(\begin{array}{ccc}
0 & 0 & -i \\
0 & 0 & 0 \\
i & 0 & 0
\end{array}\right), \quad \lambda^{6}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right), \\
& \lambda^{7}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -i \\
0 & i & 0
\end{array}\right), \quad \lambda^{8}=\frac{1}{\sqrt{3}}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -2
\end{array}\right) . \tag{2.55}
\end{align*}
$$

The previous matrices satisfy the following commutation relations

$$
\begin{equation*}
\left[\lambda^{a}, \lambda^{b}\right]=2 i f_{c}^{a b} \lambda^{c}, \tag{2.56}
\end{equation*}
$$

where the structure constants of the $\mathfrak{s u}(3)$ Lie algebra are

$$
\begin{align*}
& f^{12}=2, \\
& f^{14}=f^{24}{ }_{6}=f^{25}{ }_{7}=f^{33}{ }_{5}=1, \\
& f^{15}{ }_{6}=f^{36}=-1, \\
& f^{67}{ }_{8}=\sqrt{3} . \tag{2.57}
\end{align*}
$$

The QCD is a pure Yang-Mills theory, without any spontaneous symmetry breaking, and this implies that all the 8 gauge bosons, that are the gluons, are massless.
The fermions of the QCD are the quarks and the antiquarks which, as elementary particles, acquire mass from the Higgs mechanism. Quarks and antiquarks exist in 6 different flavours: up $(u)$, down $(d)$, charm $(c)$, strange $(s)$, top $(t)$ and bottom (b). Each quark of fixed flavour is characterized by a certain colour $c$ that can assume exactly $N_{c}$ distinct values.

The quark field of flavour $q$ and colour $c$ depending on the position $x$ is denoted as $\Psi_{c}^{q}(x)$. The Lagrangian density including only the free fermion fields reads

$$
\begin{equation*}
\mathcal{L}_{\mathrm{QCD}}^{\mathrm{free}}=\sum_{q} \sum_{c, c^{\prime}} \bar{\Psi}_{c^{\prime}}^{q}(x)(i \not \partial-m) \Psi_{c}^{q}(x), \tag{2.58}
\end{equation*}
$$

where the symbol $\not \partial$ stays for $\gamma^{\mu} \partial_{\mu}$ and $\gamma^{\mu}$ are the Dirac matrices in the so-called Standard Representation:

$$
\begin{align*}
\gamma^{0}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right), & \gamma^{1}=\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{array}\right), \\
\gamma^{2}=\left(\begin{array}{cccc}
0 & 0 & 0 & -i \\
0 & 0 & i & 0 \\
0 & i & 0 & 0 \\
-i & 0 & 0 & 0
\end{array}\right), & \gamma^{3}=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1 \\
-1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right) . \tag{2.59}
\end{align*}
$$

In the light-cone formalism $\gamma^{0}$ and $\gamma^{3}$ are replaced by:

$$
\begin{equation*}
\gamma^{ \pm}=\frac{1}{\sqrt{2}}\left(\gamma^{0} \pm \gamma^{3}\right) \tag{2.60}
\end{equation*}
$$

It is also worth introducing the definition of another $4 \times 4$ matrix that will be used in the discussion, and that combines all the Dirac matrices: this is $\gamma_{5}:=i \gamma^{0} \gamma^{1} \gamma^{2} \gamma^{3}$.

The free Lagrangian density (2.58) is invariant under a global transformation $\Psi_{a}^{q}(x) \rightarrow U_{b}^{a} \Psi_{a}^{q}(x)$, where $U^{a}{ }_{b}$ is an element of $\operatorname{SU}(3)$ generated by $T^{a}$.
The gauge protocol assures that if we promote the global transformation to a local transformation $U \rightarrow U(x)$, and we replace the canonical derivative $\partial_{\mu}$ with the covariant derivative $D_{\mu}$, then we can obtain the expression for the complete Lagrangian density $\mathcal{L}_{\mathrm{QCD}}$, which results invariant under the application of $U(x)$. The definition of the covariant derivative includes the eight gauge fields $A_{\mu a}(x)$, with the colour index $a=1, \ldots, 8$ :

$$
\begin{equation*}
D_{\mu}=\partial_{\mu}+i g_{s} T^{a} A_{\mu a}(x) \tag{2.61}
\end{equation*}
$$

The dynamics of the gluon fields enters in the QCD Lagrangian density through a self-contraction of the gluon field strength tensor. The complete controvariant form of the latter is:

$$
\begin{equation*}
G_{\mu \nu a}(x)=\partial_{\mu} A_{\nu a}(x)-\partial_{\nu} A_{\mu a}(x)-g_{s} f_{a}^{b c} A_{\mu b}(x) A_{\nu c}(x) . \tag{2.62}
\end{equation*}
$$

Finally, the QCD Lagrangian density reads:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{QCD}}=\sum_{q} \sum_{c, c^{\prime}} \bar{\Psi}_{c^{\prime}}^{q}(x)(i \not D-m) \Psi_{c}^{q}(x)-\frac{1}{4} G_{a}^{\mu \nu}(x) G_{\mu \nu a}(x) . \tag{2.63}
\end{equation*}
$$

Both Quantum Electrodynamics (QED) and QCD are gauge theories, i.e., they are invariant under certain gauge-fixing conditions. There are many different ways to fix the gauge, and the choice is often guided by the need to simplify the practical calculations. In the light-front approach the most natural gauge choice is the axial gauge:

$$
\begin{equation*}
n_{\mu} A_{a}^{\mu}(x)=0 \tag{2.64}
\end{equation*}
$$

$$
\begin{equation*}
n^{\mu}=\left(0,1, \mathbf{0}_{\perp}\right), \tag{2.65}
\end{equation*}
$$

which is equivalent to $A_{a}^{+}(x)=0$. This latter condition is called light-cone gauge [9].

As well as the theory of QED, QCD (2.63) contains the interactions between the fermion fields and the gauge bosons. In addition to that and differently from QED, it predicts the existence of interactions among gluon themselves, with the possibility of having vertices involving 3 and 4 fields. All these theoretical interaction processes have been tested and observed at particle colliders with excellent accuracy, thus providing a proof that QCD is a very fundamental and solid theory at the basis of the standard model.
Nevertheless, there are still several open problems related to QCD. First of all, we introduced 8 massless gluons, that are the mediators of the strong interaction. Usually, if the gauge bosons of a QFT are massless, then the interaction that they mediate has a long (infinite) range of action, but this is not the case of QCD, where the strong interaction is characterized by a short range, typically of the order of 1 fm . This is due to the most mysterious and distinctive feature of this theory: the colour confinement. The colour confinement obliges all the particles endowed with colours to be confined inside a colour-less bound state. In other words, the free fields of quarks, antiquarks and gluons cannot exist in nature apart from inside the hadrons. At the moment nobody knows why does the colour confinement exist and a mathematical proof is lacking.
To this regard, we want to stress that the only way to get access to the properties of the free coloured fields is to use very energetic probes that can penetrate inside the hadrons and interact with quarks, antiquarks and gluons. The higher the energy of the probe, the smaller the distance it can resolve.

Another feature of QCD is the behaviour of the coupling constant $\alpha_{S}$ as function of the energy scale. As the energy scale increases, the value of the coupling constant decreases, thus causing the interactions between particles to become asymptotically weaker. This property is called asymptotic freedom, and it is exactly what it guarantees the applicability of the techniques of perturbative calculations (pQCD). On the opposite limit, when the energy scale decreases, the value of $\alpha_{s}$ becomes bigger and all the pQCD predictions fail. The mass energy of the hadrons (around 1 GeV ) lies in a region in which the value of $\alpha_{S}$ is far from being small, and other alternatives to pQCD are needed for implementing the calculations. The light-front quantization provides an efficient tool for this purpose, since it is the starting point to reach a description in terms of the Light-Front Wave Function (LFWF) representation [10] that provides an intuitive physical interpretation of a large class of parton distribution functions. This is exactly the path we aim to pursue throughout the next Sections.

Apart from the quantum numbers specific to the QCD sector, the partons involved have also an intrinsic spin. In the framework of light-front quantization, the appropriate operator to introduce is the light-front helicity [11],
i.e.,

$$
\begin{equation*}
j_{z}=J^{3}-\boldsymbol{R}_{\perp} \times \boldsymbol{P}_{\perp}, \tag{2.66}
\end{equation*}
$$

which can be interpreted as an intrinsic angular momentum, being the difference between the total and the orbital angular momentum in the $x^{3}$ direction. Let us consider the momentum operator $P^{\mu}$ and the light-front helicity operator (2.66). We denote as $|p, \lambda\rangle$ a state which is an eigenstate of both these operators:

$$
\begin{align*}
P^{\mu}|p, \lambda\rangle & =p^{\mu}|p, \lambda\rangle  \tag{2.67}\\
j_{z}|p, \lambda\rangle & =\lambda|p, \lambda\rangle . \tag{2.68}
\end{align*}
$$

It is possible to prove $[8,11]$ that the definition in Eq. (2.66) reduces to the ordinary helicity, which is interpreted as the projection of the total spin along the momentum direction, in the infinite-momentum limit $p^{+} \rightarrow \infty$.

### 2.1.5 Fock state decomposition

To properly describe the internal structure of hadrons in the framework of relativity, we must identify a suitable basis of states that represents an irreducible representation of the Poincaré group. In the light-front dynamics the operators $\left\{P^{+}, \boldsymbol{P}_{\perp}, j_{z}, M, \boldsymbol{J}^{2}\right\}$ form a complete set of commuting self-adjoint operators. Additional quantum numbers such as flavour and colour, play no special role in the description of the transformation properties under the action of the Poincaré group and can be added to characterize the internal structure of the particle state [12]. Accordingly, the $i$-th parton is represented in terms of a colour $c_{i}$, a helicity $\lambda_{i}$, a longitudinal momentum $p_{i}^{+}$, a transverse momentum $\boldsymbol{p}_{\perp i}$ and, in case of a fermion, a flavour $q_{i}$.

For a system of $N$-interacting partons, we introduce the Fock-state decomposition of the Hilbert space as

$$
\begin{equation*}
\mathcal{F}:=\mathrm{H}_{0} \oplus \bigoplus_{N=1}^{\infty} \mathrm{H}^{\otimes N} \tag{2.69}
\end{equation*}
$$

where $\mathrm{H}_{0}$ is the state with zero partons, while H contains the single-particle states, that can be quarks, antiquarks and gluons.
The $N$-particle Fock state is then represented as

$$
\begin{equation*}
\left|N, w_{1}^{c_{1} \lambda_{1}}, \ldots, w_{N}^{c_{N} \lambda_{N}}\right\rangle \tag{2.70}
\end{equation*}
$$

where $w_{i}=\left(p_{i}^{+}, \boldsymbol{p}_{\perp i}\right)$.
The Fock states are complete. This implies that if we sum over all the discrete variables and integrate over all the continuous ones, we recover the identity:

$$
\begin{equation*}
\sum_{N} \mathcal{f} d w\left|N, w_{1}^{c_{1} \lambda_{1}}, \ldots, w_{N}^{c_{N} \lambda_{N}}\right\rangle\left\langle N, w_{1}^{c_{1} \lambda_{1}}, \ldots, w_{N}^{c_{N} \lambda_{N}}\right|=\mathbb{1} \tag{2.71}
\end{equation*}
$$

The symbol $\&$ represents the combination of summing over helicities and colours and integrating over momenta, according to:

$$
\begin{equation*}
\mathcal{f} d w=\sum_{\lambda_{i}} \sum_{c_{i}} \int \prod_{i=1}^{n} d p_{i}^{+} \frac{d^{2} \boldsymbol{p}_{\perp i}}{\left(16 \pi^{3}\right)^{n-1}} \delta\left(p^{+}-\sum_{i=1}^{n} p_{i}^{+}\right) \delta^{(2)}\left(\boldsymbol{p}_{\perp}-\sum_{i=1}^{n} \boldsymbol{p}_{\perp i}\right) . \tag{2.72}
\end{equation*}
$$

The $N$-particle state in Eq. (2.70) is built from the QCD light-front vacuum state $|0\rangle$ by acting with the creation operators of the free-fields:

$$
\begin{equation*}
\left|N, w_{1}^{c_{1} \lambda_{1}}, \ldots, w_{N}^{c_{N} \lambda_{N}}\right\rangle=\prod_{j=1}^{N_{q}} q_{c_{j} \lambda_{j}}^{\dagger}\left(w_{j}\right) \prod_{l=1}^{N_{\bar{q}}} \bar{q}_{c l \lambda_{l}}^{\dagger}\left(w_{l}\right) \prod_{m=1}^{N_{g l}} g_{c_{m} \lambda_{m}}^{\dagger}\left(w_{m}\right)|0\rangle \tag{2.73}
\end{equation*}
$$

where $N_{q}+N_{\bar{q}}+N_{g l}=N$ and
$q_{c_{i} \lambda_{i}}^{\dagger}\left(w_{i}\right)$ creates a quark with colour $c_{i}$, light-cone helicity $\lambda_{i}$ flavour $q$ and momentum $\left(p_{i}^{+}, \boldsymbol{p}_{\perp i}\right)$;
$\bar{q}_{c_{i} \lambda_{i}}^{\dagger}\left(w_{i}\right)$ creates an antiquark with colour $c_{i}$, light-cone helicity $\lambda_{i}$ flavour $q$ and momentum ( $p_{i}^{+}, \boldsymbol{p}_{\perp i}$ );
$g_{c_{i} \lambda_{i}}^{\dagger}\left(w_{i}\right)$ creates a gluon with colour $c_{i}$, light-cone helicity $\lambda_{i}$ and momentum

$$
\begin{equation*}
\left(p_{i}^{+}, \boldsymbol{p}_{\perp i}\right) \tag{2.74}
\end{equation*}
$$

We recall that the colour indices for the gluons can take 8 different values, while the colours of the (anti)quarks exist only in 3 different types. In this Section we do not distinguish the two symbols for (anti)quarks and gluons in order not to burden the notation. In the next Sections we will return to distinguish the colour $a_{i}$ of the $i$-th gluon from the colour $c_{i}$ of the $i$-th fermion.

The creation ladder operators and the corresponding annihilation operators obey the following commutations and anti-commutations relations in lightfront quantization

$$
\begin{align*}
& {\left[g_{c^{\prime} \lambda^{\prime}}\right.}  \tag{2.75}\\
&\left.\left\{w_{i}^{\prime}\right), g_{c \lambda}^{\dagger}\left(w_{i}\right)\right]=16 \pi^{3} p_{i}^{+} \delta\left(p_{i}^{\prime+}-p_{i}^{+}\right) \delta^{(2)}\left(\boldsymbol{p}_{\perp i}^{\prime}-\boldsymbol{p}_{\perp i}\right) \delta_{c^{\prime} c} \delta_{\lambda^{\prime} \lambda},  \tag{2.76}\\
&\left\{q_{c^{\prime} \lambda^{\prime}}^{\prime}\left(w_{i}^{\prime}\right), q_{c \lambda}^{\dagger}\left(w_{i}\right)\right\}=16 \pi^{3} p_{i}^{+} \delta\left(p_{i}^{\prime+}-p_{i}^{+}\right) \delta^{(2)}\left(\boldsymbol{p}_{\perp i}^{\prime}-\boldsymbol{p}_{\perp i}\right) \delta_{q^{\prime} q} \delta_{c^{\prime} c} \delta_{\lambda^{\prime} \lambda}  \tag{2.77}\\
&\left\{\bar{q}_{c^{\prime} \lambda^{\prime}}^{\prime}\left(w_{i}^{\prime}\right), \bar{q}_{c \lambda}^{\dagger}\left(w_{i}\right)\right\}=16 \pi^{3} p_{i}^{+} \delta\left(p_{i}^{\prime+}-p_{i}^{+}\right) \delta^{(2)}\left(\boldsymbol{p}_{\perp i}^{\prime}-\boldsymbol{p}_{\perp i}\right) \delta_{q^{\prime} q} \delta_{c^{\prime} c} \delta_{\lambda^{\prime} \lambda}
\end{align*}
$$

The Fock states $\left|N, w_{1}^{c_{1} \lambda_{1}}, \ldots, w_{N}^{c_{N} \lambda_{N}}\right\rangle$ are eigenstates of the momentum operator $P^{\mu}$, with eigenvalues $p^{+}$and $\boldsymbol{p}_{\perp}$, which are obtained from the $N$-parton momenta as

$$
\begin{equation*}
\sum_{i=1}^{N} p_{i}^{+}=p^{+}, \quad \sum_{i=1}^{N} \boldsymbol{p}_{\perp i}=\boldsymbol{p}_{\perp} \tag{2.78}
\end{equation*}
$$

where $p_{i}^{+}>0$. The eigenstate equation, applied to the vacuum state of $\mathrm{H}_{0}$, produces:

$$
\begin{align*}
P^{+}|0\rangle & =0  \tag{2.79}\\
\boldsymbol{P}_{\perp}|0\rangle & =\mathbf{0} \tag{2.80}
\end{align*}
$$

We observe that the property $p_{i}^{+}>0$ is crucial to interpret the vacuum QCD state $|0\rangle$ as the state with zero particles and zero momentum. On the contrary, if the positive condition of the collinear momentum of the partons were not satisfied, a certain state with $N \neq 0$ particles but 0 momentum in the collinear direction would contribute to the total vacuum state, and the previous identification would fail [13].

Thanks to the completeness relation of the set of Fock states and to the properties (2.78), we can rewrite the general hadron state in terms of the parton constituents:

$$
\begin{equation*}
\left|p^{+}, \boldsymbol{p}_{\perp}, \Lambda\right\rangle=\sum_{N} \mathcal{f} \psi_{N, \beta}^{\Lambda}(r)\left|N, w_{1}^{c_{1} \lambda_{1}}, \ldots, w_{N}^{c_{N} \lambda_{N}}\right\rangle \tag{2.81}
\end{equation*}
$$

The coefficients appearing in Eq. (2.81) are the LFWFs of the hadron which represent the probability amplitudes of finding $N$ partons inside the hadron with helicity $\Lambda$, each possessing specific momenta $w_{i}$, collectively denoted with $r$, and discrete quantum numbers $c_{i}, \lambda_{i}$ and, for quarks and antiquarks, flavour $q_{i}$, organized in the index $\beta$ :

$$
\begin{equation*}
\psi_{N, \beta}^{\Lambda}(r) \equiv\left\langle p^{+}, \boldsymbol{p}_{\perp}, \Lambda \mid N, w_{1}^{c_{1} \lambda_{1}}, \ldots, w_{N}^{c_{N} \lambda_{N}}\right\rangle . \tag{2.82}
\end{equation*}
$$

Given the structure of the front-form, in which the transverse boost operators (2.44) are kinematic, the LFWFs do not depend on the momentum of the parent hadron, but only on the parton momenta relative to the composite particle, i.e.

$$
\begin{equation*}
\psi_{N, \beta}^{\Lambda}(r) \equiv \psi_{N, \beta}^{\Lambda}\left(x_{1}, \boldsymbol{k}_{\perp 1}, \ldots, x_{N}, \boldsymbol{k}_{\perp N}\right) \tag{2.83}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{i}=\frac{p_{i}^{+}}{p^{+}}, \quad \boldsymbol{k}_{\perp i}=\boldsymbol{p}_{\perp i}-x_{i} \boldsymbol{p}_{\perp} . \tag{2.84}
\end{equation*}
$$

It is possible to exploit Eq. (2.84) to change the transverse integration variables in Eq. (2.72) from $\boldsymbol{p}_{\perp i}$ to $\boldsymbol{k}_{\perp i}$ and, accordingly, to rewrite the Fock states as $\left|N, \tilde{w}_{1}^{c_{1} \lambda_{1}}, \ldots, \tilde{w}_{N}^{c_{N} \lambda_{N}}\right\rangle$, where now $\tilde{w}_{i}=\left(p_{i}^{+}, \boldsymbol{k}_{\perp i}+x_{i} \boldsymbol{p}_{\perp}\right)$. This also implies that Eq. (2.81) is replaced by

$$
\begin{equation*}
\left|p^{+}, \boldsymbol{p}_{\perp}, \Lambda\right\rangle=\sum_{N} \sum_{c_{i}} \sum_{\lambda_{i}} \int \prod_{i=1}^{N} \mathrm{~d}[i] \psi_{N, \beta}^{\Lambda}(r)\left|N, \tilde{w}_{1}^{c_{1} \lambda 1}, \ldots, \tilde{w}_{N}^{c_{N} \lambda N}\right\rangle, \tag{2.85}
\end{equation*}
$$

where the integration measure reads

$$
\begin{equation*}
\prod_{i=1}^{N} \mathrm{~d}[i]=[d x]_{N}\left[d^{2} \boldsymbol{k}_{\perp}\right]_{N} \tag{2.86}
\end{equation*}
$$

$$
\begin{align*}
{[d x]_{N} } & =\prod_{i=1}^{N} \frac{d x_{i}}{\sqrt{x_{i}}} \delta\left(1-\sum_{i=1}^{N} x_{i}\right),  \tag{2.87}\\
{\left[d^{2} \boldsymbol{k}_{\perp}\right]_{N} } & =\frac{1}{\left[2(2 \pi)^{3}\right]^{N-1}} \prod_{i=1}^{N} d^{2} \boldsymbol{k}_{\perp i} \delta^{(2)}\left(\sum_{i=1}^{N} \boldsymbol{k}_{\perp i}\right) . \tag{2.88}
\end{align*}
$$

### 2.1.6 Free fields and their quantization

The quantization of free fields consists in promoting the fields of a classical theory (2.17) to operators and then imposing commutation relations (for bosons) or anti-commutation relations (for fermions) between the fields and their conjugates (2.18). These relations are intended to be true only on the same "time" hypersurface, thus they depend on the specific choice of the form of dynamics. In our case, we are interested in the fields of QCD in the front-form. This implies that the (anti)commuting relations for the fields are specified for $x^{+}=x^{\prime+}$, where $x$ and $x^{\prime}$ are the four-positions of the two fields involved. This is exactly what defines the light-front quantization.

The purpose of this Section is to write explicit expressions for the free fields of QCD, i.e., the quark field, the antiquark field and the gluon fields that appear in Eq. (2.63). These definitions will exploit the quantum ladder operators in (2.74), that provide a way to generate from the QCD light-front vacuum the partons with certain quantum numbers and momenta.
We firstly derive the expressions for the conjugate of the fermion fields (2.18) from the QCD Lagrangian density (2.63). We obtain that the conjugate field for $\bar{\Psi}_{c}^{q}(x)$ vanishes, while the one for $\Psi_{c}^{q}(x)$ is:

$$
\begin{equation*}
\pi^{q}(x)=i \bar{\Psi}_{c^{\prime}}^{q}(x) \gamma^{+}:=i \Psi_{c^{\prime}}^{q}(x) \gamma^{0} \gamma^{+} \tag{2.89}
\end{equation*}
$$

This equation suggests that $\Psi_{c}^{q}(x)$ and $\bar{\Psi}_{c}^{q}(x)$ are not dynamically independent fields and each of them can be derived from the other.
In the case of the boson field, the situation is more complicated. This can be seen also in instant-form, where the conjugate fields $\pi_{\mu a}^{g}(x)$ associated to $A_{\mu a}(x)$ computed from the QCD Lagrangian density vanish. To overcome this problem, the free-field term $-\frac{1}{4} G^{\mu \nu}{ }_{a}(x) G_{\mu \nu a}(x)$ is modified with the addition of a four-divergence, that leaves the equations of motion (EOM) unchanged. The problem, then, is to introduce certain gauge-fixing conditions to suppress the non-physical components of the gluon fields. The light-cone gauge (2.64) (2.65) does not fix the gauge completely, as the number of the independent physical components for each $a=1, \ldots, 8$ must be 2 (and not 3 ). One possible solution in the front form is to require, in addition to $A_{a}^{+}(x)=0$, some boundary conditions for the transverse components of the gluon fields $\boldsymbol{A}_{\perp a}\left( \pm \infty^{-}\right)$, thanks to which ${A^{-}}_{a}(x)$ is no longer an independent degree of freedom [14].

By recalling the discussion about the light-front helicity at the end of Section 2.1.4, we introduce the quantum number of light-front helicity into the

QCD fields and arrive at the following light-front quantization conditions:

$$
\begin{align*}
\left.\left\{\Psi_{c^{\prime} \lambda^{\prime}}^{q^{\prime}}\left(x^{\prime}\right), \Psi_{c \lambda}^{q \dagger}(x)\right\}\right|_{x^{\prime+}=x^{+}} & =\delta\left(x^{\prime-}-x^{-}\right) \delta^{(2)}\left(\boldsymbol{x}_{\perp}^{\prime}-\boldsymbol{x}_{\perp}\right) \delta_{q^{\prime} q} \delta_{c^{\prime} c} \delta_{\lambda^{\prime} \lambda},  \tag{2.90}\\
{\left.\left[A_{a^{\prime} \lambda^{\prime}}^{i^{\prime}}\left(x^{\prime}\right),-\frac{\partial}{\partial x^{-}} A^{i}{ }_{a \lambda}(x)\right]\right|_{x^{\prime+}=x^{+}} } & =\delta\left(x^{\prime-}-x^{-}\right) \delta^{(2)}\left(\boldsymbol{x}_{\perp}^{\prime}-\boldsymbol{x}_{\perp}\right) \delta_{i^{\prime} i} \delta_{a^{\prime} a} \delta_{\lambda^{\prime} \lambda}, \tag{2.91}
\end{align*}
$$

where the upper latin index of the gluon field identifies one of the two components of $\boldsymbol{A}_{\perp a}(x)$.

We give now the general explicit expressions for the QCD fields depending on the 4-dimensional position $x$ :

$$
\begin{align*}
\Psi_{c \lambda}^{q}(x) & =\int \frac{d k^{+} d^{2} \boldsymbol{k}_{\perp}}{2 k^{+}(2 \pi)^{3}} \Theta\left(k^{+}\right)\left[e^{-i k \cdot x} \varphi_{c \lambda}^{q}(w)+e^{i k \cdot x} \varphi_{c \lambda}^{\bar{q}}(w)\right]  \tag{2.92}\\
\bar{\Psi}_{c \lambda}^{q}(x) & =\int \frac{d k^{+} d^{2} \boldsymbol{k}_{\perp}}{2 k^{+}(2 \pi)^{3}} \Theta\left(k^{+}\right)\left[e^{-i k \cdot x} \bar{\varphi}_{c \lambda}^{\bar{q}}(w)+e^{i k \cdot x} \bar{\varphi}_{c \lambda}^{q}(w)\right]  \tag{2.93}\\
A_{a \lambda}^{i}(x) & =\int \frac{d k^{+} d^{2} \boldsymbol{k}_{\perp}}{2 k^{+}(2 \pi)^{3}} \Theta\left(k^{+}\right) T^{a}\left\{g_{a \lambda}(w) \epsilon_{\lambda}^{i}(w) e^{-i k \cdot x}+g_{a \lambda}^{\dagger}(w) \epsilon_{\lambda}^{i *}(w) e^{i k \cdot x}\right\} \tag{2.94}
\end{align*}
$$

In these equations, $w$ represents the three-momentum $w=\left(k^{+}, \boldsymbol{k}_{\perp}\right)$, and $\Theta$ is the Heaviside Theta Function:

$$
\Theta\left(k^{+}\right)= \begin{cases}1 & \text { if } k^{+}>0  \tag{2.95}\\ 0 & \text { otherwise }\end{cases}
$$

The operators appearing in the fermionic fields are combinations of the ladder operators (2.74) and the Dirac spinors:

$$
\begin{align*}
& \varphi_{c \lambda}^{q}(w)=u_{\lambda}(w) q_{c \lambda}(w), \\
& \varphi_{c \lambda}^{\bar{q}}(w)=v_{\lambda}(w) \bar{q}_{c \lambda}^{\dagger}(w), \\
& \bar{\varphi}_{c \lambda}^{\bar{q}}(w)=\bar{u}_{\lambda}(w) q_{c \lambda}^{\dagger}(w), \\
& \bar{\varphi}_{c \lambda}^{q}(w)=\bar{v}_{\lambda}(w) \bar{q}_{c \lambda}(w) . \tag{2.96}
\end{align*}
$$

The Dirac spinors in the light-cone formalism are

$$
\begin{array}{ll}
u_{\uparrow}(w)=\frac{1}{\sqrt{2^{3 / 2} k^{+}}}\left(\begin{array}{c}
\sqrt{2} k^{+}+m \\
k_{R} \\
\sqrt{2} k^{+}-m \\
k_{R}
\end{array}\right), & u_{\downarrow}(w)=\frac{1}{\sqrt{2^{3 / 2} k^{+}}}\left(\begin{array}{c}
-k_{L} \\
\sqrt{2} k^{+}+m \\
k_{L} \\
-\sqrt{2} k^{+}+m
\end{array}\right), \\
v_{\uparrow}(w)=\frac{-1}{\sqrt{2^{3 / 2} k^{+}}}\left(\begin{array}{c}
-k_{L} \\
\sqrt{2} k^{+}-m \\
k_{L} \\
-\sqrt{2} k^{+}-m
\end{array}\right), & v_{\downarrow}(w)=\frac{-1}{\sqrt{2^{3 / 2} k^{+}}}\left(\begin{array}{c}
\sqrt{2} k^{+}-m \\
k_{R} \\
\sqrt{2} k^{+}+m \\
k_{R}
\end{array}\right), \tag{2.97}
\end{array}
$$

where $k_{R / L}=\frac{1}{\sqrt{2}}\left(k_{x} \pm i k_{y}\right)$.
As observed previously, the two fields in Eqs. (2.92) and (2.93) are not independent, since the second one can be derived from the first one by taking the adjoint and then multiplying it by $\gamma^{0}$. Vice-versa, the quark field can be derived from the antiquark field by multiplying the latter by $\gamma^{0}$ and then by computing the adjoint.

Actually, the independent dynamical fermionic fields are represented by the so-called good light-front components of the fields (see, for instance, Ref. [15]). They are obtained from Eqs. (2.92) - (2.93) via a projection through the operators $\mathscr{P}_{ \pm}$:

$$
\begin{align*}
\Psi_{c \lambda}^{q+}(x) & \equiv \mathscr{P}_{+} \Psi_{c \lambda}^{q}(x),  \tag{2.98}\\
\bar{\Psi}_{c \lambda}^{q+}(x) & \equiv \bar{\Psi}_{c \lambda}^{q}(x) \mathscr{P}_{-},  \tag{2.99}\\
\mathscr{P}_{ \pm} & =\frac{1}{2} \gamma^{\mp} \gamma^{ \pm},  \tag{2.100}\\
\mathscr{P}_{+}+\mathscr{P}_{-} & =\mathbb{1},  \tag{2.101}\\
\mathscr{D}_{ \pm}^{\dagger} & =\mathscr{P}_{ \pm} . \tag{2.102}
\end{align*}
$$

Only by projecting the expressions (2.92) and (2.93) on the good components, we obtain the physical independent fermionic fields:

$$
\begin{align*}
& \Psi_{c \lambda}^{q+}(x)=\int \frac{d k^{+} d^{2} \mathbf{k}_{\perp}}{2 k^{+}(2 \pi)^{3}} \Theta\left(k^{+}\right)\left[e^{-i k \cdot x} \varphi_{c \lambda}^{q+}(w)+e^{i k \cdot x} \varphi_{c \lambda}^{\bar{q}+}(w)\right],  \tag{2.103}\\
& \bar{\Psi}_{c \lambda}^{q+}(x)=\int \frac{d k^{+} d^{2} \mathbf{k}_{\perp}}{2 k^{+}(2 \pi)^{3}} \Theta\left(k^{+}\right)\left[e^{-i k \cdot x} \bar{\varphi}_{c \lambda}^{\bar{q}+}(w)+e^{i k \cdot x} \bar{\varphi}_{c \lambda}^{q+}(w)\right], \tag{2.104}
\end{align*}
$$

where the operators $\varphi^{q+}$ and $\bar{\varphi}^{\bar{q}+}$ involve now the good components of the spinors, i.e.

$$
\begin{align*}
& u_{\uparrow}^{+}(w)=\sqrt{\frac{k^{+}}{2^{1 / 2}}}\left(\begin{array}{l}
1 \\
0 \\
1 \\
0
\end{array}\right), \quad u_{\downarrow}^{+}(w)=\sqrt{\frac{k^{+}}{2^{1 / 2}}}\left(\begin{array}{c}
0 \\
1 \\
0 \\
-1
\end{array}\right), \\
& v_{\uparrow}^{+}(w)=\sqrt{\frac{k^{+}}{2^{1 / 2}}}\left(\begin{array}{c}
0 \\
-1 \\
0 \\
1
\end{array}\right), \quad v_{\downarrow}^{+}(w)=\sqrt{\frac{k^{+}}{2^{1 / 2}}}\left(\begin{array}{c}
-1 \\
0 \\
-1 \\
0
\end{array}\right) . \tag{2.105}
\end{align*}
$$

Generally, the fermion fields appearing in the QCD calculations are represented by Eqs. (2.92) - (2.93) and (2.103) - (2.104) with a sum over the colour and helicity indices:

$$
\begin{equation*}
\Psi^{q}(x)=\sum_{c, \lambda} \Psi_{c \lambda}^{q}(x) \tag{2.106}
\end{equation*}
$$

$$
\begin{align*}
\bar{\Psi}^{q}(x) & =\sum_{c, \lambda} \bar{\Psi}_{c \lambda}^{q}(x),  \tag{2.107}\\
\Psi^{q+}(x) & =\sum_{c, \lambda} \Psi_{c \lambda}^{q+}(x),  \tag{2.108}\\
\bar{\Psi}^{q+}(x) & =\sum_{c, \lambda} \bar{\Psi}_{c \lambda}^{q+}(x) . \tag{2.109}
\end{align*}
$$

The gluon fields in Eq. (2.94) have only transverse components, i.e., they correspond to the two genuine independent degrees of freedom. The polarization vectors appearing in their definition are expressed in light-front formalism as

$$
\begin{equation*}
\epsilon_{\lambda}^{\mu}(w)=\left(0, \frac{\boldsymbol{\epsilon}_{\perp}(\mu) \cdot \boldsymbol{k}_{\perp}}{k^{+}}, \boldsymbol{\epsilon}_{\perp}(\mu)\right), \tag{2.110}
\end{equation*}
$$

with

$$
\begin{equation*}
\boldsymbol{\epsilon}_{\perp}(\uparrow / \downarrow)=\mp \frac{1}{\sqrt{2}}(1, i) . \tag{2.111}
\end{equation*}
$$

### 2.2 Parton Distribution Functions

All the elements presented so far form the basis for describing hadrons in terms of their constituents. A prime example of how we can use all the theoretical machinery previously developed is in the study of parton distribution functions. These objects embody the journey in phenomenology, as their theoretical definitions and predictions need to be compared to phenomenological extractions of the cross sections in various scattering experiments.
In this Section we present the landscape of the different types of parton distribution functions and specify the most general ones, from which all the others can be derived under certain specific limits [16-20].

### 2.2.1 Generalized parton correlator

Let us consider an interaction process between a hadron and a probe particle. In the initial state the hadron is described by the four-momentum $p=\left(p^{+}, p^{-}, \boldsymbol{p}_{\perp}\right)$ and the light-front helicity $\Lambda$. In the most general case, after the interaction, the momentum and the light-front helicity of the hadron change and become $p^{\prime}$ and $\Lambda^{\prime}$.

We introduce the hadron average momentum and the momentum transfer between the initial and final states:

$$
\begin{align*}
P & :=\frac{p+p^{\prime}}{2}  \tag{2.112}\\
\Delta & :=p^{\prime}-p \tag{2.113}
\end{align*}
$$

The on-shell conditions $p^{2}=p^{\prime 2}=M^{2}$ impose the following relations

$$
\begin{equation*}
P^{2}=M^{2}-\frac{\Delta^{2}}{4}, \quad P \cdot \Delta=0 \tag{2.114}
\end{equation*}
$$

The very basic assumption of the parton model consists in the hypothesis that the interaction takes place between the probe particle and only one single parton inside the hadron, which is the active parton. All the other partons act as spectators in the scattering process. This assumption is reasonable when the resolution power of the probe is sufficient to distinguish the internal structure of the hadron. This is associated to the energy scale at which the process takes place. If this energy is too small, the hadron is just seen as a structure-less point-like object and the parton model predictions fail. We assume from now that the energy scale is sufficient to support the parton model hypothesis.
We consider the case in which the active parton is a quark carrying an initial momentum $k-\frac{\Delta}{2}$ and ending up with a final momentum $k+\frac{\Delta}{2}$.

The process is completely described only by taking into account the physics of the probe, the physics of the hadron and their interaction. Here we focus merely on the hadronic part, where we can introduce the most general, fully unintegrated quark-quark correlator function between hadron states in lightfront helicity basis [16, 20]:

$$
\begin{equation*}
\Phi_{\Lambda \Lambda^{\prime}}(k, \Delta ; P)=\int \frac{d^{4} \zeta}{(2 \pi)^{4}} e^{i k \zeta}\left\langle p^{\prime}, \Lambda^{\prime}\right| \bar{\Psi}^{q}(0) u_{(0, \zeta)} \Psi^{q}(\zeta)|p, \Lambda\rangle \tag{2.115}
\end{equation*}
$$

The schematic illustration of the generalized parton correlator is represented in Fig. 2.4.


Figure 2.4: Schematic illustration of the generalized parton correlator within the parton model assumption. The effect of the gauge-link is represented by the emission of the soft gluons between the active quark and the remnant.

The definition (2.115) is simply a Fourier Transform (FT) of a matrix element containing the final and initial states of the hadron, two fermion fields
localized in two different positions, and a gauge link operator $\mathcal{U}_{(0, \zeta)}$ connecting the two points 0 and $\zeta$. The role of the gauge link will be explained at the end of this Section. The variables $\Delta, P, \Lambda$ and $\Lambda^{\prime}$ can be - in principle - experimentally determined. Vice-versa, it is not possible to measure the momentum of the active quark before and after the interaction due to the colour confinement.

Let us trace the correlator (2.115) over the Dirac space by inserting an operator $\Gamma$ generated from the Dirac basis $\mathscr{D}=\left\{\mathbb{1}, \gamma^{\mu}, \gamma_{5}, \gamma^{\mu} \gamma_{5}, i \sigma^{\mu \nu}\right\}$, i.e.

$$
\begin{align*}
\Phi_{\Lambda \Lambda^{\prime}}^{[\Gamma]}(k, \Delta ; P) & =\frac{1}{2} \operatorname{Tr}\left[\Phi_{\Lambda \Lambda^{\prime}}(k, \Delta ; P) \Gamma\right] \\
& =\frac{1}{2} \int \frac{d^{4} \zeta}{(2 \pi)^{4}} e^{i k \cdot \zeta}\left\langle p^{\prime}, \Lambda^{\prime}\right| \bar{\Psi}_{j}^{q}(0) u_{(0, \zeta)} \Gamma_{j i} \Psi_{i}^{q}(\zeta)|p, \Lambda\rangle \tag{2.116}
\end{align*}
$$

where $i$ and $j$ are Dirac indexes. By varying $\Gamma$, the corresponding hadron correlator provides complementary information on the partonic spin structure inside the hadron.

Due to the non-perturbative nature of hadronic physics, it is not possible to completely compute the quark-quark correlator analytically. To overcome this problem, one possibility is to parametrize it in terms of measurable quantities and then reconstruct the analytical structure using phenomenological methods [18].

The choice of the Dirac operator between $\gamma^{+}, \gamma^{+} \gamma_{5}, i \sigma^{j+} \gamma_{5}$, selects the helicity configuration of the active parton in the initial and in the final states, thus allowing one to account for contributions to the correlator from various helicity-transforming processes. These contributions enter in the description of the hadronic process at twist-2. What we mean with "twist" is actually the dynamical twist, as introduced in Ref. [21], i.e., the value $t \in \mathbb{N}$ at which an operator enters at the level of the cross-section according to

$$
\begin{equation*}
\left(\frac{M}{\sqrt{Q^{2}}}\right)^{t-2} \tag{2.117}
\end{equation*}
$$

where $Q^{2}$ is the energy scale of the process. From this definition, we define $t=2$ as the leading-twist.

We now return on the question regarding the presence of the gauge-link $u_{(0, \zeta)}$ in the definition of the correlator. Let us consider a local gauge transformation acting on the fermionic fields $\Psi(x)$ of a generic QFT:

$$
\begin{equation*}
\Psi(x) \rightarrow e^{-i g \alpha(x)} \Psi(x) \tag{2.118}
\end{equation*}
$$

where $g$ is the the coupling constant between the fermion and the gauge field of the theory $A^{\mu}(x)$. The effect of the same transformation on the field $\bar{\Psi}(x)$ changes the sign in the exponential. It is clear that if the two fields are defined in two different points, then the effect of the gauge transformation on the product of the two fields is:

$$
\begin{equation*}
\bar{\Psi}(x) \Psi(y) \rightarrow \bar{\Psi}(x) \Psi(y) e^{i g(\alpha(x)-\alpha(y))} . \tag{2.119}
\end{equation*}
$$

This is a problem for the gauge invariance of the theory. What breaks the gauge-invariance is the bi-locality of the field operators. If $x=y$, the gauge invariance would be preserved.
For this reason, it is necessary to interpose an object between the two fermionic fields that transforms under (2.118) in a way that the gauge invariance is restored. In other words, we need an operator $\mathcal{U}_{(x, y)}$ s.t.

$$
\begin{equation*}
u_{(x, y)} \rightarrow e^{-i g \alpha(x)} u_{(x, y)} e^{i g \alpha(y)} \tag{2.120}
\end{equation*}
$$

The gauge-link, also known as Wilson line, transforms exactly in the proper way, and it is defined as

$$
\begin{equation*}
u_{(x, y)}=\mathscr{P} \exp \left[i g \int_{x}^{y} d \eta^{\mu} A_{\mu}(\eta)\right] \tag{2.121}
\end{equation*}
$$

where $\mathscr{P}$ denotes the path ordering of the integral from $x$ to $y$. In the case of an Abelian theory like QED the path ordering is redundant. On the contrary it is crucial for those theories whose generators do not commute, like QCD. This term explicitly depends on the path chosen to connect the two space-time points, thus introducing the same path-dependence to the correlator (2.115). The expression of the term (2.121) arises from the final state interactions [22]. Basically, after the active quark has been extracted from the hadron, all the remaining part interacts with it by exchanging soft gluons. The path ordering takes into account the exact order in which the gluons are exchanged. This can be seen by expanding the definition of the gauge-link in a Taylor series of the coupling constant $g$ :

$$
\begin{align*}
\mathcal{U}_{(x, y)}= & \mathbb{1} \\
& +(i g) \int_{x}^{y} d \eta_{1}^{\mu} A_{\mu}\left(\eta_{1}\right) \\
& +(i g)^{2} \int_{x}^{y} d \eta_{1}^{\mu} \int_{x}^{\eta_{1}} d \eta_{2}^{\mu} A_{\mu}\left(\eta_{1}\right) A_{\mu}\left(\eta_{2}\right) \\
& +\ldots \tag{2.122}
\end{align*}
$$

where we wrote explicitly the terms associated to the exchange of one and two gluons. In principle, the number of gluons exchanged is infinite, as Eq. (2.122) suggests. The schematic representation of the gauge link, seen as exchange of gluons, is reported in Fig. 2.4. At present, there is no evidence of a process from which the unintegrated correlator can be extracted phenomenologically. Instead, it is possible to get access to the $k^{-}$-integrated correlator

$$
\begin{align*}
& \Phi_{\Lambda \Lambda^{\prime}}^{[\Gamma]}\left(x, \mathbf{k}_{\perp}, \Delta ; P\right) \\
& =\int d k^{-} \Phi_{\Lambda \Lambda^{\prime}}^{[\Gamma]}(k, \Delta ; P) \\
& =\left.\int \frac{d \zeta^{-} d^{2} \boldsymbol{\zeta}_{\perp}}{2(2 \pi)^{3}} e^{i\left(k^{+} \zeta^{-}-\zeta_{\perp} \cdot \mathbf{k}_{\perp}\right)}\left\langle p^{\prime}, \Lambda^{\prime}\right| \bar{\Psi}^{q}(0) u_{(0, \zeta)} \Gamma \Psi^{q}(\zeta)|p, \Lambda\rangle\right|_{\zeta^{+}=0} \tag{2.123}
\end{align*}
$$

where $x=k^{+} / P^{+}$is the fraction of average longitudinal momentum carried by the active quark. This is the mathematical object at the basis of the most general parton distribution functions, which are the Generalized TransverseMomentum Dependent Distribution functions (GTMDs) [18, 23, 24].

In principle, the choice of the path connecting 0 and $\zeta$ for the Wilson line depends on the physical process one wants to study. The condition $\zeta^{+}=0$ imposed in Eq. (2.123) brings us to consider the gauge-link just in the longitudinal direction and in the transverse direction:

$$
\begin{align*}
& u^{L}\left(0^{-}, \zeta^{-} ; \boldsymbol{\eta}_{\perp}\right)=\mathscr{P} \exp \left[i g \int_{0^{-}}^{\zeta^{-}} d \eta^{-} A^{+}\left(0, \eta^{-}, \boldsymbol{\eta}_{\perp}\right)\right]  \tag{2.124}\\
& u^{T}\left(\mathbf{0}_{\perp}, \boldsymbol{\zeta}_{\perp} ; \eta^{-}\right)=\mathscr{P} \exp \left[i g \int_{\mathbf{0}_{\perp}}^{\boldsymbol{\zeta}_{\perp}} d^{2} \boldsymbol{\eta}_{\perp} \cdot \boldsymbol{A}_{\perp}\left(0, \eta^{-}, \boldsymbol{\eta}_{\perp}\right)\right] . \tag{2.125}
\end{align*}
$$

The appropriate composition of these two gauge-links form the operator to be included in Eq. (2.123) for the specific process under consideration [25]. In case of Semi-Inclusive Deep Inelastic Scattering (SIDIS) and Drell-Yan (DY), the gauge-links are obtained as

$$
\left\{\begin{array}{l}
U^{L}\left(0^{-},+\infty^{-} ; \mathbf{0}_{\perp}\right) U^{T}\left(\mathbf{0}_{\perp}, \infty_{\perp} ;+\infty^{-}\right)  \tag{2.126}\\
\quad \times U^{T}\left(\infty_{\perp}, \boldsymbol{\zeta}_{\perp} ;+\infty^{-}\right) U^{L}\left(+\infty^{-}, \zeta^{-} ; \boldsymbol{\zeta}_{\perp}\right) \\
U^{L}\left(0^{-},-\infty^{-} ; \mathbf{0}_{\perp}\right) U^{T}\left(\mathbf{0}_{\perp}, \infty_{\perp} ;-\infty^{-}\right) \\
\quad \times U^{T}\left(\infty_{\perp}, \boldsymbol{\zeta}_{\perp} ;-\infty^{-}\right) U^{L}\left(-\infty^{-}, \zeta^{-} ; \boldsymbol{\zeta}_{\perp}\right) \quad \text { for SIDIS, } \\
\end{array}\right.
$$

By recalling the light-front gauge condition (2.64), we can practically ignore the longitudinal gauge-link, since $U^{L}\left(0^{-}, \zeta^{-} ; \boldsymbol{\eta}_{\perp}\right) \equiv \mathbb{1}$. On the contrary, the transverse gauge-link cannot be naively neglected. Indeed, if we use the advanced boundary conditions for the transverse components of the gauge fields, then $U^{T}\left(\mathbf{0}_{\perp}, \boldsymbol{\zeta}_{\perp} ; \eta^{-}\right) \equiv \mathbb{1}$, but the LFWFs acquire a complex phase that encodes the effects of the final state interactions [22, 26, 27]. This is the reason for which the LFWFs are treated as complex quantities in all the general theoretical expressions we will derive. Nevertheless, in the end, we will neglect the effects of the complex phase and we will present a model that parametrizes the LFWFs as pure real functions.

### 2.2.2 Landscape of parton distributions

All the parton distribution functions can be derived from the "mother" distributions, which are the GTMDs, by taking specific limits of the $k^{-}$-integrated correlator (2.123). The GTMDs depend on the 3 variables, that span a sixdimensional space and can be grouped in the set $\mathcal{V}=\left\{x, \boldsymbol{k}_{\perp}, \Delta\right\}$. Consequently, each particular limit defines a function that depends on a specific subset of $\mathcal{V}$. Therefore, the number of possible distributions that can be obtained is the same as the number of possible subsets of $\mathcal{V}$, i.e., 8 . The various subsets, defining the parton distribution functions are: $\mathcal{V},\left\{x, \boldsymbol{k}_{\perp}\right\},\{x, \Delta\}$,
$\left\{\boldsymbol{k}_{\perp}, \Delta\right\},\{x\},\{\Delta\},\left\{\boldsymbol{k}_{\perp}\right\}$ and $\emptyset$. The axes in Fig. 2.5 represent the three physical variables of $\mathcal{V}$. The different parton distribution functions, that we introduce in the following, are represented as black points whose coordinates coincide with their variable dependence.

## TMDs

The Transverse-Momentum Dependent Parton Distributions (TMDs) are obtained from the GTMDs by imposing $\Delta=0$. The latter condition means that the TMDs can be accessed in those processes in which there is no momentum transfer between the initial and final states of the hadron, as in the case of semi-inclusive processes. Thanks to their dependence, these parton distribution functions can provide a three-dimensional picture of the hadron in the momentum space ( $x, \boldsymbol{k}_{\perp}$ ).

## GPDs

The integral of the correlator (2.123) over the transverse momentum of the active parton $\boldsymbol{k}_{\perp}$ produces the Generalized Parton Distributions (GPDs), which are functions depending on the subset $\left(x, \Delta^{+}, \boldsymbol{\Delta}_{\perp}\right)$. We observe that the 2dimensional variable $\boldsymbol{\Delta}_{\perp}$, representing the transfer of transverse momentum, can always be Fourier-transformed in the position parameter $\boldsymbol{b}_{\perp}$. Then, the GPDs can give a simultaneous description in both momentum and position space for the partons inside the hadron $[28,29]$.

## TMFFs

The Transverse-Momentum Dependent Form Factors (TMFFs) can be obtained from the GTMDs by integrating over $x$. These functions depend on $\left(\boldsymbol{k}_{\perp}, \Delta\right)$, as they parametrize non-diagonal matrix elements in momentum space of local operators.

## PDFs

The GPDs and the TMDs are completely independent distribution functions, since they are obtained from the GTMDs by taking different kinematic limits. However, they have a common limit to the collinear Parton Distribution Functions (PDFs). In fact, the PDFs can be obtained in two ways: either from the GPDs for $\Delta \rightarrow 0$, or from the integration over $\boldsymbol{k}_{\perp}$ of the TMDs ${ }^{4}$. PDFs are functions only on $x$, thus providing a probability density of extracting a parton with a fraction $x$ of longitudinal momentum from the hadron.

[^3]
## FFs

The Form Factors (FFs) can be obtained by integrating the GPDs over the longitudinal $x$ and thus are functions only on the transfer momentum $\Delta$. Another way to recover the FFs is to integrate the TMFFs over the transverse momentum $\boldsymbol{k}_{\perp}$. The form factors can be extracted only by considering exclusive processes, and reconstructing the momentum transfer from the final state.

## TMSDs

Like the FFs and the PDFs, the other parton distribution functions depending only on one element of the set $V$ are the Transverse-Momentum Dependent Spin Densities (TMSDs), which are functions of $\boldsymbol{k}_{\perp}$. These distributions can be obtained either from the TMFFs by imposing $\Delta=0$, or from the integral over $x$ of the TMDs.

## Charges

The very last quantities we can obtain are the "Charges". These represent global properties of the hadrons, i.e., quantities that can be measured by looking at the hadron as a whole. They are obtained from the GTMDs by taking subsequently, in any order, the three following operations: $\int d x, \int d^{2} \boldsymbol{k}_{\perp}$, $\Delta=0$.

All the relations linking the different parton distribution functions are reported in Fig. 2.5.

## Wigner distributions

The Fourier transform of the GTMDs from momentum space to position space gives rise to a class of functions that are the Wigner distributions. They provide the most general one-body information of partons in both momentum and position space. The most general six-dimensional Wigner distributions were first introduced in Refs. [31,32]. However, in this case the physical interpretation is plagued by relativistic corrections. This issue has been solved in the light-front formalism by integrating over the longitudinal spatial dimension, leading to five-dimensional phase-space distributions [24,33,34], depending on the set ( $\left.x, \boldsymbol{k}_{\perp}, \boldsymbol{b}_{\perp}\right)$.


Figure 2.5: Representation of the projections of the GTMDs into parton distributions and form factors. The GTMDs, depending on $x, \boldsymbol{k}_{\perp}$ and $\Delta$ are represented as a white point. All the other distributions that are obtained from the GTMDs within proper limits are represented as black points. The cyan arrows give the forward limit in the hadron momentum, the pink arrows correspond to integrating over the quark transverse-momentum and the yellow arrows project out the longitudinal momentum of quarks. The variables on which the distributions depend coincide with their coordinates w.r.t. to the three axis $x, \Delta$ and $\boldsymbol{k}_{\perp}$.

The different parton distribution functions contain, in general, complementary information regarding the internal structure of the hadrons. The only effective way to hope to build a realistic picture of the hadrons is to combine these pieces of information by studying both the exclusive and inclusive processes through a phenomenological approach.

The final goal of this thesis is to develop a theoretical model to parametrize all the different types of parton distribution functions in the case of the pion. This will involve performing fits to experimental data for the FFs, conducting fits for observables sensitive to the PDFs and the TMDs, and then providing predictions for the GPDs.

### 2.3 Pion Distribution Amplitudes

The parton distribution functions are associated to certain probabilities of extracting a parton from the hadron with a specific momentum in the initial state and then re-inserting it back with a final momentum. In this sense, the parton distribution functions encode information about individual active
partons.
However, it is possible to introduce another class of objects, the so called Distribution Amplitudes (DAs), that enter the description of exclusive processes at large momentum transfer [35] and provide insights into the momentum fraction distributions of multiple partons in collinear directions simultaneously. In particular, they refer to a specific Fock state, with a fixed number of constituents, and they can be denoted as $d\left(x_{1}, x_{2}, \ldots, x_{N}\right)$, where $x_{i}$ is the fraction of the collinear momentum of the $i$-th parton.

The DAs can be computed as hadron-to-vacuum matrix elements of nonlocal gauge-invariant operators built of quark and gluon fields at light-like separations. In the case of a pion with valence quark of flavour $q$ and valence antiquark of flavour $q^{\prime}$ the matrix elements related to the leading-twist DA reads

$$
\begin{equation*}
\langle 0| \bar{\Psi}^{q^{\prime}}(-z) \Gamma \mathcal{U}_{(-z, z)} \Psi^{q}(z)|\pi(p)\rangle, \tag{2.127}
\end{equation*}
$$

where $\Gamma \in \mathscr{D}$ and $u_{(-z, z)} \equiv \mathbb{1}$. The dependence of the DAs on the renormalization scale is understood.

As specified in Section 2.2.1, the twist order changes accordingly to the choice of $\Gamma$ which involves the contribution of different components of the fields (good/bad). We refer here to the two-particle DAs at twist-2, representing the probability amplitude of finding in the pion a valence quark with light cone momentum fraction $x$ and a valence antiquark with fraction $(1-x)$.

Such a DA, $d(x, 1-x) \equiv \phi_{\pi}(x)$, is produced by selecting the Dirac operator $\gamma^{+} \gamma_{5}$ [36,37], according to

$$
\begin{equation*}
\phi_{\pi}(x)=\frac{1}{f_{\pi}} \int \frac{d z^{-}}{\pi} e^{i z^{-} p^{+}(2 x-1)}\langle 0| \bar{\Psi}^{q^{\prime}}(-z) \gamma^{+} \gamma_{5} \Psi^{q}(z)|\pi(p)\rangle, \tag{2.128}
\end{equation*}
$$

where $f_{\pi}$ is the pion decay constant, which guarantees the normalization

$$
\begin{equation*}
\int_{0}^{1} \phi_{\pi}(x) d x=1 \tag{2.129}
\end{equation*}
$$

The leading-twist DAs for pions, kaons and $\phi$ mesons have been recently determined from lattice calculations [38,39]. Moreover, there are different works on pion DAs up to twist-4 [35, 40-43].

### 2.4 Theoretical Model

This Section represents the core of the whole project as it outlines the steps needed to developing our theoretical model for parametrizing the various types of pion parton distribution functions.

As mentioned in Section 2.1.5, to recover the complete state of the pion, we should consider an infinite expansion of Fock states, but this is - in practice impossible.

Therefore, we limit our expansion to the first leading orders, encompassing the components with 2 to 4 partons. Accordingly, the pion state is represented as follows

$$
\begin{equation*}
|\pi(P)\rangle=|\pi(P)\rangle_{q \bar{q}^{\prime}}+|\pi(P)\rangle_{q \bar{q}^{\prime} g}+|\pi(P)\rangle_{q \bar{q}^{\prime} g g}+\sum_{\{\sqrt{\sigma}\}}|\pi(P)\rangle_{q \bar{q}^{\prime}\{\Delta \bar{\sigma}\}}, \tag{2.130}
\end{equation*}
$$

where $q \bar{q}^{\prime}=u \bar{d}, d \bar{u}$, and the sum in $\{s \bar{s}\}$ runs over the $N_{f}$-flavour pairs of the sea quarks ( $u \bar{u}, d \bar{d}$, and $s \bar{s}$ at the model scale). This choice is driven by the intention to parametrize all the pion PDFs effectively, including the valence PDF, the gluon PDF and the sea PDF, as outlined in Chapter 3.

To our knowledge, the expansion in the Fock space up to the two-gluon component represents the largest basis that has been used so far in light-front model calculations of the pion PDFs and e.m. form factor. The states in Eq. (2.130) represent the lowest-order contributions to fulfil this task. Although the gluon PDF could be computed by including only the $q \bar{q}^{\prime} g$ state, the presence of $q \bar{q}^{\prime} g g$ completes the states with 4 partons in the Fock expansion. The inclusion of additional Fock states with a higher number of partons is not expected to significantly increase the quality of the fits and the accessible information of parton distribution functions. Furthermore, such inclusion would significantly increase the level of complexity in the calculations. Therefore, limiting the expansion to these selected states proves to be a practical and effective approach for our purposes.

### 2.4.1 Pion Light Front Wave Amplitudes

For a generic hadron with helicity $\Lambda$, the angular momentum conservation is governed by the following constraint

$$
\begin{equation*}
\Lambda=l_{z}+\lambda, \tag{2.131}
\end{equation*}
$$

where the total parton orbital angular momentum (OAM) $l_{z}$ and the total parton helicity $\lambda$ are summed over all the partons:

$$
\left\{\begin{array}{l}
l_{z}=\sum_{i=1}^{N} l_{z i}  \tag{2.132}\\
\lambda=\sum_{i=1}^{N} \lambda_{i}
\end{array}\right.
$$

Accordingly, each Fock component of the pion state can be classified in terms of $l_{z}$ or, alternatively, in terms of $\lambda$, as outlined in Ref. [44].

This classification is performed in terms of Light Front Wave Amplitudes (LFWAs), which are derived from the LFWFs by factorizing the dependence on the discrete quantum numbers, such as colour, flavour, and helicity, and the $\boldsymbol{k}_{\perp}$-dependence, which explicitly corresponds to the OAM content of the Fock-state (for more details on the derivation, see Ref. [45]).

In the case of a pion with $\Lambda=0$, the Fock expansion of Eq. (2.130) comprises 94 independent LFWAs, corresponding to all possible combinations of parton helicities. As it will be clarified in this Section, the model we are going to develop introduces approximately two parameters for each LFWA. If we were to consider all 94 LFWAs, we would introduce a set of around 200 parameters. Considering that the number of experimental data points to be fitted is approximately the same, and that the level of computational complexity would be significant, the fit would result practically unfeasible. For simplicity, we limit our study to consider only the projection on the $l_{z}=0$ component, i.e.,

$$
\begin{equation*}
|\pi(p)\rangle^{l_{z}=0}=|\pi(p)\rangle_{q \bar{q}^{\prime}}^{l_{z}=0}+|\pi(p)\rangle_{q \bar{q}^{\prime} g}^{l_{z}=0}+|\pi(p)\rangle_{q \bar{q}^{\prime} g g}^{l_{z}=0}+\sum_{\{\Delta \bar{\sigma}\}}|\pi(p)\rangle_{q \bar{q}^{\prime}\{\Delta \bar{\sigma}\}}^{l_{z}=0} . \tag{2.133}
\end{equation*}
$$

Among all the independent LFWAs resulting from the projection in Eq. (2.133), we choose to neglect those multiplied by factors dependent on the parton transverse momenta. This is because we consistently neglect the contributions from higher-twist DAs which enter the parametrization of these LFWAs as well as the LFWAs with $\left|l_{z}\right|=1$. In this way, we arrive at a set of 7 independent LFWAs, facilitating a more straightforward and direct connection between the LFWAs and the pion DAs, as it will be discussed in Section 2.4.2.

We report here the four Fock-state contributions including the final 7 independent LFWAs:

$$
\begin{equation*}
|\pi(p)\rangle_{q \bar{q}^{\prime}}^{l_{z}=0}=\int \mathrm{d}[1] \mathrm{d}[2] \frac{\delta_{c_{1} c_{2}}}{\sqrt{3}} \psi_{q \bar{q}^{\prime}}^{(1)}(1,2)\left[q_{c_{1} \uparrow}^{\dagger}\left(w_{1}\right) \bar{q}_{c_{2} \downarrow}^{\prime \dagger}\left(w_{2}\right)-q_{c_{1} \downarrow}^{\dagger}\left(w_{1}\right) \bar{q}_{c_{2} \uparrow}^{\dagger}\left(w_{2}\right)\right]|0\rangle, \tag{2.134}
\end{equation*}
$$

$$
\begin{align*}
|\pi(p)\rangle_{q q^{\prime} g}^{l_{z}=0}=\int \mathrm{d}[1] \mathrm{d}[2] \mathrm{d}[3] \frac{T_{1 c^{\prime} c_{2}}^{a}}{2} & \psi_{q \bar{q}^{\prime} g}^{(1)}(1,2,3) \\
& \times\left[\left(q \bar{q}^{\prime}\right)_{A, 1}^{\dagger} g_{a \downarrow}^{\dagger}\left(w_{3}\right)-\left(q \bar{q}^{\prime}\right)_{A,-1}^{\dagger} g_{a \uparrow}^{\dagger}\left(w_{3}\right)\right]|0\rangle, \tag{2.135}
\end{align*}
$$

$$
\begin{align*}
|\pi(p)\rangle_{q \bar{q}^{\prime} g g}^{l_{z}=0}=\int \mathrm{d}[1] \mathrm{d}[2] \mathrm{d}[3] \mathrm{d}[4] \frac{\delta_{c_{1} c_{2}} \delta^{a b}}{\sqrt{24}} & \left\{\psi_{q \bar{q}^{\prime} g g}^{(1)}(1,2,3,4)\left(q \bar{q}^{\prime}\right)_{A, 0}^{\dagger}(g g)_{S, 0}^{\dagger}\right. \\
+ & \left.\psi_{q \bar{q}^{\prime} g g}^{(2)}(1,2,3,4)\left(q \bar{q}^{\prime}\right)_{S, 0}^{\dagger}(g g)_{A, 0}^{\dagger}\right\}|0\rangle, \tag{2.136}
\end{align*}
$$

$$
\begin{aligned}
|\pi(p)\rangle_{q \bar{q}^{\prime}\{J \bar{s}\}}^{l l_{0}=0}= & \int \mathrm{d}[1] \mathrm{d}[2] \mathrm{d}[3] \mathrm{d}[4] \frac{\delta_{c_{1} c_{2}} \delta_{c_{3} c_{4}}}{3}\left\{\psi_{q \bar{q}^{\prime} \overline{\bar{s}}}^{(1)}(1,2,3,4)\left(q \bar{q}^{\prime}\right)_{A, 0}^{\dagger}( \lrcorner \bar{J}\right)_{S, 0}^{\dagger} \\
& \left.+\psi_{q \bar{q}^{\prime} \bar{s}( }^{(2)}(1,2,3,4)\left(q \bar{q}^{\prime}\right)_{S, 0}^{\dagger}( \lrcorner \bar{J}\right)_{A, 0}^{\dagger}
\end{aligned}
$$

$$
\begin{equation*}
\left.+\psi_{q \bar{q}^{\prime}, \bar{J}}^{(3)}(1,2,3,4)\left[\left(q \bar{q}^{\prime}\right)_{A, 1}^{\dagger}(s \bar{s})_{A,-1}^{\dagger}-\left(q \bar{q}^{\prime}\right)_{A,-1}^{\dagger}(s \bar{s})_{A, 1}^{\dagger}\right]\right\}|0\rangle . \tag{2.137}
\end{equation*}
$$

These states contain the following operators:

$$
\begin{align*}
& \left(q \bar{q}^{\prime}\right)_{S, 0}^{\dagger}=q_{c_{1} \uparrow}^{\dagger}\left(w_{1}\right) \bar{q}_{c_{2 \downarrow}}^{\dagger \dagger}\left(w_{2}\right)+q_{c_{1} \downarrow}^{\dagger}\left(w_{1}\right) \bar{q}_{c_{2} \uparrow}^{\dagger}\left(w_{2}\right),  \tag{2.138}\\
& (s \bar{\jmath})_{S, 0}^{\dagger}=J_{c_{3} \uparrow}^{\dagger}\left(w_{3}\right) \bar{\jmath}_{c_{4} \downarrow}^{\dagger}\left(w_{4}\right)+j_{c_{3 \downarrow} \downarrow}^{\dagger}\left(w_{3}\right) \bar{\jmath}_{c_{4} \uparrow}^{\dagger}\left(w_{4}\right),  \tag{2.139}\\
& \left(q \bar{q}^{\prime}\right)_{A, 0}^{\dagger}=q_{c_{1} \uparrow}^{\dagger}\left(w_{1}\right) \bar{q}_{c_{2 \downarrow}}^{\prime \dagger}\left(w_{2}\right)-q_{c_{1} \downarrow}^{\dagger}\left(w_{1}\right) \bar{q}_{c_{2} \uparrow}^{\dagger}\left(w_{2}\right),  \tag{2.140}\\
& (s \bar{J})_{A, 0}^{\dagger}=s_{c_{3} \uparrow}^{\dagger}\left(w_{3}\right) \bar{j}_{c_{4} \downarrow}^{\dagger}\left(w_{4}\right)-s_{c_{3 \downarrow}}^{\dagger}\left(w_{3}\right) \bar{j}_{c_{4} \uparrow}^{\dagger}\left(w_{4}\right),  \tag{2.141}\\
& \left(q \bar{q}^{\prime}\right)_{A, 1}^{\dagger}=q_{\uparrow c_{1}}^{\dagger}\left(w_{1}\right) \bar{q}_{c_{2} \uparrow}^{\prime \dagger}\left(w_{2}\right),  \tag{2.142}\\
& (\bar{s})_{A, 1}^{\dagger}=s_{\uparrow c_{3}}^{\dagger}\left(w_{3}\right) \bar{j}_{c_{4} \uparrow}^{\dagger}\left(w_{4}\right),  \tag{2.143}\\
& \left(q \bar{q}^{\prime}\right)_{A,-1}^{\dagger}=q_{\downarrow c_{1}}^{\dagger}\left(w_{1}\right) \bar{q}_{c_{2 \downarrow}}^{\prime \dagger}\left(w_{2}\right),  \tag{2.144}\\
& (s \bar{J})_{A,-1}^{\dagger}=s_{\downarrow c_{3}}^{\dagger}\left(w_{3}\right) \bar{J}_{c_{4 \downarrow}}^{\dagger}\left(w_{4}\right),  \tag{2.145}\\
& (g g)_{S, 0}^{\dagger}=g_{a \uparrow}^{\dagger}\left(w_{3}\right) g_{b \downarrow}^{\dagger}\left(w_{4}\right)+g_{a \downarrow}^{\dagger}\left(w_{3}\right) g_{b \uparrow}^{\dagger}\left(w_{4}\right),  \tag{2.146}\\
& (g g)_{A, 0}^{\dagger}=g_{a \uparrow}^{\dagger}\left(w_{3}\right) g_{b \downarrow}^{\dagger}\left(w_{4}\right)-g_{a \downarrow}^{\dagger}\left(w_{3}\right) g_{b \uparrow}^{\dagger}\left(w_{4}\right) . \tag{2.147}
\end{align*}
$$

The model we are developing is based on the parametrization of the 7 LFWAs: $\psi_{q \bar{q}^{\prime}}^{(1)}, \psi_{q \bar{q}^{\prime} g}^{(1)}, \psi_{q \tilde{q}^{\prime} g g}^{(1)}, \psi_{\left.q \bar{q}^{\prime} g g\right)}^{(2)}, \psi_{q \bar{q}^{\prime} s,}^{(1)}, \psi_{q \bar{q}^{\prime} \bar{s}}^{(2)}, \psi_{q \bar{q}^{\prime} \bar{s}}^{(3)}$. From now on, we will denote the general LFWA with $\psi_{\beta}^{(i)} \equiv \psi_{\beta}^{(i)}(1,2, \ldots, N)$, where $\beta$ is a label referring to the parton composition $\left\{q \bar{q}^{\prime}, q \bar{q}^{\prime} g, q \bar{q}^{\prime} g g, q \bar{q}^{\prime} s \bar{\jmath}\right\}$, while the integers $i=1, \ldots, N$ are collective indices referring to ( $x_{i}, \boldsymbol{k}_{\perp i}$ ). These collective indices distinguish the relative kinematics of the LFWAs from the arguments of the ladder operators $w_{i}=\left(p_{i}^{+}, \boldsymbol{p}_{\perp i}\right)$, with the transverse variables linked via Eq. (2.84), and $p_{i}^{+}=$ $x_{i} p^{+}$. The integration measure in Eqs. (2.134) - (2.137) is defined in terms of the measure in Eq. (2.86).

From a mathematical point of view, the LFWAs are functions depending only on the fractions of momentum in the collinear direction $x_{i}$ and on the relative transverse momenta $\boldsymbol{k}_{\perp i}$ of the partons. Without loss of generality ${ }^{5}$, it is always possible to express $\psi_{\beta}^{(i)}$ in the following general functional form

$$
\begin{equation*}
\psi_{\beta}^{(i)}\left(x_{i}, \boldsymbol{k}_{\perp i}\right)=\phi_{\beta}^{(i)}\left(x_{i}\right) \Omega_{\beta}^{(i)}\left(x_{i}, \boldsymbol{k}_{\perp i}\right) . \tag{2.148}
\end{equation*}
$$

The model dependence enters in the next step, by specifying the analytic form of the functions $\phi_{\beta}^{(i)}$ and $\Omega_{\beta}^{(i)}$.

### 2.4.2 Modelling the LFWAs

The very general expression of Eq. (2.148) is here specified, on the basis of the following rationale. The pion DAs introduced in Section (2.3), as well as the

[^4]functions $\phi_{\beta}^{(i)}$, depend solely on the fraction of momentum $x_{i}$ carried by the partons in the collinear direction. Our aim is to establish a clear and direct correspondence between the pion DAs and $\phi_{\beta}^{(i)}$, once fixed the twist order and the number of constituent partons. By doing so, the functions $\phi_{\beta}^{(i)}$ acquire a non-trivial physical meaning. This connection between the LFWAs and the pion DAs facilitates a deeper understanding and meaningful interpretation of the LFWAs in the context of pion structure and dynamics.

To achieve this goal, we need to compute the matrix elements of Eq. (2.127), for the Fock-states in Eqs. (2.134) - (2.137). The most general result of these calculations, which are intended to be valid at the level of bare operators, can be summarized in relations of the following form

$$
\begin{equation*}
\int\left[d^{2} \boldsymbol{k}_{\perp}\right]_{N} \psi_{\beta}^{(i)}(1,2, \ldots, N)=\sum_{j} a_{i j} d_{j}\left(x_{1}, \ldots, x_{N}\right) \tag{2.149}
\end{equation*}
$$

where $d_{j}\left(x_{1}, \ldots, x_{N}\right)$ are the pion DAs. As evident from Eq. (2.149), the correspondences between the $\phi_{\beta}^{(i)}$ and the DAs are affected by the presence of the integrals in the transverse measures of the functions $\Omega_{\beta}^{(i)}$ contained in $\psi_{\beta}^{(i)}$. Therefore, the model we are going to introduce must satisfy the following condition:

1. the integrals of the functions $\Omega_{\beta}^{(i)}$ in the transverse measure, for all $\beta$, are finite multiplicative factors.

Let us suppose, for the moment, that these multiplicative factors are all equal to 1 , i.e. that the $\Omega_{\beta}^{(i)}$ are normalized to unity:

$$
\begin{equation*}
\int\left[d^{2} \boldsymbol{k}_{\perp}\right]_{N} \Omega_{\beta}^{(i)}\left(x_{1}, \boldsymbol{k}_{\perp 1}, x_{2}, \boldsymbol{k}_{\perp 2}, \ldots, x_{N}, \boldsymbol{k}_{\perp N}\right)=1 \tag{2.150}
\end{equation*}
$$

Then, the left-hand side of Eq. (2.149) reduces to:

$$
\begin{equation*}
\int\left[d^{2} \boldsymbol{k}_{\perp}\right]_{N} \psi_{\beta}^{(i)}(1,2, \ldots, N)=\phi_{\beta}^{(i)}\left(x_{1}, \ldots, x_{N}\right) \tag{2.151}
\end{equation*}
$$

and we obtain the direct identification $\phi_{\beta}^{(i)}\left(x_{1}, \ldots, x_{N}\right)=\sum_{j} a_{i j} d_{j}\left(x_{1}, \ldots, x_{N}\right)$. Such a normalization condition is always possible, if we do not assume specific boundary conditions for $\phi_{\beta}^{(i)}$. In fact, given Eq. (2.149), we can always introduce $\phi_{\beta}^{(i)}\left(x_{1}, \ldots, x_{N}\right)=\sum_{j} a_{i j} d_{j}\left(x_{1}, \ldots, x_{N}\right)$ and write

$$
\begin{equation*}
\psi_{\beta}^{(i)}\left(x_{1}, \boldsymbol{k}_{\perp 1}, \ldots, x_{N}, \boldsymbol{k}_{\perp N}\right)=\left(\frac{\psi_{\beta}^{(i)}\left(x_{1}, \boldsymbol{k}_{\perp 1}, \ldots, x_{N}, \boldsymbol{k}_{\perp N}\right)}{\phi_{\beta}^{(i)}\left(x_{1}, \ldots, x_{N}\right)}\right) \phi_{\beta}^{(i)}\left(x_{1}, \ldots, x_{N}\right) \tag{2.152}
\end{equation*}
$$

The function in brackets has exactly the right dependence on the arguments to be identified with $\Omega_{\beta}^{(i)}\left(x_{1}, \boldsymbol{k}_{\perp 1}, \ldots, x_{N}, \boldsymbol{k}_{\perp N}\right)$, and it satisfies the normalization (2.150).

In the case where $\Omega_{\beta}^{(i)}$ is not normalized to 1 , the relationship between $\phi_{\beta}^{(i)}$ and the DAs would change only by factors corresponding to the norms of $\Omega_{\beta}^{(i)}$. However, the general structure of Eq. (2.149) would remain unaffected.

To better clarify this abstract reasoning, we present the explicit result at twist-2 in Section 2.4.3, where we connect our $\phi_{q \bar{q}^{\prime}}^{(1)}\left(x_{1}, 1-x_{1}\right)$ to $d_{2}\left(x_{1}, 1-x_{1}\right)$. The latter coincides to the already mentioned $\phi_{\pi}\left(x_{1}\right)$ reported in Eq. (2.128).

## Model for the transverse-momentum dependence

There are many ways to introducing functions depending on $x_{i}$ and $\boldsymbol{k}_{\perp i}$, such that the requirement of finite integrals in transverse direction is satisfied. The Brodsky-Lepage-Huang prescription [46] achieves this with the following dependency

$$
\begin{equation*}
\Omega_{\beta}^{(i)}\left(x_{1}, \boldsymbol{k}_{\perp 1}, x_{2}, \boldsymbol{k}_{\perp 2}, \ldots, x_{N}, \boldsymbol{k}_{\perp N}\right)=\frac{\left(16 \pi^{2} a_{\beta}^{(i) 2}\right)^{N-1}}{\prod_{i=1}^{N} x_{i}} \exp \left(-a_{\beta}^{(i) 2} \sum_{i=1}^{N} \frac{\boldsymbol{k}_{\perp i}^{2}}{x_{i}}\right) \tag{2.153}
\end{equation*}
$$

where $a_{\beta}^{(i)}$ are free parameters that need to be fitted. Since these $a_{\beta}^{(i)}$ are associated with the part of the LFWAs that depends on the transverse momentum, they collectively form the set of "transverse parameters", hereafter denoted as $\mathcal{A}^{T}$. More explicitly:

$$
\begin{equation*}
\mathcal{A}^{T}=\left\{a_{q \bar{q}^{\prime}}^{(1)}, a_{q \bar{q}^{\prime} g}^{(1)}, a_{q \bar{q}^{\prime} g g}^{(1)}, a_{q \bar{q}^{\prime} g g}^{(2)}, a_{q \bar{q}^{\prime} \bar{J} \bar{J}}^{(1)}, a_{q \bar{q}^{\prime}, \bar{J}}^{(2)}, a_{q \bar{q}^{\prime} \bar{J}}^{(3)}\right\} \tag{2.154}
\end{equation*}
$$

where
$a_{q \bar{q}^{\prime}}^{(1)}$ is the transverse parameter for the $q \bar{q}^{\prime}$ state,
$a_{q \bar{q}^{\prime} g}^{(1)}$ is the transverse parameter for the $q \bar{q}^{\prime} g$ state,
$a_{q \bar{q}^{\prime} g g}^{(i=1,2)}$ are the transverse parameters for the $q \bar{q}^{\prime} g g$ independent states, $a_{q \bar{q}^{\prime} \bar{s}, 3}^{(i=1,3)}$ are the transverse parameters for the $q \bar{q}^{\prime} s \bar{s}$ independent states.

The functions in Eq. (2.153) satisfy the normalization condition in Eq. (2.150). Moreover, the integrals of their squares in the transverse direction give the following result

$$
\begin{equation*}
\int\left[d^{2} \boldsymbol{k}_{\perp}\right]_{N} \Omega_{\beta}^{(i) 2}=\frac{\left(8 \pi^{2} a_{\beta}^{(i) 2}\right)^{N-1}}{\prod_{i=1}^{N} x_{i}} \tag{2.155}
\end{equation*}
$$

This latter property poses an issue for our intended approach. As we will discuss in Section 3, the collinear parton distribution functions can be expressed in terms of integrals of the squares of the LFWAs. However, the presence of
the transverse parameters in the r.h.s. of Eq. (2.155) implies that the collinear PDFs are parametrized in terms of both the parameters in the longitudinalmomentum part of the LFWAs and the transverse set $\mathcal{A}^{T}$. This contradicts our goal, as we aim to develop a model where the collinear PDFs are solely parametrized by a set of "longitudinal parameters", while the transverse parameters enter only at the level of those parton distribution functions dependent on the transverse-momentum direction, such as the TMDs, the FFs and the GPDs.

Therefore, for our purposes, it is necessary to modify the model in Eq. (2.153) in a manner that eliminates any dependence on $\mathcal{A}^{T}$ in the integrals like (2.155).

To achieve this, we adopt the following expression for the functions $\Omega_{\beta}^{(i)}$

$$
\begin{equation*}
\Omega_{\beta}^{(i)}\left(x_{1}, \boldsymbol{k}_{\perp 1}, x_{2}, \boldsymbol{k}_{\perp 2}, \ldots, x_{N}, \boldsymbol{k}_{\perp N}\right)=\frac{\left(4 \sqrt{2} \pi a_{\beta}^{(i)}\right)^{N-1}}{\prod_{i=1}^{N} x_{i}} \exp \left(-a_{\beta}^{(i) 2} \sum_{i=1}^{N} \frac{\boldsymbol{k}_{\perp i}^{2}}{x_{i}}\right) \tag{2.156}
\end{equation*}
$$

which implies the following normalizations

$$
\begin{align*}
\int\left[d^{2} \boldsymbol{k}_{\perp}\right]_{N} \Omega_{\beta}^{(i)} & =\frac{1}{\left(2 \sqrt{2} \pi a_{\beta}^{(i)}\right)^{N-1}},  \tag{2.157}\\
\int\left[d^{2} \boldsymbol{k}_{\perp}\right]_{N} \Omega_{\beta}^{(i) 2} & =\frac{1}{\prod_{i=1}^{N} x_{i}} \tag{2.158}
\end{align*}
$$

The latter equation guarantees that the collinear PDFs will not depend on the transverse set $\mathcal{A}^{T}$, while Eq. (2.157) ensures finite normalizations for the functions $\Omega_{\beta}^{(i)}$. We notice that the normalization constants on the r.h.s. of Eq. (2.157) now explicitly depend on the transverse parameters. This implies that the relationships we obtain between the DAs and our collinear dependency will exhibit a dependence on the parameters $a_{\beta}^{(i)}$ through global normalization factors.

There is no way around this problem: either the DAs or the PDFs will inevitably have some degree of dependence on the transverse parameters $a_{\beta}$. This means that there will always be traces of the transverse structure in the collinear part. We emphasize that our choice is to have the collinear PDFs completely independent of $\mathcal{A}^{T}$, which is exactly the meaning of Eq. (2.158).

Summarizing, the second condition our model fulfils is:
2. the integrals of the functions $\Omega_{\beta}^{(i) 2}$ over the transverse measure must not depend on the set of parameters used to model the functions $\Omega_{\beta}^{(i)}$.
Having established the parametrization of the functions $\Omega_{\beta}^{(i)}$, we can now explain how we model the pure collinear part.

## Model for the longitudinal momentum-fraction dependence

Given that the integrals of the $\Omega_{\beta}^{(i)}$ are just finite factors (see Eq. $(2.157)^{6}$ ), Eq. (2.149) provides the connection between the functions $\phi_{\beta}^{(i)}$ and the DAs. For this reason, the third and last condition we require is:
3. the $x_{i}$-dependence of the functions $\phi_{\beta}^{(i)}$ is inferred from the pion DAs.

Following the analysis of Ref. [43], one can construct the expansion of the leading-twist pion DAs in the representations of the collinear subgroup of the conformal transformations on the light-cone. We simplify this expansion by limiting it to the leading contribution, which corresponds with the lowest conformal spin and is referred to as the asymptotic DAs. For a generic $N$-parton state, these asymptotic DAs are expressed as follows:

$$
\begin{equation*}
\prod_{i=1}^{N} x_{i}^{2 j_{i}-1} \tag{2.159}
\end{equation*}
$$

where $j_{i}$ is the conformal spin of the $i$-th parton, which is $j_{i}=1$ for quarks and anti-quarks and $j_{i}=3 / 2$ for gluons. In this way, the functions $\phi_{\beta}^{(i)}$, for all the Fock states, take the following form

$$
\begin{align*}
\phi_{q \bar{q}^{\prime}}^{(1)}\left(x_{1}, x_{2}\right) & =N_{q \bar{q}^{\prime}}^{(1)} x_{1} x_{2} \\
\phi_{q \bar{q}^{\prime} g}^{(1)}\left(x_{1}, x_{2}, x_{3}\right) & =N_{q \bar{q}^{\prime} g}^{(1)} x_{1} x_{2} x_{3}^{2} \\
\phi_{q \bar{q}^{\prime} g g}^{(1)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) & =N_{q \bar{q}^{\prime} g g}^{(1)} x_{1} x_{2}\left(x_{3} x_{4}\right)^{2}, \\
\phi_{q \bar{q}^{\prime} g g}^{(2)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) & =N_{q \bar{q}^{\prime} g g}^{(2)} x_{1} x_{2} x_{3} x_{4}\left(x_{3}^{2}-x_{4}^{2}\right), \\
\phi_{q \bar{q}^{\prime} J \bar{s}}^{(1)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) & =N_{\left.q \bar{q}^{\prime}\right\lrcorner \bar{s}}^{(1)} x_{1} x_{2} x_{3} x_{4}, \\
\phi_{q \bar{q}^{\prime} J \bar{J}}^{(2)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) & =N_{\left.q \bar{q}^{\prime}\right\lrcorner \bar{s}}^{(2)} x_{1} x_{2} x_{3} x_{4}, \\
\phi_{\left.q \bar{q}^{\prime}\right\lrcorner \bar{J}}^{(3)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) & =N_{\left.q \bar{q}^{\prime}\right\lrcorner \bar{J}}^{(3)} x_{1} x_{2} x_{3} x_{4} . \tag{2.160}
\end{align*}
$$

We observe the different functional form of $\phi_{q \bar{q}^{\prime} g g}^{(1)}$ and that of $\phi_{q \bar{q}^{\prime} g g}^{(2)}$ which results from the different symmetry property of the corresponding LFWAs under the exchange of the last two arguments pertaining to the gluons. Furthermore, the three functions $\phi_{q \bar{q}^{\prime}, \bar{J}}^{(1)}, \phi_{q \bar{q}^{\prime}, \bar{J},}^{(2)}$, and $\phi_{q \bar{q}^{\prime}, \bar{J}}^{(3)}$ associated with the Fock-state in Eq. (2.137) correspond to different helicity configurations of four partons and are all symmetric under the exchange of the last two entries. As long as we consider unpolarized PDFs with the extant database, we lack sensitivity to these distinct helicity configurations. Consequently, we make the assumption that these three functions share the same dependence on the longitudinal momentum fractions, albeit with different normalization factors. This assumption simplifies the parametrization and reduces the complexity of the model while still maintaining adequate accuracy for our specific purposes.

[^5]Unfortunately the parametrization (2.160) leads to poor results for the fit of the PDFs. For this reason we decided to change the asymptotic expansion for the states $q \bar{q}^{\prime}$ and $q \bar{q}^{\prime} g$ by including the first beyond-asymptotic term in the expansion. Moreover, for the $q \bar{q}^{\prime}$ state, we modified also the exponent of the asymptotic expansion, by introducing a variable exponent $\gamma_{q}$ to be fitted to data.

The choice to include only the first term beyond the asymptotic expansion and solely for the first two Fock states was guided by the desire to avoid introducing too many free parameters into the model, considering the limited number of available data points for the fits. We also experimented with varying the exponents of the asymptotic states, and it was observed that the quality of the fit remained mostly unchanged, even when introducing other variable exponents for different Fock states.

Actually, we performed various tests by including additional terms (up to 2 beyond the asymptotic ones for each single Fock state). We also made other trials by introducing additional variable exponents for different Fock states, but all these attempts did not significantly impact the quality of the fit.

The next question about the modelling of the parametrization for the DAs is: How did you introduce the next-to-asymptotic terms?

For each Fock-state component, we seek a suitable complete set of orthonormal polynomials $p_{m}\left(x_{1}, x_{2}, \cdots, x_{N}\right)$ of degree $m$ to perform the expansion of the DAs. This set should contain the asymptotic term and therefore satisfy the following orthonormality conditions

$$
\left\{\begin{array}{l}
\int[d x]_{N} \prod_{i=1}^{N} \sqrt{x_{i}} x_{i}^{2 j_{i}-1} p_{m}\left(x_{1}, x_{2}, \ldots, x_{N}\right)=0,  \tag{2.161}\\
\int[d x]_{N} \prod_{i=1}^{N} \sqrt{x_{i}} p_{m}\left(x_{1}, x_{2}, \ldots, x_{N}\right) p_{l}\left(x_{1}, x_{2}, \ldots, x_{N}\right)=0 \text { for } m \neq l .
\end{array}\right.
$$

In the case of $q \bar{q}^{\prime} g$, the relevant polynomials are a combination of the Jacobi polynomials. For the $q \bar{q}^{\prime}$ state with varied asymptotic exponent, the first equation in (2.161) involves $x_{1}^{\gamma_{q}} x_{2}^{\gamma_{q}}$ instead of $x_{1} x_{2}$, and the required polynomials are a combination of Gegenbauer polynomials with variable dimensionality. The choice to employ a variable exponent was motivated by the observation that an expansion in Gegenbauer polynomials with variable dimensionality typically exhibits faster convergence than an expansion with fixed dimensionality [47].

More specifically, the desired polynomials for $q \bar{q}^{\prime}$ and $q \bar{q}^{\prime} g$ are as follows

$$
\begin{align*}
p_{m}\left(x_{1}, x_{2}\right) & =\frac{C_{m}^{\gamma_{q}+\frac{1}{2}}\left(x_{1}\right)+C_{m}^{\gamma_{q}+\frac{1}{2}}\left(x_{2}\right)}{2},  \tag{2.162}\\
p_{m}\left(x_{1}, x_{2}, x_{3}\right) & =\left(1-x_{3}\right)^{k} \mathscr{P}_{m-2 k}^{(2,2 k-3)}\left(1-2 x_{3}\right) \frac{\mathscr{P}_{k}^{(1,1)}\left(\frac{x_{2}-x_{1}}{1-x_{3}}\right)+\mathscr{P}_{k}^{(1,1)}\left(\frac{x_{1}-x_{2}}{1-x_{3}}\right)}{2} . \tag{2.163}
\end{align*}
$$

In the previous equations, $C_{j}^{\alpha}(x)$ are Gegenbauer polynomials and $\mathscr{D}_{j}^{(\alpha, \beta)}(x)$ are Jacobi polynomials. The index $k \in \mathbb{N}$ in Eq. (2.163) satisfies $k \leq \frac{m}{2}$, and this is due to the conservation of total angular momentum. In fact, since we are considering the pion state with the projection of OAM $l_{z}=0$ and since the pion is a spinless hadron, only the conformal spins of the partons are relevant. The total contribution of angular momentum can be decomposed as $J=j_{1}+j_{2}+j_{3}+n=\frac{7}{2}+n$, with $n \in \mathbb{N}$. For the degeneracy of the quantum number, we have $j=j_{1}+j_{2}+j_{3}+k$ with $0 \leq k \leq n$. By setting $n=m-k$, we precisely arrive at $k \leq \frac{m}{2}$, where $m \in \mathbb{N}$. The coefficients that appear in the Jacobi polynomials in Eq. (2.163) are, in fact, combinations of the conformal spins of the partons.

It is noteworthy that in both (2.162) and (2.163) the only integers $m$ that render those expressions non-vanishing are the even numbers.

On the basis of all the previous discussion, the final model for the collinear part of the LFWAs is:

$$
\begin{align*}
& \phi_{q \bar{q}^{\prime}}^{(1)}\left(x_{1}, x_{2}\right)=N_{q \bar{q}^{\prime}}^{(1)}\left(x_{1} x_{2}\right)^{\gamma_{q}}\left(1+d_{q 1} C_{2}^{\left(\gamma_{q}+1 / 2\right)}\left(x_{1}-x_{2}\right)\right)  \tag{2.164}\\
& \phi_{q \bar{q}^{\prime} g}^{(1)}\left(x_{1}, x_{2}, x_{3}\right)=N_{q \tilde{q}^{\prime} g}^{(1)} x_{1} x_{2} x_{3}^{2}\left[1+d_{g 1}\left(3-7 x_{3}\right)\right],  \tag{2.165}\\
& \phi_{q \bar{q}^{\prime} g g}^{(1)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=N_{q \bar{q}^{\prime} g g}^{(1)} x_{1} x_{2}\left(x_{3} x_{4}\right)^{2},  \tag{2.166}\\
& \phi_{q \bar{q}^{\prime} g g}^{(2)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=N_{q \bar{q}^{\prime} g g}^{(2)} x_{1} x_{2} x_{3} x_{4}\left(x_{3}^{2}-x_{4}^{2}\right) \text {, }  \tag{2.167}\\
& \phi_{q \bar{q}^{\prime} \overline{\bar{J}}}^{(1)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=N_{q \overline{q^{\prime}}, \overline{\bar{J}}}^{(1)} x_{1} x_{2} x_{3} x_{4},  \tag{2.168}\\
& \phi_{q \bar{q}^{\prime} \cdot \bar{J}}^{(2)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=N_{q \overline{q^{\prime}} \cdot \overline{\bar{J}}}^{(2)} x_{1} x_{2} x_{3} x_{4},  \tag{2.169}\\
& \phi_{q \bar{q}^{\prime}, \bar{J}}^{(3)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=N_{q \bar{q}^{\prime} J \overline{\bar{J}}}^{(3)} x_{1} x_{2} x_{3} x_{4}, \tag{2.170}
\end{align*}
$$

The norms $N_{\beta}^{(i)}$ in Eqs. (2.164) - (2.170) are defined in such a way as to guarantee the normalization of the pion state which reads

$$
\begin{equation*}
\left\langle\pi\left(p^{\prime}\right) \mid \pi(p)\right\rangle=2(2 \pi)^{3} p^{+} \delta\left(p^{\prime+}-p^{+}\right) \delta\left(\boldsymbol{p}_{\perp}^{\prime}-\boldsymbol{p}_{\perp}\right) \tag{2.171}
\end{equation*}
$$

Accordingly, they are given by

$$
\begin{align*}
N_{q \bar{q}^{\prime}}^{(1)}= & \cos \left(\alpha_{1}\right) 4^{\gamma_{q}} \sqrt{\frac{\Gamma\left(\frac{5}{2}+2 \gamma_{q}\right)}{\Gamma\left(\frac{1}{2}\right) \Gamma\left(2 \gamma_{q}\right)}} \\
& \left\{\left(4 \gamma_{q}+3\right)\left[1+4 \gamma_{q}+2 d_{q 1}\left(1-\gamma_{q}\right)\left(1+2 \gamma_{q}\right)\right]\right. \\
& \left.+d_{q 1}^{2}\left(1+2 \gamma_{q}\right)^{2}\left(3+4 \gamma_{q}+3 \gamma_{q}^{2}\right)\right\}^{-1 / 2},  \tag{2.172}\\
N_{q \bar{q}^{\prime} g}^{(1)}= & 6 \sqrt{210} \sin \left(\alpha_{1}\right) \cos \left(\alpha_{2}\right)\left(18-18 d_{g 1}+29 d_{g 1}^{2}\right)^{-1 / 2},  \tag{2.173}\\
N_{q \bar{q}^{\prime} g g}^{(1)}= & 2 \sqrt{\frac{7}{6}} N_{q \bar{q}^{\prime} g g}^{(2)}=30 \sqrt{77} \sin \left(\alpha_{1}\right) \sin \left(\alpha_{2}\right) \cos \left(\alpha_{3}\right), \tag{2.174}
\end{align*}
$$

$$
\begin{equation*}
N_{\left.q \bar{q}^{\prime}\right\lrcorner \bar{J}}^{(1)}=N_{\left.q \bar{q}^{\prime}\right\lrcorner \bar{J}}^{(2)}=\frac{1}{\sqrt{2}} N_{\left.q q^{\prime}\right\lrcorner \bar{s}}^{(3)}=2 \sqrt{35} \sin \left(\alpha_{1}\right) \sin \left(\alpha_{2}\right) \sin \left(\alpha_{3}\right), \tag{2.175}
\end{equation*}
$$

where $\Gamma(x)$ is the Euler Gamma function.
The free parameters we introduced for the collinear part can be grouped in a set which we refer to as the "longitudinal set" of parameters and denote with $\mathcal{A}^{L}$ to distinguish it from $\mathcal{A}^{T}$. The longitudinal set comprises the following parameters:

$$
\begin{equation*}
\mathcal{A}^{L}=\left\{\gamma_{q}, d_{q 1}, d_{g 1}, \alpha_{1}, \alpha_{2}, \alpha_{3}\right\}, \tag{2.176}
\end{equation*}
$$

where
$\gamma_{q}$ is the varied asymptotic exponent for the state $q \bar{q}^{\prime}$;
$d_{q 1}$ is the weight of the first term beyond the asymptotic one for $q q^{\prime}$;
$d_{g 1}$ is the weight of the first term beyond the asymptotic one for $q \vec{q}^{\prime} g$;
$\alpha_{1}, \alpha_{2}, \alpha_{3}$ regulate the relative weights of the different Fock components.
Summarizing, the model we have implemented so far consists of two sets of parameters, $\mathcal{A}^{L}$ and $\mathcal{A}^{T}$, with a total number of 13 parameters. The underlying logic is to first fix the set of longitudinal parameters by fitting the pion PDFs. Once these parameters have been determined, we can use them as inputs in the definitions of other parton distribution functions or form factors that also depend on the transverse set. Subsequently, the transverse parameters can be determined by fitting the experimental data related to these functions. This sequential approach allows us to efficiently and effectively determine the optimal values for both sets of parameters and achieve a comprehensive description of the parton dynamics in the pion.

### 2.4.3 Explicit link between $\phi_{q \bar{q}^{\prime}}^{(1)}$ and $\phi_{\pi}$

In this Section, we work out the relation in Eq. (2.149) for the leading-twist pion DA.

Throughout the calculation, we will obtain a model-independent equation that connects the two-partons LFWA to the pion DA at twist-2 (see Eq.(2.193)). Subsequently, we will proceed to detail the model introduced in Section 2.4.2, thus obtaining the desired relation between $\phi_{q \bar{q}^{\prime}}^{(1)}$ and $\phi_{\pi}$.

We observe that Eq. (2.128) is completely equivalent ${ }^{7}$ to the relation:

$$
\begin{equation*}
f_{\pi} p^{+} \int_{0}^{1} d x^{\prime} e^{i p^{+} z^{-}\left(2 x^{\prime}-1\right)} \phi_{\pi}\left(x^{\prime}\right)=\langle 0| \bar{\Psi}^{q^{\prime}}(z) \gamma^{+} \gamma_{5} \Psi^{q}(-z)|\pi(p)\rangle . \tag{2.177}
\end{equation*}
$$

By considering this form, we can insert the definition of the pion state with 2 partons of Eq. (2.134) into the right-hand side. We now show that the operator

[^6]$\gamma^{+} \gamma_{5}$ automatically selects the good components of the fields. Starting from:
\[

$$
\begin{equation*}
\langle 0| \bar{\Psi}^{q^{\prime}}(z) \gamma^{+} \gamma_{5} \Psi^{q}(-z)|\pi(p)\rangle \tag{2.178}
\end{equation*}
$$

\]

and using the following properties of the Dirac matrices

$$
\begin{align*}
\gamma^{\mu} \gamma_{5} & =-\gamma_{5} \gamma^{\mu}  \tag{2.179}\\
\gamma^{ \pm} \gamma^{ \pm} & =0  \tag{2.180}\\
\gamma^{0} \gamma^{+} & =\gamma^{-} \gamma^{0} \tag{2.181}
\end{align*}
$$

we can write:

$$
\begin{align*}
\langle 0| & \bar{\Psi}^{q^{\prime}}(z) \gamma^{+} \gamma_{5} \Psi^{q}(-z)|\pi(p)\rangle \\
& =\langle 0| \Psi^{q^{\prime} \dagger}(z) \gamma^{0} \mathbb{1} \gamma^{+} \gamma_{5} \mathbb{\mathbb { T }} \Psi^{q}(-z)|\pi(p)\rangle \\
& =\langle 0| \Psi^{q^{\prime} \dagger}(z) \gamma^{0} \frac{1}{2}\left(\gamma^{+} \gamma^{-}+\gamma^{-} \gamma^{+}\right) \gamma^{+} \gamma_{5} \frac{1}{2}\left(\gamma^{+} \gamma^{-}+\gamma^{-} \gamma^{+}\right) \Psi^{q}(-z)|\pi(p)\rangle \\
& =\langle 0| \Psi^{q^{\prime} \dagger}(z) \gamma^{0} \frac{1}{2} \gamma^{+} \gamma^{-} \gamma^{+} \gamma_{5} \frac{1}{2} \gamma^{-} \gamma^{+} \Psi^{q}(-z)|\pi(p)\rangle \\
& =\langle 0| \Psi^{q^{\prime} \dagger}(z) \frac{1}{2} \gamma^{-} \gamma^{+} \gamma^{0} \gamma^{+} \gamma_{5} \frac{1}{2} \gamma^{-} \gamma^{+} \Psi^{q}(-z)|\pi(p)\rangle \\
& =\langle 0| \Psi^{q^{\prime} \dagger}(z) \mathscr{P}_{+} \gamma^{0} \gamma^{+} \gamma_{5} \mathscr{P}_{+} \Psi^{q}(-z)|\pi(p)\rangle \\
& =\langle 0| \bar{\Psi}^{q^{\prime}+}(z) \gamma^{+} \gamma_{5} \Psi^{q+}(-z)|\pi(p)\rangle . \tag{2.182}
\end{align*}
$$

We now consider the matrix element (2.178) and insert the Fourier expansion for the fields with the good components of Eqs. (2.108) - (2.109). This leads to the following four contributions

$$
\begin{align*}
& \sum_{\lambda, \lambda^{\prime}} \sum_{c, c^{\prime}} u_{\lambda^{\prime}}^{+\dagger}\left(w^{\prime}\right) \gamma^{0} \gamma^{+} \gamma_{5} u_{\lambda}^{+}(w) q_{c^{\prime} \lambda^{\prime}}^{\prime \dagger}\left(w^{\prime}\right) q_{c \lambda}(w) e^{i\left(k^{\prime+}+k^{+}\right) z^{-}} \delta_{c c^{\prime}},  \tag{2.183}\\
& \sum_{\lambda, \lambda^{\prime}} \sum_{c, c^{\prime}} u_{\lambda^{\prime}}^{+\dagger}\left(w^{\prime}\right) \gamma^{0} \gamma^{+} \gamma_{5} v_{\lambda}^{+}(w) q_{c^{\prime} \lambda^{\prime}}^{\prime \dagger}\left(w^{\prime}\right) \bar{q}_{c \lambda}^{\dagger}(w) e^{i\left(k^{\prime+}-k^{+}\right) z^{-}} \delta_{c c^{\prime}},  \tag{2.184}\\
& \sum_{\lambda, \lambda^{\prime}} \sum_{c, c^{\prime}} v_{\lambda^{\prime}}^{+\dagger}\left(w^{\prime}\right) \gamma^{0} \gamma^{+} \gamma_{5} u_{\lambda}^{+}(w) \bar{q}_{c^{\prime} \lambda^{\prime}}^{\prime}\left(w^{\prime}\right) q_{c \lambda}(w) e^{-i\left(k^{\prime+}-k^{+}\right) z^{-}} \delta_{c c^{\prime}},  \tag{2.185}\\
& \sum_{\lambda, \lambda^{\prime}} \sum_{c, c^{c^{\prime}}} v_{\lambda^{\prime}}^{+\dagger}\left(w^{\prime}\right) \gamma^{0} \gamma^{+} \gamma_{5} v_{\lambda}^{+}(w) \bar{q}_{c^{\prime} \lambda^{\prime}}^{\prime}\left(w^{\prime}\right) \bar{q}_{c \lambda}^{\dagger}(w) e^{-i\left(k^{\prime+}+k^{+}\right) z^{-}} \delta_{c c^{\prime}} . \tag{2.186}
\end{align*}
$$

The next step is to show that the only non-vanishing quantity is Eq. (2.185). Calculating this quantity is instructive to understand why the other contributions vanish.

The net effect of the leading-twist operator $\gamma^{0} \gamma^{+} \gamma_{5}$ on the the good spinors defined in Eq. (2.105) is

The scalar products inside Eqs. (2.183) - (2.186) between the adjoint good spinors and the results of Eq. (2.187) simply introduce a dependence on $k^{+}$ and $k^{\prime+}$ based on the relative sign of the helicities, according to

$$
\begin{align*}
& u_{\lambda^{\prime}}^{+\dagger}\left(w^{\prime}\right) \gamma^{0} \gamma^{+} \gamma_{5} u_{\lambda}^{+}(w)=\left\{\begin{array}{l}
2 \sqrt{k^{+} k^{\prime+}} \text { if } \lambda=\lambda^{\prime}=\uparrow \\
-2 \sqrt{k^{+} k^{\prime+}} \text { if } \lambda=\lambda^{\prime}=\downarrow \\
0 \text { otherwise }
\end{array},\right. \\
& u_{\lambda^{\prime}}^{+\dagger}\left(w^{\prime}\right) \gamma^{0} \gamma^{+} \gamma_{5} v_{\lambda}^{+}(w)=\left\{\begin{array}{l}
2 \sqrt{k^{+} k^{\prime+}} \text { if } \lambda=\uparrow, \lambda^{\prime}=\downarrow \\
-2 \sqrt{k^{+} k^{\prime+}} \text { if } \lambda=\downarrow, \lambda^{\prime}=\uparrow \\
0 \text { otherwise }
\end{array},\right. \\
& v_{\lambda^{\prime}}^{+\dagger}\left(w^{\prime}\right) \gamma^{0} \gamma^{+} \gamma_{5} u_{\lambda}^{+}(w)=\left\{\begin{array}{l}
2 \sqrt{k^{+} k^{\prime+}} \text { if } \lambda=\downarrow, \lambda^{\prime}=\uparrow \\
-2 \sqrt{k^{+} k^{\prime+}} \text { if } \lambda=\uparrow, \lambda^{\prime}=\downarrow \\
0 \text { otherwise }
\end{array},\right. \\
& v_{\lambda^{\prime}}^{+\dagger}\left(w^{\prime}\right) \gamma^{0} \gamma^{+} \gamma_{5} v_{\lambda}^{+}(w)=\left\{\begin{array}{l}
2 \sqrt{k^{+} k^{\prime+}} \text { if } \lambda=\lambda^{\prime}=\downarrow \\
-2 \sqrt{k^{+} k^{\prime+}} \text { if } \lambda=\lambda^{\prime}=\uparrow \\
0 \text { otherwise }
\end{array},\right. \tag{2.188}
\end{align*}
$$

The presence of the 2-Fock state $|\pi(p)\rangle_{q \bar{q}^{\prime}}^{l_{z}=0}$ introduces additional quark and anti-quark ladder operators that can be combined with the ladder operators in (2.185) using the anti-commutation relations in Eqs. (2.76) - (2.77):

$$
\begin{align*}
& \langle 0| \bar{q}_{c^{\prime} \lambda^{\prime}}^{\prime}\left(w^{\prime}\right) q_{c \lambda}(w)\left[q_{c_{1} \uparrow}^{\dagger}\left(w_{1}\right) \bar{q}_{c_{2} \downarrow}^{\prime \dagger}\left(w_{2}\right)-q_{c_{1} \downarrow}^{\dagger}\left(w_{1}\right) \bar{q}_{c_{2} \uparrow}^{\dagger}\left(w_{2}\right)\right]|0\rangle \\
& =\langle 0| \bar{q}_{c^{\prime} \lambda^{\prime}}^{\prime}\left(w^{\prime}\right)\left\{\left[q_{c \lambda}(w) q_{c_{1} \uparrow}^{\dagger}\left(w_{1}\right)+q_{c_{1} \uparrow}^{\dagger}\left(w_{1}\right) q_{c \lambda}(w)\right] \bar{q}_{c_{2} \downarrow}^{\dagger}\left(w_{2}\right)\right. \\
& \left.-\left[q_{c \lambda}(w) q_{c_{1 \downarrow}}^{\dagger}\left(w_{1}\right)+q_{c_{1 \downarrow}}^{\dagger}\left(w_{1}\right) q_{c \lambda}(w)\right] \bar{q}_{c_{2} \uparrow}^{\dagger}\left(w_{2}\right)\right\}|0\rangle \\
& =\langle 0| \bar{q}_{c^{\prime} \lambda^{\prime}}^{\prime}\left(w^{\prime}\right)\left\{\left(16 \pi^{3}\right) p_{1}^{+} \delta\left(k^{+}-p_{1}^{+}\right) \delta^{(2)}\left(\boldsymbol{k}_{\perp}-\boldsymbol{p}_{\perp 1}\right)\right. \\
& \left.\times\left(\delta_{\lambda \uparrow} \bar{q}_{c_{2 \downarrow}}^{\prime \dagger}\left(w_{2}\right)-\delta_{\lambda \downarrow} \bar{q}_{c_{2} \uparrow}^{\prime \dagger}\left(w_{2}\right)\right) \delta_{c c_{1}}\right\}|0\rangle \\
& =\langle 0|\left(16 \pi^{3}\right) p_{1}^{+} \delta\left(k^{+}-p_{1}^{+}\right) \delta^{(2)}\left(\boldsymbol{k}_{\perp}-\boldsymbol{p}_{\perp 1}\right) \delta_{c c_{1}} \\
& \times\left\{\delta_{\lambda \uparrow}\left[\bar{q}_{c^{\prime} \lambda^{\prime}}^{\prime}\left(w^{\prime}\right) \bar{q}_{c_{2 \downarrow}}^{\prime \dagger}\left(w_{2}\right)-\bar{q}_{c_{2 \downarrow} \downarrow}^{\prime \dagger}\left(w_{2}\right) \bar{q}_{c^{\prime} \lambda^{\prime}}^{\prime}\left(w^{\prime}\right)\right]\right. \\
& \left.-\delta_{\lambda \downarrow}\left[\bar{q}_{c^{\prime} \lambda^{\prime}}^{\prime}\left(w^{\prime}\right) \bar{q}_{c_{2} \uparrow}^{\prime \dagger}\left(w_{2}\right)-\bar{q}_{c_{2} \uparrow}^{\dagger}\left(w_{2}\right) \bar{q}_{c^{\prime} \lambda^{\prime}}^{\prime}\left(w^{\prime}\right)\right]\right\}|0\rangle \\
& =\left(16 \pi^{3}\right)^{2} p_{1}^{+} p_{2}^{+} \delta\left(k^{+}-p_{1}^{+}\right) \delta\left(k^{\prime+}-p_{2}^{+}\right) \delta^{(2)}\left(\boldsymbol{k}_{\perp}-\boldsymbol{p}_{\perp 1}\right) \delta^{(2)}\left(\boldsymbol{k}_{\perp}^{\prime}-\boldsymbol{p}_{\perp 2}\right) \\
& \times\left[\delta_{\lambda \uparrow} \delta_{\lambda^{\prime} \downarrow}-\delta_{\lambda \downarrow} \delta_{\lambda^{\prime} \uparrow}\right] \delta_{c c_{1}} \delta_{{c^{\prime}}^{\prime} c_{2}} . \tag{2.189}
\end{align*}
$$

In the very last part of the previous computation, we used the normalization of the 0 -particle Fock state, i.e., $\langle 0 \mid 0\rangle=1$. The matching between two

0-particle Fock states is due to the fact that the number of quark and antiquark creator ladder operators in the construction of the pion state with two partons is the same as the number of annihilation quark and antiquark ladder operators in (2.185). On the contrary, the combination of ladder operators in the contributions (2.183), (2.184) and (2.186) does not match that of the pion state in the 2-particles Fock state. This implies, in the end, some scalar products between $|0\rangle$ and $\langle N \neq 0|$, which are 0 due to the orthogonality of the Fock states. By exploiting what we found in (2.188) and the Krönecker deltas over the helicity, we obtain:

$$
\begin{align*}
&\langle 0| \sum_{\lambda, \lambda^{\prime}} \\
& \sum_{c, c^{\prime}} v_{\lambda^{\prime}}^{+\dagger}\left(w^{\prime}\right) \gamma^{0} \gamma^{+} \gamma_{5} u_{\lambda}^{+}(w) \bar{q}_{c^{\prime} \lambda^{\prime}}^{\prime}\left(w^{\prime}\right) q_{c \lambda}(w) e^{-i\left(k^{\prime+}-k^{+}\right) z^{-}} \delta_{c c^{\prime}}|\pi(p)\rangle_{q q^{\prime}}^{l_{z}=0} \\
&=-\int \frac{d k^{+} d^{2} \boldsymbol{k}_{\perp}}{2 k^{+}(2 \pi)^{3}} \frac{d k^{\prime+} d^{2} \boldsymbol{k}_{\perp}^{\prime}}{2 k^{\prime+}(2 \pi)^{3}} \sum_{c, c^{\prime}} 4 \sqrt{k^{+} k^{\prime+}} e^{-i\left(k^{\prime+}-k^{+}\right) z^{-}} \\
& \quad \times \int d[1] d[2] \sum_{c_{1} c_{2}} \psi_{q \bar{q}^{\prime}}^{(1)}(1,2) \frac{\delta_{c_{1} c_{2}}}{\sqrt{3}}\left(16 \pi^{3}\right)^{2} p_{1}^{+} p_{2}^{+}  \tag{2.190}\\
& \quad \times \delta\left(k^{+}-p_{1}^{+}\right) \delta\left(k^{\prime+}-p_{2}^{+}\right) \delta^{(2)}\left(\boldsymbol{k}_{\perp}-\boldsymbol{p}_{\perp 1}\right) \delta^{(2)}\left(\boldsymbol{k}_{\perp}^{\prime}-\boldsymbol{p}_{\perp 2}\right) \delta_{c c_{1}} \delta_{c^{\prime} c_{2}} \delta_{c c^{\prime}}
\end{align*}
$$

After performing the sums over colour indices and the integrals over the momentum variables, we obtain the final result:

$$
\begin{align*}
& \langle 0| \bar{\Psi}^{q^{\prime}}(z) \gamma^{+} \gamma_{5} \Psi^{q}(-z)|\pi(p)\rangle_{q \bar{q}^{\prime}}^{l_{z}=0} \\
& \quad=4 \sqrt{3} p^{+} \int d x_{1}\left[d^{2} \boldsymbol{k}_{\perp}\right]_{2} e^{i p^{+} z^{-}\left(2 x_{1}-1\right)} \psi_{q q^{\prime}}^{(1)}\left(x_{1}, 1-x_{1}, \boldsymbol{k}_{\perp 1}, \boldsymbol{k}_{\perp 2}\right) . \tag{2.191}
\end{align*}
$$

The significance of this result lies in the ability to establish a connection between the pion 2-parton LFWA and the twist-2 pion DA via Eq. (2.177):

$$
\begin{equation*}
\int\left[d^{2} \boldsymbol{k}_{\perp}\right]_{2} \psi_{q \bar{q}^{\prime}}^{(1)}\left(x, 1-x, \boldsymbol{k}_{\perp 1}, \boldsymbol{k}_{\perp 2}\right)=\frac{1}{4 \sqrt{3}} f_{\pi} \phi_{\pi}(x) \tag{2.192}
\end{equation*}
$$

We stress that this equation is model-independent, as it has been derived from very general principles of QCD.

From this point onwards, one can proceed to explicitly express a parametrization for the $\psi_{q q^{\prime}}^{(1)}$ thus obtaining model-dependent results.

In our case, we apply the model introduced in Section 2.4.2. As previously shown, the underlying logic of our model was to find a direct link between the part of the LFWAs that depends only on the fraction of collinear momentum $x_{i}$ and the pion DAs. With the introduction of this parametrization, thanks to the property in Eq. (2.157), we find the following simple and direct relation

$$
\begin{equation*}
\phi_{q \bar{q}^{\prime}}^{(1)}(x, 1-x)=\frac{\pi}{\sqrt{6}} a_{2} f_{\pi} \phi_{\pi}(x) . \tag{2.193}
\end{equation*}
$$

This relation provides a way to predict the behaviour of $\phi_{\pi}$ once all the free parameters of the model have been determined by a fit on independent
observables.
The discussion presented so far prompts a spontaneous question: "How can we parametrize the different parton distribution functions, with a model provided for the LFWAs?". The answer lies in the LFWA overlap representation of parton distribution functions, which has been extensively explored in previous studies [48-51]. In the next Chapters, we will present the specific LFWA overlap representation formulas for the different parton distribution functions analyzed in this work.


## Pion collinear parton distribution functions

This Chapter focuses on the parametrization and the fit of the pion PDFs. In the initial part we introduce the definition of the PDFs in terms of the collinear quark-quark correlator, their LFWA overlap representation and explicit expression within the model introduced in Section 2.4.2. In the second part, we report the fit procedure with the data selection, and we present the results in comparison with existing extractions in literature.

### 3.1 Collinear correlators and parton distribution functions

The collinear quark-quark correlator is derived from the general correlator in Eq. (2.123) by integrating over the quark transverse momentum and taking the forward matrix element with $p^{\prime}=p$. In the case of spin-0 target such as the pion, the only non vanishing contribution is obtained for $\Gamma \equiv \gamma^{+}$, which corresponds to the following definition of the unpolarized PDF

$$
\begin{equation*}
f_{1}^{q}(x)=\left.\int \frac{d \zeta^{-}}{2(2 \pi)} e^{i k^{+} \zeta^{-}}\langle\pi(p)| \bar{\Psi}^{q}(0) \gamma^{+} \Psi^{q}(\zeta)|\pi(p)\rangle\right|_{\substack{\zeta^{+}=0 \\ \zeta_{\perp}=0}} \tag{3.1}
\end{equation*}
$$

In our analysis, thanks to the presence of the Fock states with one and two gluons in (2.135) - (2.136), we are able to define also the collinear parton distribution function in which the active parton is a gluon.

The gluon PDF is defined in a similar manner to Eq. (3.1), but involving the matrix element of two gluon field strength tensors (2.62)

$$
\begin{equation*}
f_{1}^{g}(x)=\left.\frac{1}{x p^{+}} \int \frac{d \zeta^{-}}{2 \pi} e^{i k^{+} \zeta^{-}}\langle\pi(p)| G_{a}^{+i}(0) G_{+i a}(\zeta)|\pi(p)\rangle\right|_{\substack{\zeta_{\perp}=0 \\ \zeta_{\perp}=0}} \tag{3.2}
\end{equation*}
$$

In Eq. (3.2) and hereafter we use the Einstein convention for repeated colour as well spatial indices.

We stress again that the parametrization that we built for the pion state contains only 4 Fock states, but those are the essential elements in order to obtain a description for all the PDFs. To the best of our knowledge, it represents the most inclusive model concerning the number of Fock components included in the analysis of the pion internal structure.

The equation (3.1) can be used to find the PDF of a quark and antiquark of a certain fixed flavour. In this Chapter, as well as in Chapter 4, we refer to positive pions $\pi^{+}$, using the notation $f_{1}^{q}$.

By neglecting electroweak corrections and the difference in the quark masses, charge symmetry imposes the following relations

$$
\begin{align*}
f_{1, \pi^{+}}^{u}(x) & =f_{1, \pi^{+}}^{\bar{d}}(x) \\
& =f_{1, \pi^{-}}^{d}(x)=f_{1, \pi^{-}}^{\bar{u}}(x) \\
& =2 f_{1, \pi^{0}}^{u}(x)=2 f_{1, \pi^{0}}^{\bar{u}}(x)=2 f_{1, \pi^{0}}^{d}(x)=2 f_{1, \pi^{0}}^{\bar{d}}(x) . \tag{3.3}
\end{align*}
$$

The model scale is set at $\mu_{0}=0.85 \mathrm{GeV}$. Such a scale has been fixed phenomenologically, to yield the best-fit value for the $\chi^{2}$-fit of the PDFs when the scale is varied within a range of values below the charm-mass threshold (see Section 3.4.2), thus ignoring the presence of the sea pairs $c \bar{c}, t \bar{t}$ and $b \bar{b}$ at the initial scale.
We also assume a $\mathrm{SU}(3)$-symmetric sea, i.e,

$$
\begin{equation*}
f_{1}^{d}(x)=f_{1}^{\bar{u}}(x)=f_{1}^{s}(x)=f_{1}^{\bar{s}}(x) . \tag{3.4}
\end{equation*}
$$

We can now identify other four significant PDFs that are often used in the literature: the $u$-valence $f_{1}^{u_{v}}(x)$, the $d$-valence $f_{1}^{d_{v}}(x)$, the total valence $f_{1}^{v}(x)$ and the total Sea $f_{1}^{S}(x)$. Their definitions are:

$$
\begin{align*}
f_{1}^{u_{v}}(x) & =f_{1}^{u}(x)-f_{1}^{\bar{u}}(x),  \tag{3.5}\\
f_{1}^{d_{v}}(x) & =f_{1}^{d}(x)-f_{1}^{\bar{d}}(x),  \tag{3.6}\\
f_{1}^{v}(x) & =f_{1}^{u_{v}}(x)-f_{1}^{d_{v}}(x),  \tag{3.7}\\
f_{1}^{S}(x) & =2 f_{1}^{d}(x)+2 f_{1}^{\bar{u}}(x)+f_{1}^{s}(x)+f_{1}^{\bar{s}}(x) . \tag{3.8}
\end{align*}
$$

Thanks to the symmetries (3.3) and (3.4), the total valence and the total Sea can be rewritten as:

$$
\begin{align*}
f_{1}^{v}(x) & =2 f_{1}^{u_{v}}(x),  \tag{3.9}\\
f_{1}^{S}(x) & =6 f_{1}^{d}(x) . \tag{3.10}
\end{align*}
$$

As it is obvious from the previous equations, the four distributions (3.5) (3.8) are not all independent. In literature different sets of independent PDFs are studied. In the upcoming Sections, we will discuss the parametrization for $f_{1}^{v}(x), f_{1}^{g}(x), f_{1}^{S}(x)$. We will also present the model's outcomes for these specific PDFs or, alternatively, for $f_{1}^{u_{v}}(x)=f_{1}^{v}(x) / 2$.

### 3.2 LFWA overlap representation of the PDFs

The LFWA overlap representation of the PDFs is obtained by substituting the pion states with their expansions in terms of Fock states (2.134) - (2.137) into the correlators defined in Eqs. (3.1) - (3.2). The resulting functions depend on a superposition of LFWAs, that we parametrized in Section 2.4.2. Since there is no momentum transfer between the initial and the final pion state $(\Delta=0)$, the LFWA overlap representation of the PDFs will exclusively consist of the squares of the various LFWAs.

For the total valence PDF, all the Fock states contribute in the matrix elements (3.1), and the expression of $f_{1}^{v}(x)$ can be decomposed in terms of the individual contributions as follows

$$
\begin{equation*}
f_{1}^{v}(x)=f_{1, u \bar{d}}^{v}(x)+f_{1, u \bar{d} g}^{v}(x)+f_{1, u \bar{g} g g}^{v}(x)+\sum_{\{\Delta \bar{\sigma}\}} f_{1, u \bar{d}\{\Delta \bar{\sigma}\}}^{v}(x) . \tag{3.11}
\end{equation*}
$$

In the case of the total Sea, only the Fock states of Eq. (2.137) contribute, while the gluon PDF is obtained from the Fock-states in Eqs. (2.135) and (2.136). We therefore can write

$$
\begin{align*}
f_{1}^{S}(x) & =2 \sum_{\{\bar{\sigma}\}} f_{1, u \bar{d}\{\bar{\sigma}\}}^{S}(x),  \tag{3.12}\\
f_{1}^{g}(x) & =f_{1, u \bar{d} g}^{g}(x)+f_{1, u \bar{d} g g}^{g}(x) . \tag{3.13}
\end{align*}
$$

By using the expressions of each Fock state in terms of LFWAs, we obtain the following representation for each contribution:

$$
\begin{align*}
& f_{1, u \bar{d}}^{v}(x)=4 \int \mathrm{~d}[1] \mathrm{d}[2] \sqrt{x_{1} x_{2}} \delta\left(x-x_{1}\right)\left|\psi_{u \bar{d}}^{(1)}(1,2)\right|^{2}, \\
& f_{1, u \bar{d} g}^{v}(x)=4 \int \mathrm{~d}[1] \mathrm{d}[2] \mathrm{d}[3] \sqrt{x_{1} x_{2} x_{3}} \delta\left(x-x_{1}\right)\left|\psi_{u \bar{d} g}^{(1)}(1,2,3)\right|^{2}, \\
& f_{1, u \bar{d} g g}^{v}(x)=16 \int \mathrm{~d}[1] \mathrm{d}[2] \mathrm{d}[3] \mathrm{d}[4] \sqrt{x_{1} x_{2} x_{3} x_{4}} \delta\left(x-x_{1}\right) \\
& \times\left[\left|\psi_{u \bar{d} g g}^{(1)}(1,2,3,4)\right|^{2}+\left|\psi_{u \bar{g} g}^{(2)}(1,2,3,4)\right|^{2}\right], \\
& f_{1, u \bar{d}\{\bar{\sigma}\}}^{v}(x)=8 \int \mathrm{~d}[1] \mathrm{d}[2] \mathrm{d}[3] \mathrm{d}[4] \sqrt{x_{1} x_{2} x_{3} x_{4}} \delta\left(x-x_{1}\right) \\
& \times\left[\left|\psi_{u \bar{d} \bar{\jmath}}^{(1)}(1,2,3,4)\right|^{2}+\left|\psi_{u \bar{\omega} \bar{\jmath}}^{(2)}(1,2,3,4)\right|^{2}+\frac{1}{2}\left|\psi_{u \bar{\omega} \bar{\jmath}}^{(3)}(1,2,3,4)\right|^{2}\right], \\
& f_{1, u \bar{d}\{\bar{\sigma}\}\}}^{S}(x)=4 \int \mathrm{~d}[1] \mathrm{d}[2] \mathrm{d}[3] \mathrm{d}[4] \sqrt{x_{1} x_{2} x_{3} x_{4}} \delta\left(x-x_{3}\right)  \tag{3.17}\\
& \times\left[\left|\psi_{u \bar{d} \bar{\jmath}}^{(1)}(1,2,3,4)\right|^{2}+\left|\psi_{u \bar{\omega} \bar{\jmath}}^{(2)}(1,2,3,4)\right|^{2}+\frac{1}{2}\left|\psi_{u \bar{\omega} \bar{\jmath}}^{(3)}(1,2,3,4)\right|^{2}\right], \tag{3.18}
\end{align*}
$$

$$
\begin{align*}
& f_{1, u \bar{d} g}^{g}(x)=2 \int \mathrm{~d}[1] \mathrm{d}[2] \mathrm{d}[3] \sqrt{x_{1} x_{2} x_{3}} \delta\left(x-x_{3}\right)\left|\psi_{u \bar{d} g}^{(1)}(1,2,3)\right|^{2},  \tag{3.19}\\
& f_{1, u \bar{d} g g}^{g}(x)=16 \int \mathrm{~d}[1] \mathrm{d}[2] \mathrm{d}[3] \mathrm{d}[4] \sqrt{x_{1} x_{2} x_{3} x_{4}} \delta\left(x-x_{3}\right) \\
& \times\left[\left|\psi_{u \bar{d} g g}^{(1)}(1,2,3,4)\right|^{2}+\left|\psi_{u \bar{d} g g}^{(2)}(1,2,3,4)\right|^{2}\right] \tag{3.20}
\end{align*}
$$

### 3.3 Explicit model for pion PDFs

We are now in the position to implement the model developed in Section 2.4.2 for the LFWAs to find the parametrization of the PDFs in Eqs. (3.14) - (3.20). The results for the three independent PDFs are as follows

$$
\begin{align*}
f_{1}^{v}\left(x, \mu_{0}^{2}\right)= & C_{u \bar{d}}^{v}(x \bar{x})^{2 \gamma_{q}-1}\left[1+d_{q 1}\left(1+2 \gamma_{q}\right)\left(1+\gamma_{q}(x-\bar{x})^{2}-6 x \bar{x}\right)\right]^{2} \\
& +\mathcal{C}_{u \bar{d} g}^{v} x \bar{x}^{5}\left[3+18 x d_{g 1}-10 \bar{x} d_{g 1}+13 d_{g 1}^{2}+14 x d_{g 1}^{2}(x-4 \bar{x})\right] \\
& +\mathcal{C}_{u \bar{d} g g}^{v} x \bar{x}^{9}+\sum_{\{\Delta \overline{3}\}} \mathcal{C}_{u \bar{d}\{\bar{\sigma}\}}^{v} x \bar{x}^{5},  \tag{3.21}\\
f_{1}^{g}\left(x, \mu_{0}^{2}\right)= & C_{u \bar{d} g}^{g}(x \bar{x})^{3}\left[1+d_{g 1}(3-7 x)\right]^{2}+\bigodot_{u \bar{d} g g_{1}}^{g} x^{3} \bar{x}^{7} \\
& +\mathcal{C}_{u \bar{g} g g_{2}}^{g} x \bar{x}^{5}\left(5-20 x-6 x^{2}+52 x^{3}+95 x^{4}\right),  \tag{3.22}\\
f_{1}^{S}\left(x, \mu_{0}^{2}\right)= & 2 \sum_{\{\Delta \bar{\Delta}\}} C_{u \bar{d}\{\Delta \overline{\}}\}}^{S} x \bar{x}^{5}, \tag{3.23}
\end{align*}
$$

where $\bar{x}=1-x$ and the $\mathcal{C}$-coefficients are related to the norms of Eqs. (2.172) (2.175) through the following expressions

$$
\begin{align*}
C_{u \bar{d}}^{v} & =4 N_{q \bar{q}^{\prime}}^{(1) 2}, \quad C_{u \bar{d} g}^{v}=\frac{1}{15} N_{q \bar{q}^{\prime} g}^{(1) 2}, \quad C_{u \bar{d} g g}^{v}=\frac{1}{315} N_{q \bar{q}^{\prime} g g}^{(1) 2}, \quad C_{u \bar{d}\{\Delta \bar{J}\}}^{v}=\frac{1}{5} N_{q \bar{q}^{\prime} J \bar{s}}^{(1) 2}, \\
\mathcal{C}_{u \bar{d} g}^{g} & =\frac{1}{3} N_{q \bar{q}^{\prime} g}^{(1) 2}, C_{u \bar{d} g g_{1}}^{g}=\frac{2}{105} N_{q \bar{q}^{\prime} g g}^{(1) 2}, C_{u \bar{d} g g_{2}}^{g}=\frac{1}{4410} N_{q \bar{q}^{\prime} g g}^{(1) 2}, \\
C_{u \bar{d}\{\bar{\sigma}\}}^{S} & =\frac{1}{10} N_{\left.q \bar{q}^{\prime}\right\lrcorner \bar{J} \cdot}^{(1) 2} . \tag{3.24}
\end{align*}
$$

The PDFs depend on the energy scale $\mu^{2}$ of the physical process. The equations (3.21) - (3.23) are intended to be true at the model scale, as indicated by the explicit dependence on $\mu_{0}^{2}$. The discussion about the scale evolution of the PDFs is postponed to Section (3.5.3).

The theoretical model, expressed in Eqs. (3.21) - (3.23) for the PDFs, automatically satisfies two fundamental properties: the valence number and the momentum sum rule:

$$
\begin{align*}
& \int_{0}^{1} f_{1}^{v}(x) d x=2  \tag{3.25}\\
& \int_{0}^{1} x\left(f_{1}^{v}(x)+f_{1}^{g}(x)+f_{1}^{S}(x)\right) d x=1 \tag{3.26}
\end{align*}
$$

This is particularly useful when we implement the fitting code, since we do not need to impose these constraints as external auxiliary boundary conditions.

### 3.4 Fit procedure

The code used for the fit of the PDFs is the open-source tool xFitter [52]. Some of the technical details about the code can be found on the repository online and in Ref. [53]. In this Section we report only the basic concepts necessary to reproduce our results.

### 3.4.1 Data selection

The available experimental cross sections sensitive to the pion PDFs come from Drell-Yan (DY) experiments and from prompt photon production.

In our analysis, we considered the DY data from the NA10 [54] and E615 [55] experiments and the prompt photon production data of WA70 [56]. The DY data concern the scattering of negative pions off a tungsten target, with a pion beam energy of $E_{\pi}=194$ and 286 GeV in the NA10 experiment, and $E_{\pi}=252 \mathrm{GeV}$ in the E615 experiment. To distinguish between the two subsets relative to the different beam energies in the experiment NA10 we use the labels NA10-194 and NA10-286. In the WA70 experiment the data are relative to both positive and negative pion beams on a proton target, with $E_{\pi}=280 \mathrm{GeV}$. We refer to the subsets with positive or negative pions for WA70 with WA70 ${ }^{(+)}$and WA70 ${ }^{(-)}$, respectively.

We applied some kinematic cuts to the original set of experimental data. First of all, we restrict the data to the mass region $(4.16,7.68) \mathrm{GeV}$. By doing so, we exclude from the analysis those regions corresponding to the $J / \psi[57,58]$ and $\Upsilon$ [59] resonances. The DY measurements are for the differential cross section $\frac{d^{2} \sigma}{d \sqrt{\tau} d x_{F}}$, expressed in nb/nucleus, and integrated over each $\left(\sqrt{\tau}, x_{F}\right)$ bin, where $x_{F}$ and $\tau$ are defined, respectively, as:

$$
\begin{equation*}
x_{F}=x_{0}^{\pi}-x_{0}^{W}, \quad \tau=\frac{m_{\mu \mu}}{\sqrt{s}} . \tag{3.27}
\end{equation*}
$$

In Eq. (3.27), $x_{0}^{\pi(W)}$ is the minimum momentum fraction of the active parton in the pion (tungsten) to produce the lepton pair in the final state, $m_{\mu \mu}$ is the invariant mass of the muon pair and $\sqrt{s}$ is the center-of-mass energy of pion-nucleon system. A second cut is applied to the Feynman- $x$ to avoid the lower edges of phase space, i.e., $x_{F} \geq 0$.

The number of data points that pass through the cuts is 70 for the NA10 set and 91 for the E615 set. By including also the prompt-photon data, our database consists of a total number of 260 points.

The prompt-photon cross sections are expressed in pb as $E \frac{d^{3} \sigma}{d^{3} q}$, and they are averaged over each $\left(x_{F}, \mathbf{q}_{T}\right)$ bin, where $\mathbf{q}_{T}$ is the transverse momentum of the emitted photon.

### 3.4.2 $\quad \chi^{2}$ definition

The usual definition of the minimization function is:

$$
\begin{equation*}
\chi^{2}=\sum_{i=1}^{N_{\text {data }}}\left(E_{i}-t_{i}\right) V_{i j}^{-1}\left(E_{j}-t_{j}\right), \tag{3.28}
\end{equation*}
$$

where $V_{i j}$ is the covariance matrix, $E_{i}$ is the experimental observable, $t_{i}$ is the theoretical prediction and $N_{\text {data }}$ is the number of data points.
There are, in general, different kinds of errors arising from the experimental measurements. The errors can be statistic or systematic, correlated or uncorrelated. The systematic uncertainties are responsible for the systematic shifts, that move the theoretical prediction by a quantity that takes into account the correlated error sources:

$$
\begin{equation*}
\tilde{t}_{i}=t_{i}\left(1-\sum_{\alpha=1}^{N_{\text {corr }}} \lambda_{i \alpha}^{\text {corr }} b_{\alpha}\right), \tag{3.29}
\end{equation*}
$$

where $N_{\text {corr }}$ is the number of correlated sources. In Eq. (3.29), the $b_{\alpha}$ are the so called "nuisance parameters", that add to the number of fitting parameters, while their relative coefficients $\lambda_{i \alpha}^{\text {corr }}$ take into account the influence of the correlated error source $\alpha$ on the data point $i$ and the nuisance parameter $b_{\alpha}$.

By considering the systematic shifts, Eq. (3.28) can be rewritten as [53,60]:

$$
\begin{equation*}
\chi^{2}=\sum_{i=1}^{N_{\text {data }}} \frac{\left(E_{i}-\tilde{t}_{i}\right)^{2}}{\left(\delta_{i}^{\text {syst }}\right)^{2}+\left(\sqrt{\frac{\tilde{t}_{i}}{E_{i}}} \text { stat }_{i}^{\text {sta }}\right)^{2}}+\sum_{\alpha=1}^{N_{\text {corr }}} b_{\alpha}^{2}, \tag{3.30}
\end{equation*}
$$

where $\delta_{i}^{\text {syst }}$ and $\delta_{i}^{\text {stat }}$ are the systematic and statistic uncertainties, respectively. The optimal values of the nuisance parameters can be obtained analytically via:

$$
\begin{equation*}
\frac{\partial \chi^{2}}{\partial b_{\alpha}}=0 . \tag{3.31}
\end{equation*}
$$

The part of the chi-squared generated from the nuisance parameters, i.e., $\chi_{\text {pen }}^{2}=\sum_{\alpha=1}^{N_{\text {corr }}} b_{\alpha}^{2}$, is refereed to as penalty term. The latter is an index of the quality of the fit, since it is expected to be small: if the nuisance parameters dominate the $\chi^{2}$, this is an indication of a poor fit.

### 3.5 Fit results

The model parameters that enter in the PDF fit are only those contained in the set $\mathcal{A}^{L}$, as explained in Section 2.4.2.

The procedure of minimization of the $\chi^{2}$-function takes into account the evolution of the PDFs at next-to-leading-order (NLO) from the initial model
scale $\mu_{0}$ to the energy scale of the experimental data. Once the PDFs are evolved, the computation of the chi-squared is performed. Then, the parameters at the initial scale are modified and a new calculation of the function (3.30) is performed. This sequence is iterated until the minimum of the $\chi^{2}$ is reached. The optimization routine employed for this purpose is MINUIT [61].

The initial scale $\mu_{0}$ was fixed as the value that resulted in the lowest $\chi^{2}$ after the minimization procedure.

The best fit of experimental cross sections sensitive to the PDFs yielded a reduced chi-squared of $\hat{\chi}^{2} / N_{\text {d.o.f. }}=0.88$, where the number of degrees of freedom is $N_{\text {d.o.f. }}=260-6=254$. Out of the total chi-squared, the amount due to the penalty term is $\chi_{\text {pen. }}^{2}=3$, representing only the $1.3 \%$. This is a signal of the goodness of the fit.

Moreover, the result remains remarkably consistent even with fluctuations in the initial scale: by varying $\mu_{0}$ in the interval $\mu_{0} \in[0.65,1.05]$ the best- $\chi^{2}$ changes of less then $1 \%$.

In addition to $\mu_{0}$, other quantities kept fixed in the fit are the factorization scale $\mu_{F}$ and the renormalization scale $\mu_{R}$. Their values have been set to $\mu_{F}=\mu_{R}=0.8 \mathrm{GeV}$.

We report in the following the set of the best-fit longitudinal parameters:

$$
\begin{align*}
\gamma_{q} & =0.622, & & d_{q 1} & =-0.145, & \\
\alpha_{1} & =0.842, & \alpha_{2} & =1.259, & \alpha_{3} & =0.329 . \tag{3.32}
\end{align*}
$$

Once obtained the best fit parameters, we performed an error analysis with the bootstrap method. The fit was repeated 1000 times by varying each time the experimental data with random gaussian shifts. The widths of the shifts take into account both the statistic and the systematic experimental uncertainties. In each single replica, the initial model scale is always $\mu_{0}$; on the contrary, we modified the values of $\mu_{F}$ and $\mu_{R}$ replica by replica to keep under control the effects of the factorization and renormalization scale variations. In particular, the value of $\mu_{F}$ has been randomly generated from a uniform distribution in the range $\left[\mu_{0} / 2, \mu_{0}\right.$ ], while $\mu_{R}$ was consequently varied in the range [ $\mu_{F}, 2 \mu_{0}$ ], thus exploring the regions:

$$
\begin{align*}
& \frac{\mu_{0}}{2} \leq \mu_{F} \leq \mu_{0} \\
& \frac{\mu_{0}}{2} \leq \mu_{R} \leq 2 \mu_{0} \tag{3.33}
\end{align*}
$$

We report here the average of the parameters from the 1000 replicas along with their respective standard deviations:

$$
\begin{align*}
& \left\langle\gamma_{q}\right\rangle=0.639, \quad\left\langle d_{q 1}\right\rangle=-0.142,\left\langle d_{g 1}\right\rangle=111.386, \\
& \left\langle\alpha_{1}\right\rangle=0.816, \quad\left\langle\alpha_{2}\right\rangle=1.364, \quad\left\langle\alpha_{3}\right\rangle=0.554,  \tag{3.34}\\
& \sigma_{\gamma_{q}}=0.100, \quad \sigma_{d_{q 1}}=0.047, \quad \sigma_{d_{g 1}}=221,
\end{align*}
$$

$$
\begin{equation*}
\sigma_{\alpha_{1}}=0.018, \quad \sigma_{\alpha_{2}}=0.202, \quad \sigma_{\alpha_{3}}=0.082 \tag{3.35}
\end{equation*}
$$

We observe that the parameter $d_{g 1}$ is not constrained at all. This is an indication that the data set is not sensitive enough to the gluon PDF. This emphasizes the necessity for new measurements, which could provide additional data points that have the potential to sensitively probe pion PDFs. Actually, there are various planned experiments that hold promising opportunities for further analysis of pion PDFs. Among these, at Jefferson Lab [62] and at the new-generation facility which is the Electron-Ion Collider (EIC) $[63,64]$ there are plans to study the pion PDFs by exploiting the Sullivan process [65], consisting of scattering off the pion in proton to pion fluctuations [66,67]. Furthermore, the experiments from COMPASS++/AMBER will use high-energy and high-intensity pion beams to probe directly the partonic structure of the pion [68].

### 3.5.1 Observables

In addition to the total $\chi^{2}$ calculated over the whole data set, we can consider the separate $\chi_{s}^{2}$ for the following five subsets:

|  | E615 | NA10-194 | NA10-286 | WA70 $^{(+)}$ | WA70 $^{(-)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\chi_{s}^{2}$ | 122.78 | 40.98 | 18.34 | 13.61 | 25.76 |
| $N_{\text {data }}^{s}$ | 91 | 44 | 26 | 31 | 68 |
| $\chi_{s}^{2} / N_{\text {data }}^{s}$ | 1.35 | 0.93 | 0.71 | 0.44 | 0.38 |

Table 3.1: Chi-squared contributions from the various subsets.

The last row of Tab. 3.1 shows the contribution to the total chi-squared from a specific subset, divided by the number $N_{\text {data }}^{s}$ of data points in the considered subset. This represents an indicator of the average weighting of each single data point in the subset to the total chi-squared. The greatest contribution to the chi-squared comes from the set E615, containing the largest number of points that, on average, exhibit a poorer fit. This could potentially be attributed to the presence of certain data points in the subset E615 with very small errors (see Fig. 3.1), thus introducing relevant contributions to Eq. (3.30).

Apart from the quantitative result expressed by the $\chi^{2}$, the goodness of the fit is qualitatively evident by observing the good agreement between the experimental data and our curves. The results are presented both divided in the different experimental sets and all together in a single figure (see Fig. 3.6).

In each of the following plots, the darker internal band corresponds to the $68 \%$ of our replicas; the external lighter band refers to the fit of the $100 \%$ of the replicas.

### 3.5. Fit results

## E615











Figure 3.1: Comparison between our extractions (green bands) and the experimental cross sections (black points with error bars) for the DY data of the experiment E615 for different bins in $\sqrt{\tau} \in[0.185,0.415]$.

## NA10-194



### 3.5. Fit results



Figure 3.2: Comparison between our extractions (blue bands) and the experimental cross sections (black points with error bars) for the DY data of the experiment NA10 and a beam energy of 194 GeV for different bins in $\sqrt{\tau} \in[0.21,0.42]$.
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Figure 3.3: Comparison between our extractions (light blue bands) and the experimental cross sections (black points with error bars) for the DY data of the experiment NA10 and a beam energy of 286 GeV for different bins in $\sqrt{\tau} \in[0.18,0.36]$.

## WA70 ${ }^{(+)}$









Figure 3.4: Comparison between our extractions (sea green bands) and the experimental cross sections (black points with error bars) for the prompt photon production data of the experiment WA70 with positive pions for different bins in $\mathbf{q}_{T} \in[4.00,7.00] \mathrm{GeV}$.

WA70 ${ }^{(-)}$



Figure 3.5: Comparison between our extractions (sky blue bands) and the experimental cross sections (black points with error bars) for the prompt photon production data of the experiment WA70 with negative pions for different bins in $\mathbf{q}_{T} \in[4.00,7.00] \mathrm{GeV}$.

Summary of all the observables fitted


Figure 3.6: Comparison between the whole database of 260 points with the fit results of our model.

### 3.5.2 PDF results

In the literature, the extraction of the PDF are typically presented by showing either the results of all the replicas or the uncertainty band at a certain confidence level. We opt for the second choice, and the construction of the 1- $\sigma$ PDF band is carried out as follows:

1. a certain number ( $\sim 1000$ ) of values of $x$ are chosen in the interval $[0,1]$;
2. the set of all the 1000 PDF replicas are evaluated at each $x$ of step 1 .;
3. for each $x$, the mean $r(x)$ and the standard deviation $s(x)$ are computed;
4. the band $r(x) \pm s(x)$ is represented point by point in $x$.

In the following plots we present the results for our extraction of the PDFs. These results include both the 1- $\sigma$ central band in dark red and the 3- $\sigma$ external band in light red, which correspond to the $68 \%$ and $99.7 \%$ of the confidence level (CL), respectively. The results for the PDFs evolved at NLO are presented at the final scales of $\mu^{2}=5 \mathrm{GeV}^{2}$ and $\mu^{2}=27 \mathrm{GeV}^{2}$ in Fig. 3.7 and 3.8, respectively.

## PDFs at $5 \mathbf{G e V}^{2}$

In Fig. 3.7 we compare our results at $\mu^{2}=5 \mathrm{GeV}^{2}$ with the extractions of pion PDFs from other studies. The solid black curves represent the best-fit results of the GRVPI1 analysis [69] and the grey bands refer to the results of the xFitter collaboration [53]. All these analyses are based on the same experimental measurements, but with some variations in the database due to different kinematic cuts. The analysis from the JAM collaboration [70], depicted by light-blue bands, integrates both DY data and leading-neutron tagged electroproduction data. It also accounts for threshold resummation on DY cross-sections at next-to-leading log accuracy. A recent analysis, shown by the yellow bands and labelled with BCP, has been conducted using the statistical model [71]. This work extended the database considered in a previous work [72] to include $J / \psi$ production data.



Figure 3.7: $x f_{1}$ as function of $x$ for the total valence (upper panel), total sea (central panel) and gluon (lower panel) contributions at $\mu^{2}=5 \mathrm{GeV}^{2}$. Our results (dark and light red bands corresponding to the $1 \sigma$ and $3 \sigma \mathrm{CL}$ ) are compared with the results from the JAM collaboration [70] (light blue bands), the analysis of xFitter collaboration [53] (grey bands), the BCP fit of Ref. [71] (yellow bands) and the GRVPI1 fit [69] (solid black curves).

Upon comparison, we notice that all the analyses yield compatible results, within the error bands. The best agreement is in the high- $x$ region for the total valence and the total sea distributions, and at small $x$ for the gluon contribution.

The difference in shape of our results for the valence PDF in the region $0.05<x<0.2$ can be attributed to strong correlations between the valence PDF at small $x$ and the gluon PDF at large $x$. This characteristic is fundamentally tied to the LFWF approach with a finite and small number of Fock states included in the analysis. Let us consider, for example, the LFWA of the Fock state $q \bar{q}^{\prime} g g$. This function contributes both to the total valence PDF in Eq. (3.16) when the active parton is the quark with momentum fraction $x_{1}=x$, and to the gluon PDF in Eq. (3.20) when the active gluon has momentum fraction $x_{3}=x$ or $x_{4}=x$. Due to momentum conservation, we have
the constraint $\sum_{i=1}^{4} x_{i}=1$, which implies that small values of $x_{1}$ correspond to high values of $x_{3}$ and $x_{4}$, and vice versa. Consequently, the behavior of the valence PDF at large $x$ is closely intertwined with the behavior of the gluon PDF at small $x$, and vice versa. The same pattern applies to other Fock states that contribute to more than one PDF. These spurious correlations tend to decrease as the expansion in the Fock space includes a larger number of Fock components. However, extending the current formalism to higher-order Fock components could become quite intricate.

## PDFs at $27 \mathbf{G e V}^{2}$

In Fig. 3.8, we report our results at $\mu^{2}=27 \mathrm{GeV}^{2}$ in comparison with other studies and with the extraction of the E615 experiment [55].

The experimental data are obtained by neglecting threshold resummation effects [73-81], as well as we did in our analysis. However, in a seminal paper, Aicher, Schäfer, and Vogelsang (ASV) [82] found that the effects arising from threshold resummation are particularly important for the large- $x$ asymptotic behavior of the valence quark contribution, as shown by the solid cyan curve in the plot of $u_{v}$ in Fig. 3.8. A similar shape at large- $x$ is reproduced very well from the light-front constituent quark model (LFCQM) predictions of Ref. [83] (green dashed-dotted curve), which considered only the first Fock component and applied NLO evolution to the relevant experimental scale. The same holds for the results of the basis light-front quantization (BLFQ) collaboration [84] within a light-front model including the $q \bar{q}^{\prime}$ and $q \bar{q}^{\prime} g$ Fock components as well as for the study of Ref. [85] with Bethe-Salpeter wave functions (BSWF) for the $q \bar{q}^{\prime}$.



Figure 3.8: $x f_{1}$ as function of $x$ for the $u_{v}$ (upper panel), total sea (central panel) and gluon (lower panel) contributions at $\mu^{2}=27 \mathrm{GeV}^{2}$. Our curves (dark and light red bands corresponding to the $1 \sigma$ and $3 \sigma \mathrm{CL}$ ) are compared with the BSWF results from Ref. [86] (blue bands) and the analysis from the BFLQ collaboration [84] (green bands). For the $u$-valence contribution we show also the ASV parametrization of Ref. [82] (cyan solid curve) and the results within the LFCQM of Ref. [83] (green dashed-dotted curve), while the data are from the E615 experiment [55] without threshold resummation effects.

From the previous plots, we observe that our results for the $u$-valence PDF is in very good agreement with the extraction of the E615 experiment [55], while they differ from the other theoretical parametrizations, due to the omission of threshold resummation effects. Moreover, by looking at the total sea and gluon distributions, it is interesting to notice the effects of includ-
ing the non-perturbative sea-quark and gluon PDFs at the initial scale. Our parametrizations take into account non-perturbative sea and gluon contributions at the initial hadronic scale. In contrast, the BSWF approach generates both the sea and gluon contributions solely from the scale evolution, and the BLFQ model includes only a dynamical gluon contribution at the initial scale and generates the sea PDF perturbatively. The difference is particularly evident in the range $x \geq 0.1$ where the contributions generated only perturbatively are lower than those incorporating non-perturbative contributions at the initial scale. Despite these differences, the first moments of the PDFs, defined as $\int d x x f_{1}(x)$, are well compatible within the error bars, as shown in Tab. 3.2. In the same table, we also collect the results of other studies at different scales.

We observe that, across the various scales, the central values for the gluon distribution are significantly lower in the case of xFitter as compared to JAM and our results. Nevertheless, they remain compatible within the error bars.

Comparing our results with the recent BCP extractions, a striking concordance becomes evident for the valence moments. However, our values for the sea contribution appear smaller, mainly because of the distinct behavior of the sea PDFs at $x \lesssim 0.1$, as shown, for example, in Fig. 3.7 for the results at $\mu^{2}=5 \mathrm{GeV}^{2}$. We also notice that our results are in very good agreement with the valence contribution obtained in a recent study that exploits an approach based on the Bethe-Salpeter equation (BSE) [87]. Both of these studies yield higher values than the calculations within the BSWF and BLFQ approaches. This larger valence contribution in our model compared to the BSWF and BLFQ results is counterbalanced by smaller values for the moments of the gluon contributions.

The lattice calculations for the gluon contribution showed significant changes between the analysis of Ref. [88], which used quenched QCD and a large 800 MeV pion mass, and the study of Ref. [89], which employed clover fermion action and 450 MeV pion mass. Additionally, we present the results for the gluon contribution from a recent calculation [90]. This work provided, for the first time, the decomposition into gluon and quark contributions. They calculated the total $u+d, s$, and $c$ contributions, from which it is not possible to reconstruct the separate valence and sea contributions. They obtained that the sum over all quark flavours is $\sum_{q}\left\langle x f_{1}^{q}(x)\right\rangle=0.68 \pm 0.05_{-0.03}^{+0.00}$, while the sum of all contributions amounts to $1.20 \pm 0.13_{-0.03}^{+0.00}$, which is compatible with the expected value of 1 within a two-sigma range. Furthermore, there exists a new lattice study [91] which explored the $x$-dependence of the gluon PDF at $\mu^{2}=4 \mathrm{GeV}^{2}$. However, they present the results for $x f_{1}^{g}(x)$ normalized to unity which prevents to deduce the value of the first moment.

The lattice calculations for the valence contribution obtained substantially smaller values than the phenomenological analyses, apart from [92], where they considered an ensemble of two degenerate light, a strange and a charm quark and reproduced a pion mass of 260 MeV .

|  | $\mu^{2} \mathrm{GeV}^{2}$ | $\left\langle x f_{1}^{v}\right\rangle$ | $\left\langle x f_{1}^{S}\right\rangle$ | $\left\langle x f_{1}^{g}\right\rangle$ |
| :---: | :---: | :---: | :---: | :---: |
| JAM-Res [70] | 1.61 | $0.53 \pm 0.02$ | $0.14 \pm 0.04$ | $0.34 \pm 0.06$ |
| BLFQ [84] | 1.69 | 0.536 | 0.069 | 0.395 |
| JAM [93] | 1.69 | $0.54 \pm 0.01$ | $0.16 \pm 0.02$ | $0.30 \pm 0.02$ |
| xFitter [53] | 1.69 | $0.55 \pm 0.06$ | $0.26 \pm 0.15$ | $0.19 \pm 0.16$ |
| This work | 1.69 | $0.58 \pm 0.03$ | $0.09 \pm 0.04$ | $0.33 \pm 0.06$ |
| Latt1 [88] | 4 |  |  | $0.37 \pm 0.08 \pm 0.12$ |
| Latt2 [89] | 4 |  |  | $0.61 \pm 0.09$ |
| Latt3 [94] | 4 | $0.415 \pm 0.0212$ |  |  |
| Latt4 [95] | 4 | $0.376 \pm 0.112$ |  |  |
| Latt5 [90] | 4 |  |  | $0.52 \pm 0.11_{-0.00}^{+0.02}$ |
| BLFQ [84] | 4 | 0.484 | 0.094 | 0.421 |
| BSWF [86] | 4 | $0.47 \pm 0.02$ | $0.11 \pm 0.02$ | $0.41 \pm 0.02$ |
| xFitter [53] | 4 | $0.50 \pm 0.05$ | $0.25 \pm 0.13$ | $0.25 \pm 0.13$ |
| BSE [87] | 4 | 0.52 |  |  |
| This work | 4 | $0.52 \pm 0.03$ | $0.11 \pm 0.03$ | $0.37 \pm 0.05$ |
| JAM [93] | 5 | $0.48 \pm 0.01$ | $0.17 \pm 0.01$ | $0.35 \pm 0.02$ |
| xFitter [53] | 5 | $0.49 \pm 0.05$ | $0.25 \pm 0.12$ | $0.26 \pm 0.13$ |
| BCP [71] | 5 | $0.50 \pm 0.01$ | $0.19 \pm 0.012$ | $0.31 \pm 0.002$ |
| This work | 5 | $0.51 \pm 0.03$ | $0.12 \pm 0.03$ | $0.37 \pm 0.05$ |
| BLFQ [84] | 10 | 0.446 | 0.115 | 0.439 |
| JAM [93] | 10 | $0.44 \pm 0.01$ | $0.19 \pm 0.01$ | $0.37 \pm 0.02$ |
| xFitter [53] | 10 | $0.46 \pm 0.02$ | $0.22 \pm 0.08$ | $0.31 \pm 0.06$ |
| BCP [71] | 10 | $0.48 \pm 0.08$ | $0.21 \pm 0.012$ | $0.33 \pm 0.015$ |
| This work | 10 | $0.48 \pm 0.03$ | $0.13 \pm 0.02$ | $0.39 \pm 0.05$ |
| Latt4 [95] | 27 | $0.330 \pm 0.018$ |  |  |
| Latt6 [92] | 27 | $0.58 \pm 0.016$ |  |  |
| BSWF [86] | 27 | $0.41 \pm 0.04$ | $0.14 \pm 0.02$ | $0.45 \pm 0.02$ |
| xFitter [53] | 27 | $0.42 \pm 0.04$ | $0.25 \pm 0.10$ | $0.32 \pm 0.10$ |
| BSE [87] | 27 | 0.44 |  |  |
| This work | 27 | $0.45 \pm 0.02$ | $0.15 \pm 0.02$ | $0.40 \pm 0.04$ |

Table 3.2: Results for the first moments of the total valence, total Sea and gluon distribution from our extractions (grey rows), in comparison with other phenomenological analyses, model calculations and lattice-QCD studies.

### 3.5.3 Evolution

The dependence of all the PDFs on the QCD scale is guided by the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) [96] partial differential equation:

$$
\begin{equation*}
\mu^{2} \frac{\partial \mathbf{f}(x, \mu)}{\partial \mu^{2}}=\mathbf{P}^{\mathrm{QCD}}\left(x, \alpha_{S}(\mu)\right) * \mathbf{f}(x, \mu) \tag{3.36}
\end{equation*}
$$

where $\mathbf{f}(x, \mu)$ is a vector containing the PDFs of all the partons (quarks with specific flavours and gluon) and $\mathbf{P}^{Q C D}\left(x, \alpha_{S}(\mu)\right)$ is the QCD matrix of splitting functions. The operator $*$ in Eq. (3.36) stands for convolution. Given two functions $D_{1}$ and $D_{2}$, we define their convolution as:

$$
\begin{equation*}
\left(D_{1} * D_{2}\right)(x):=\int_{x}^{1} \frac{d z}{z} D_{1}(z) D_{2}(x / z) . \tag{3.37}
\end{equation*}
$$

The solution of the DGLAP equation provides an operator $\Gamma^{\text {QCD }}$ that evolves the PDFs $\mathbf{f}$ from the initial scale $\mu_{0}$ to the final scale $\mu_{1}$ according to

$$
\begin{equation*}
\mathbf{f}\left(x, \mu_{1}\right)=\Gamma^{\mathrm{QCD}}\left(x \mid \mu_{0}, \mu_{1}\right) * \mathbf{f}\left(x, \mu_{0}\right) . \tag{3.38}
\end{equation*}
$$

To better visualize the effects of the evolution, we report in Fig. 3.9 the results for the total valence, the total Sea and the gluon PDFs, multiplied by $x$, as function of $x$ over the range $\mu \in[1,100] \mathrm{GeV}$.



Figure 3.9: Evolution within the scale range $\mu^{2} \in\left[1,10^{4}\right] \mathrm{GeV}^{2}$ of the total valence, the total Sea and the gluon PDFs, multiplied by $x$, as function of $x$. The colour bar indicates the scale dependence, ranging from lower $\mu^{2}$ values in dark blue to higher $\mu^{2}$ values in yellow.

From Fig. 3.9 we distinguish a clear effect of the evolution: as the energy scale increases, the maximum value of the valence distribution decreases and shifts leftward. This implies that it is more likely to find a valence PDF with quarks and antiquarks carrying smaller fractions of momenta with respect to lower scales. Moreover, the area under the curve, corresponding to the valence
first moment, decreases as the $\mu$ increases. On the contrary, due to the momentum sum rule, the contributions of the gluon and sea PDFs increase. This implies that one can find more gluons and sea pairs carrying higher fraction of momentum inside the pions. This effect can be intuitively justified as the natural consequence of having more available energy to create from the QCD vacuum more sea pairs and gluons endowed with higher momenta.

### 3.5.4 Behaviour for $x \rightarrow 1$

As $x$ approaches 1 , the total valence quark distribution in the pion is expected to follow a power-law behavior given by

$$
\begin{equation*}
x f_{1}^{v}(x) \sim(1-x)^{\beta} \tag{3.39}
\end{equation*}
$$

The value of the asymptotic $\beta$ is not precisely known from first principles in QCD, due to the non-perturbative nature of the theory and an ongoing debate persists in this regard. Perturbative QCD models generally predict a value of $\beta$ around 2 , while some non-perturbative models tend to favor smaller values of $\beta \approx 1[86,97-114]$. There is also the hypothesis that a $\beta$ value not equal to 2 could potentially conflict with QCD itself [115].

To shed light on the problem of the pion valence behaviour at high $x$, future experimental programs have been recently proposed [67].

One possible non-perturbative approach to extract information about the asymptotic exponent is to perform fits to the experimental data by using phenomenological models or theory-based parametrizations which permit to extrapolate the best $\beta$ that reproduces the valence PDF behaviour at high $x$.

Unfortunately, the coefficient $\beta$ is not universally agreed within different non-perturbative parametrizations. In some cases the asymptotic exponent results $\beta \approx 1$, as in xFitter [53] and in Refs. [93, 116, 117]. In other parametrizations, such as the already mentioned ASV [82], BSWF [86] and other works [70,118], the value tends to be higher, up to $\beta \geq 2$.

The procedure we use to recover the exponent $\beta$ is to compute the following limit

$$
\begin{equation*}
\beta_{\mathrm{eff}}(\mu)=\lim _{x \rightarrow 1} \frac{\partial\left|\log \left(x f_{1}^{v}(x, \mu)\right)\right|}{\partial \log (1-x)} \tag{3.40}
\end{equation*}
$$

with $\beta_{\text {eff }}(\mu)$ being the asymptotic exponent at the scale $\mu$.
The latter expression has been computed numerically by taking into account the entire set of our 1000 replicas. First, we explored the behaviour of $\beta_{\text {eff }}$ for fixed value of $\mu$. The results are shown in Fig. 3.10 for $\mu^{2}=27 \mathrm{GeV}^{2}$ and for the JAM [70] initial scale $\mu^{2}=m_{c}^{2}=(1.27)^{2} \mathrm{GeV}^{2}$. In this figure, we can observe that the asymptotic exponents resulting from the various replicas form a quite stable band for the different values of $x>0.75$, except for the region of very high $x \geq 0.93$, where the band fans out. This effect can be attributed to numerical extrapolations, considering that the phenomenological extraction covers the range up to $x \approx 0.94$.


Figure 3.10: $x$-dependence of the asymptotic exponent for the 1000 replicas of our analysis at fixed $\mu^{2}=27 \mathrm{GeV}^{2}$ (left panel) and $\mu^{2}=(1.27)^{2} \mathrm{GeV}^{2}$ (right panel).

To avoid such extrapolation effects, the study of the $\mu$-dependence of $\beta_{\mathrm{eff}}(\mu)$ has been performed in the vicinity of the point $x=0.92$. We report our results in Fig. 3.11, in comparison with those we computed using the replicas provided by the JAM study without threshold resummation [70].


Figure 3.11: $\beta_{\text {eff }}$ as function of $\mu$, in comparison between all the replicas from our model (in red) and from JAM [70] (in light-blue), at fixed $x=0.92$.

We can observe a very similar overall behaviour of the $\beta$ exponent as function of the energy scale. As the $\mu$ scale increases, the asymptotic exponent increases as well, implying a steeper decrease of the valence PDF at high $x$, as it clear also from Fig. 3.9. We can appreciate that the two extractions in Fig. 3.11 are compatible inside the error bars, for all the values of the scale $\mu \in[1,100] \mathrm{GeV}$.

The value of the $\beta$ exponent extracted from this work at the JAM scale is

$$
\begin{equation*}
\beta_{\mathrm{eff}}(1.27 \mathrm{GeV})=0.88 \pm 0.05 \tag{3.41}
\end{equation*}
$$

resulting compatible with the mean value $\beta_{\text {eff }} \approx 1$ obtained by JAM without threshold resummation at the same scale.

In general, the inclusion of threshold resummation $[119,120]$ tends to increase the value of $\beta_{\text {eff }}$. This means that the net effect of threshold resummation is to reduce the valence PDF at very high $x$ [82], as anticipated in Section 3.5.2. In Ref. [70] different approaches to treat threshold resummation are analyzed in detail, yielding very different results. These range from $\beta_{\text {eff }} \approx 1.2$ with the double Mellin approach, to $\beta_{\text {eff }}>2$ with the NLL expansion and the cosine approach.

## Chapter

## Pion electromagnetic form factor

The main subject of this Chapter is the parametrization and the fit of the pion electromagnetic (e.m.) form factor (FF). The first part is devoted to the definition of the FF, the LFWA overlap representation and its parametrization. In the last part of the discussion, the fit procedure is analyzed in detail and the results of the fit are presented in comparison with available experimental data.

### 4.1 Matrix element for the FF

Studying the pion e.m. form factor provides various perspectives on the structure of the pion. It probes the charge distribution in the pion and serves as a valuable tool for exploring the transition toward the perturbative QCD regime in exclusive processes as energy increases [121,122]. It has found successful descriptions across a range of light-front quark models [84,123-134], and has seen significant progress in lattice calculations [135-149]. The e.m. FF is obtained from the off-forward matrix element of a local bi-quark operator, which can be seen as the GTMD correlator (2.123) integrated over the momentum variables $x$ and $\boldsymbol{k}_{\perp}$ (cfr. Fig. 2.5), i.e.,

$$
\begin{equation*}
F_{1}(\Delta)=\frac{1}{2 P^{+}}\left\langle\pi\left(p^{\prime}\right)\right| \bar{\Psi}^{q}(0) \gamma^{+} \Psi^{q}(0)|\pi(p)\rangle . \tag{4.1}
\end{equation*}
$$

As in the case of the PDFs, we consider positive pions, i.e., $F_{1}(\Delta) \equiv F_{1 \pi^{+}}(\Delta)$. By charge conjugation, the FF for positive and negative charged pion are simply related by

$$
\begin{equation*}
F_{1 \pi^{+}}(\Delta)=-F_{1 \pi^{-}}(\Delta) . \tag{4.2}
\end{equation*}
$$

### 4.2 LFWA overlap representation for pion FF

Using the definition in Eq. (4.1), we can proceed to derive the LFWA overlap representation of the pion e.m. FF by inserting the Fock-state expansion for
the pion in the initial and final state. As we are dealing with a non-diagonal matrix element, the parton configurations in the LFWAs of the initial and final states differ in their kinematics. Consequently, we no longer arrive at the squared LFWAs, as in the case of the PDFs. This implies that the second equation of (2.158) is inapplicable when we parametrize the FF using our model. Consequently, the FF explicitly depends on the set of transverse parameters $\mathcal{A}^{T}$, as shown in Section 4.3.

The computation is derived in the symmetric frame, in which the initial and final momentum of the pion are, respectively

$$
\begin{align*}
p & =P-\frac{\Delta}{2}, \\
p^{\prime} & =P+\frac{\Delta}{2} . \tag{4.3}
\end{align*}
$$

We take the momentum transfer in the transverse direction, i.e.,

$$
\begin{equation*}
\Delta \equiv\left(0,0, \boldsymbol{\Delta}_{\perp}\right) \tag{4.4}
\end{equation*}
$$

and we define

$$
\begin{equation*}
Q^{2}=-\Delta^{2}=\Delta_{\perp}^{2} . \tag{4.5}
\end{equation*}
$$

The problem of pions in this context is that they cannot be used as fixed targets, because they decay very rapidly. Therefore, to get access to the pion e.m. form factor two main processes have been employed. Either the elastic scattering of pions off atomic electrons or the Sullivan process [65], wherein a virtual pion is firstly emitted from a nucleon, and then it interacts with an electron producing a real pion in the final state (see Fig. 4.1). If we consider, for example, a Sullivan process, we notice that $Q^{2}$ and $\Delta$ coincide, respectively, with the virtuality and the momentum of the photon exchanged in the interaction between the pion and the electromagnetic probe.


Figure 4.1: Diagram for the Sullivan process, where the virtual photon emitted from a lepton probe interacts with the pion cloud of the proton target. The photon has momentum $\Delta=\ell^{\prime}-\ell=p^{\prime}-p$ and virtuality $Q^{2}=-\Delta^{2}$.

The complete expression for the LFWA overlap representation of the e.m. FF can be split, as in the case of the PDFs, in the different contributions
arising from the four distinct Fock components (2.134) - (2.137):

$$
\begin{equation*}
F_{1}\left(Q^{2}\right)=F_{1, u \bar{d}}\left(Q^{2}\right)+F_{1, u \bar{d} g}\left(Q^{2}\right)+F_{1, u \bar{d} g g}\left(Q^{2}\right)+\sum_{\{\Delta \bar{\sigma}\}} F_{1, u \bar{d}\{\Delta \overline{\}}\}}\left(Q^{2}\right), \tag{4.6}
\end{equation*}
$$

where

$$
\begin{align*}
& F_{1, u \bar{d}}\left(Q^{2}\right)=2 \int \mathrm{~d}[1] \mathrm{d}[2] \sqrt{x_{1} x_{2}} \psi_{q \bar{q}}^{*(1)}\left(x_{1}, x_{2}, \boldsymbol{k}_{\perp 1}^{\prime}, \boldsymbol{k}_{\perp 2}^{\prime}\right) \psi_{q \bar{q}}^{(1)}\left(x_{1}, x_{2}, \boldsymbol{k}_{\perp 1}, \boldsymbol{k}_{\perp 2}\right), \\
& F_{1, u \bar{d} g}\left(Q^{2}\right)=2 \int \mathrm{~d}[1] \mathrm{d}[2] \mathrm{d}[3] \sqrt{x_{1} x_{2} x_{3}}  \tag{4.7}\\
& \times \psi_{q \bar{q} g}^{*(1)}\left(x_{1}, x_{2}, x_{3}, \boldsymbol{k}_{\perp 1}^{\prime}, \boldsymbol{k}_{\perp 2}^{\prime}, \boldsymbol{k}_{\perp 3}^{\prime}\right) \psi_{q \bar{q} g}^{(1)}\left(x_{1}, x_{2}, x_{3}, \boldsymbol{k}_{\perp 1}, \boldsymbol{k}_{\perp 2}, \boldsymbol{k}_{\perp 3}\right),  \tag{4.8}\\
& F_{1, u \bar{d} g g}\left(Q^{2}\right)=4 \int \mathrm{~d}[1] \mathrm{d}[2] \mathrm{d}[3] \mathrm{d}[4] \sqrt{x_{1} x_{2} x_{3} x_{4}} \\
& \times\left[\psi_{q \bar{q} g g}^{*(1)}\left(x_{1}, x_{2}, x_{3}, x_{4}, \boldsymbol{k}_{\perp 1}^{\prime}, \boldsymbol{k}_{\perp 2}^{\prime}, \boldsymbol{k}_{\perp 3}^{\prime}, \boldsymbol{k}_{\perp 4}^{\prime}\right)\right. \\
& \times \psi_{q \overline{q g g}}^{(1)}\left(x_{1}, x_{2}, x_{3}, x_{4}, \boldsymbol{k}_{\perp 1}, \boldsymbol{k}_{\perp 2}, \boldsymbol{k}_{\perp 3}, \boldsymbol{k}_{\perp 4}\right) \\
& +\psi_{q \overline{q g g}}^{*(1)}\left(x_{1}, x_{2}, x_{4}, x_{3}, \boldsymbol{k}_{\perp 1}^{\prime}, \boldsymbol{k}_{\perp 2}^{\prime}, \boldsymbol{k}_{\perp 4}^{\prime}, \boldsymbol{k}_{\perp 3}^{\prime}\right) \\
& \times \psi_{q \bar{q} g g}^{(1)}\left(x_{1}, x_{2}, x_{3}, x_{4}, \boldsymbol{k}_{\perp 1}, \boldsymbol{k}_{\perp 2}, \boldsymbol{k}_{\perp 3}, \boldsymbol{k}_{\perp 4}\right) \\
& +\psi_{q \overline{q g g}}^{*(2)}\left(x_{1}, x_{2}, x_{3}, x_{4}, \boldsymbol{k}_{\perp 1}^{\prime}, \boldsymbol{k}_{\perp 2}^{\prime}, \boldsymbol{k}_{\perp 2}^{\prime}, \boldsymbol{k}_{\perp 4}^{\prime}\right) \\
& \times \psi_{q \overline{q g g}}^{(2)}\left(x_{1}, x_{2}, x_{3}, x_{4}, \boldsymbol{k}_{\perp 1}, \boldsymbol{k}_{\perp 2}, \boldsymbol{k}_{\perp 3}, \boldsymbol{k}_{\perp 4}\right) \\
& -\psi_{q \overline{q g g}}^{*(2)}\left(x_{1}, x_{2}, x_{4}, x_{3}, \boldsymbol{k}_{\perp 1}^{\prime}, \boldsymbol{k}_{\perp 2}^{\prime}, \boldsymbol{k}_{\perp 4}^{\prime}, \boldsymbol{k}_{\perp 3}^{\prime}\right) \\
& \left.\times \psi_{q \overline{q g g}}^{(2)}\left(x_{1}, x_{2}, x_{3}, x_{4}, \boldsymbol{k}_{\perp 1}, \boldsymbol{k}_{\perp 2}, \boldsymbol{k}_{\perp 3}, \boldsymbol{k}_{\perp 4}\right)\right],  \tag{4.9}\\
& F_{1, u \bar{d}\{\bar{d}\}\}}\left(Q^{2}\right)=4 \int \mathrm{~d}[1] \mathrm{d}[2] \mathrm{d}[3] \mathrm{d}[4] \sqrt{x_{1} x_{2} x_{3} x_{4}} \\
& \times\left[\psi_{q \overline{q g g}}^{*(1)}\left(x_{1}, x_{2}, x_{3}, x_{4}, \boldsymbol{k}_{\perp 1}^{\prime}, \boldsymbol{k}_{\perp 2}^{\prime}, \boldsymbol{k}_{\perp 3}^{\prime}, \boldsymbol{k}_{\perp 4}^{\prime}\right)\right. \\
& \times \psi_{q \bar{q} g g}^{(1)}\left(x_{1}, x_{2}, x_{3}, x_{4}, \boldsymbol{k}_{\perp 1}, \boldsymbol{k}_{\perp 2}, \boldsymbol{k}_{\perp 3}, \boldsymbol{k}_{\perp 4}\right) \\
& +\psi_{q \overline{q g g}}^{*(2)}\left(x_{1}, x_{2}, x_{3}, x_{4}, \boldsymbol{k}_{\perp 1}^{\prime}, \boldsymbol{k}_{\perp 2}^{\prime}, \boldsymbol{k}_{\perp 3}^{\prime}, \boldsymbol{k}_{\perp 4}^{\prime}\right) \\
& \times \psi_{q \bar{q} g g}^{(2)}\left(x_{1}, x_{2}, x_{3}, x_{4}, \boldsymbol{k}_{\perp 1}, \boldsymbol{k}_{\perp 2}, \boldsymbol{k}_{\perp 3}, \boldsymbol{k}_{\perp 4}\right) \\
& +\psi_{q \overline{q g g}}^{*(3)}\left(x_{1}, x_{2}, x_{3}, x_{4}, \boldsymbol{k}_{\perp 1}^{\prime}, \boldsymbol{k}_{\perp 2}^{\prime}, \boldsymbol{k}_{\perp 3}^{\prime}, \boldsymbol{k}_{\perp 4}^{\prime}\right) \\
& \left.\times \psi_{q \overline{q g g}}^{(3)}\left(x_{1}, x_{2}, x_{3}, x_{4}, \boldsymbol{k}_{\perp 1}, \boldsymbol{k}_{\perp 2}, \boldsymbol{k}_{\perp 3}, \boldsymbol{k}_{\perp 4}\right)\right] . \tag{4.10}
\end{align*}
$$

The "primed" variables in the previous equations are:

$$
\left\{\begin{array}{l}
\boldsymbol{k}_{\perp 1}^{\prime}=\boldsymbol{k}_{\perp 1}+\left(1-x_{1}\right) \boldsymbol{\Delta}_{\perp}  \tag{4.11}\\
\boldsymbol{k}_{\perp i}^{\prime}=\boldsymbol{k}_{\perp i}-x_{i} \boldsymbol{\Delta}_{\perp} \quad \text { for } i \neq 1
\end{array}\right.
$$

### 4.3 Explicit model

If we now insert for the LFWAs the explicit parametrization introduced in Section 2.4.2 and compute all the integrals, we find the complete expression for the FF in terms of the model parameters. Nevertheless, the final result is extremely long, non-trivial and quite uninformative.

We have chosen to present here only the unintegrated form of the various Fock-state contributions (4.7) - (4.10):

$$
\begin{align*}
F_{1, u \bar{d}}\left(Q^{2}\right)= & \frac{1}{2} C_{u \bar{d}}^{v} \int_{0}^{1} d x \exp \left[-a_{q \bar{q}^{\prime}}^{2} Q^{2} \frac{\bar{x}}{2 x}\right] \\
& \times(x \bar{x})^{2 \gamma_{q}-1}\left[1+d_{q 1}\left(1+2 \gamma_{q}\right)\left(1+\gamma_{q}(x-\bar{x})^{2}-6 x \bar{x}\right)\right]^{2}  \tag{4.12}\\
F_{1, u \bar{d} g}\left(Q^{2}\right)= & \frac{1}{2} C_{u \bar{d} g}^{v} \int_{0}^{1} d x \exp \left[-a_{q \bar{q}^{\prime} g}^{2} Q^{2} \frac{\bar{x}}{2 x}\right] \\
& \times x \bar{x}^{5}\left(3+18 x d_{g 1}-10 \bar{x} d_{g 1}+13 d_{g 1}^{2}+14 x d_{g 1}^{2}(x-4 \bar{x})\right),  \tag{4.13}\\
F_{1, u \bar{d} g g}\left(Q^{2}\right)= & \frac{1}{2} C_{u \bar{d} g g}^{v} \int_{0}^{1} d x \exp \left[-a_{q \bar{q}^{\prime} g g}^{2} Q^{2} \frac{\bar{x}}{2 x}\right] x \bar{x}^{9}  \tag{4.14}\\
F_{1, u \bar{d}\{\bar{\jmath}\}}\left(Q^{2}\right)= & \frac{1}{2} C_{u \overline{d \bar{s} \bar{s}}}^{v} \int_{0}^{1} d x \exp \left[-a_{q \bar{q}^{\prime} J \bar{s}}^{2} Q^{2} \frac{\bar{x}}{2 x}\right] x \bar{x}^{5} . \tag{4.15}
\end{align*}
$$

The expressions in Eqs. (4.12) - (4.15) have been obtained using the following simplifications for the transverse-dependent part of the LFWAs

$$
\begin{align*}
\Omega_{4, q \bar{q}^{\prime} g g}^{(1)} & =\Omega_{4, q q^{\prime} g g}^{(2)}, \\
\Omega_{\left.4, q \bar{q}^{\prime}\right\lrcorner \bar{s}}^{(1)} & =\Omega_{\left.4, q \bar{q}^{\prime}\right\lrcorner \overline{\bar{s}}}^{(2)}=\Omega_{\left.4, q \bar{q}^{\prime}\right\lrcorner \bar{J}}^{(3)} \tag{4.16}
\end{align*}
$$

which correspond to the following relations between the fitting parameters

$$
\begin{align*}
& a_{q \bar{q}^{\prime} g g}=a_{q \bar{q}^{\prime} g g}^{(1)}=a_{q \bar{q}^{\prime} g g}^{(2)}, \tag{4.17}
\end{align*}
$$

These assumptions have been verified by performing various fits in which the number of independent LFWAs associated to the same Fock state was varied. The result is that the fit is not able to distinguish between a configuration in which the conditions (4.17) are enforced and a parametrization with distinct parameters.

We observe that the valence sum rule for the PDF, given in the first line of Eq. (3.25), is reflected on the e.m. FF by the condition:

$$
\begin{equation*}
F_{1}\left(Q^{2}=0\right)=1, \tag{4.18}
\end{equation*}
$$

which is satisfied by construction using our parametrization.

### 4.4 Fit procedure

As it is clear from Eqs. (4.12) - (4.15), the e.m. FF depends both on the collinear set of parameters $\mathcal{A}^{L}$ and on the transverse set of parameters $\mathcal{A}^{T}$.

Our strategy is to use the best fit parameters obtained from the fit of the PDFs to fix $\mathcal{A}^{L}$, and then determining $\mathcal{A}^{T}$ by fitting the available experimental data of the pion form factor. The tricky part consists in propagating the uncertainties entering in the collinear part of the LFWAs, which were fitted to the PDFs, to the FFs. We describe the method used in Section 4.4.2.

### 4.4.1 Data set

The experimental data for the pion e.m. FF at low momentum transfer (0.015 $\mathrm{GeV}^{2} \leq Q^{2} \leq 0.253 \mathrm{GeV}^{2}$ ) come from scattering experiments of pions off atomic electrons conducted at Fermilab $[150,151]$ and CERN $[152,153]$. These data were also used to extract the charge radius.

As the momentum transfer increases, up to $Q^{2} \sim 10 \mathrm{GeV}^{2}$, the pion form factor can be extracted by exploiting the Sullivan mechanism. This process has been studied at Cornell [154-156], DESY [157,158], and JLab [159-163].

There are proposals from JLab of future measurements [62] that are going to explore the intermediate region, while the kinematics at higher momentum transfer, up to $Q^{2}=30 \mathrm{GeV}^{2}$, will potentially be accessed by the future electron-ion collider (EIC) [63].

The total data set is composed of 100 experimental points, that we collect in the following table divided in subsets according to the experiments and their $Q^{2}$ range.

| Ref. | $Q^{2}$ range $\left[\mathrm{GeV}^{2}\right]$ | $N_{\text {data }}$ |
| :---: | :---: | :---: |
| Dal81 [150] | $0.0317-0.0705$ | 20 |
| Dal82 [151] | $0.039-0.092$ | 14 |
| Ame86 [152] | $0.015-0.253$ | 45 |
| Beb78 [156] | $1.18-9.77$ | 5 |
| Ack78 [158] | 0.35 | 1 |
| Vol01 [159] | $0.6-1.60$ | 5 |
| Hor06 [161] | $1.6-2.45$ | 2 |
| Hub08 [163] | $0.6-2.45$ | 8 |

### 4.4.2 $\quad \chi^{2}$ definition

For the propagation of the experimental uncertainties we use again the bootstrap method. For an in-depth understanding of the procedure and its application to extractions involving multiple data sets with systematic errors, we refer to Ref. [164].

In our particular case, the situation is as follows: we have a set of parameters, $\mathcal{A}^{L}$, that have been determined from the PDF fit with their own statistics generated by the first bootstrap. These parameters enter in the analytic form
of the form factors, which depend also on the transverse set $\mathcal{A}^{T}$ to be statistically sampled. Reference [164] discusses exactly how the bootstrap technique is valuable for propagating uncertainties associated with model parameters that are not directly treated as free fitting variables.

The 1000 replicas of the PDFs are associated to an equal number of best-fit parameter vectors $\mathcal{A}_{i}^{L}$, with $i=1, \ldots, 10^{3}$. We want to generate $10^{4}$ replicas for the e.m. FF, with the aim to obtain statistical meaningful results. For each bootstrap cycle in the FF fit we uniformly extract a set of PDF parameters and generate a replica of the experimental FF data. We then perform the fit of just the free parameters $\mathcal{A}_{m, i}^{T}$, where $m=1, \ldots, 10^{4}$ refers to the FF replica cycle and $i$ keeps trace on the extracted $\mathcal{A}_{i}^{L}$ set.

By considering the presence of $N_{\text {set }}$ multiple subsets, corresponding to the 8 rows in Tab. (4.4.1), and the existence of $N_{\text {data } j}$ associated to the subset $j$, the chi-squared definition for the $m$-th replica is:

$$
\begin{equation*}
\chi_{m}^{2}=\sum_{j=1}^{N_{\text {set }}} \sum_{l=1}^{N_{\text {data }}} \frac{\left(E_{m j l}-F_{1}\left(Q^{2} ; \mathcal{A}_{i}^{L}\right)_{j l}\right)^{2}}{\sigma_{m j l}^{2}}, \tag{4.19}
\end{equation*}
$$

where $F_{1}\left(Q^{2} ; \mathcal{A}_{i}^{L}\right)_{j l}$ is the prediction for the pion e.m. form factor computed using as input the $m$-th uniformly sampled vector of collinear parameters $\mathcal{A}_{i}^{L}$. In Eq. (4.19), the bootstrap quantities are defined as

$$
\begin{align*}
E_{m j l} & =\left(1+\delta_{m l}\right)\left(E_{j l}+\sigma_{m j l}\right) \\
\sigma_{m j l} & =\gamma_{m j l} \sigma_{j l}, \tag{4.20}
\end{align*}
$$

where $E_{j l}$ is the $l$-th experimental datum of the $j$-th experimental subset with relative error $\sigma_{j l}, \delta_{m l}$ is a random value extracted from the distribution for the systematic error of set $i$, and $\gamma_{m j l}$ is a random number sampled from a normal Gaussian distribution.

From the minimization of all the $m$ functions in Eq. (4.19) we obtain the vector of $10^{4}$ transverse parameters, that can be used to recreate the plot of the form factor with the corresponding error bars.

### 4.5 Fit results

We recall that the set of transverse parameters $\mathcal{A}^{T}$ contains four elements, one for each Fock state. However, from some preliminary tests we performed, we noticed that the form-factor fit is not sensitive to the value of the parameter $a_{q q^{\prime} g}$. This can be traced back to the nearly negligible norm associated to the $q \bar{q}^{\prime} g$ Fock state, especially in contrast to the norms of other Fock state components, as shown in Fig. 4.2.


Figure 4.2: The norms of the different Fock states generated from the fit of the PDFs.

The norms of the Fock states depend by construction only on the collinear parameters fitted to the PDF, since we impose the normalization in Eq. (2.158) for the transverse-momentum dependent part of the LFWAs.

We saw in Section 3.5 that the experimental data set for the PDF fit were not sensitive enough to the gluon contribution generated by the $q \bar{q}^{\prime} g$ component and this eventually guided the fit towards a configuration where the associated norm becomes relatively small.

For these reasons we decided to exclude the parameter $a_{q \bar{q}^{\prime} g}$ from the fit by fixing it arbitrarily to $1 \mathrm{GeV}^{-1}$. The choice of this value is totally irrelevant, since in the end the corresponding contribution to the form factor is negligible.

The remaining 3 transverse best fit parameters result (in units of $\mathrm{GeV}^{-2}$ ):

$$
\begin{equation*}
\left\langle a_{q \bar{q}^{\prime}}^{2}\right\rangle=1.559, \quad\left\langle a_{q \bar{q}^{\prime} g g}^{2}\right\rangle=0.509, \quad\left\langle a_{q \bar{q}^{\prime} \leq \bar{J}}^{2}\right\rangle=0.796 \tag{4.21}
\end{equation*}
$$

We can use these results to extract the multidimensional probability distribution and to construct the correlation coefficients for all pairs of parameters, that we report in Tab. 4.1. We also include the correlation matrix in Fig.4.3 in order to directly visualize all the correlations between the parameters.

|  | $a_{q \bar{q}^{\prime}}^{2}$ | $a_{q q^{\prime} g g}^{2}$ | $a_{\left.q \bar{q}^{\prime}\right\lrcorner \bar{s}}^{2}$ |
| :---: | :---: | :---: | :---: |
| $a_{q \bar{q}^{\prime}}^{2}$ | 0.356 | -0.593 | -0.656 |
| $a_{q \bar{q}^{\prime} \prime g}^{2}$ | -0.593 | 0.080 | 0.484 |
| $a_{q \bar{q}^{\prime}, s \bar{s}}^{2}$ | -0.656 | 0.484 | 0.309 |


|  | $d_{1 g}$ | $d_{1 q}$ | $\gamma_{q}$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d_{1 g}$ | 220.545 | -0.260 | -0.253 | 0.277 | -0.495 | 0.002 |
| $d_{1 q}$ | -0.260 | 0.047 | 0.982 | -0.108 | 0.048 | 0.245 |
| $\gamma_{q}$ | -0.253 | 0.982 | 0.100 | -0.083 | 0.079 | 0.195 |
| $\alpha_{1}$ | 0.277 | -0.108 | -0.083 | 0.018 | -0.635 | -0.605 |
| $\alpha_{2}$ | -0.495 | 0.048 | 0.079 | -0.635 | 0.202 | 0.054 |
| $\alpha_{3}$ | 0.002 | 0.245 | 0.195 | -0.605 | 0.054 | 0.082 |


|  | $d_{1 g}$ | $d_{1 q}$ | $\gamma_{q}$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a_{q \bar{q}^{\prime}}^{2}$ | 0.067 | -0.050 | -0.056 | 0.056 | -0.088 | -0.046 |
| $a_{q \bar{q}^{\prime} g g}^{2}$ | -0.381 | 0.069 | 0.099 | -0.288 | 0.599 | -0.161 |
| $a_{\left.q \tilde{q}^{\prime}\right\lrcorner \bar{s}}^{2}$ | -0.181 | 0.076 | 0.081 | -0.177 | 0.273 | -0.011 |

Table 4.1: Correlation coefficients for all the fitted parameters. The diagonal elements in the first two tables coincide with the standard deviations; all the other values are the linear correlation coefficients for the corresponding pairs of parameters.


Figure 4.3: Correlation matrix of all the fitted parameters to the PDFs and form factor.

From Tab. 4.1 and Fig. 4.3 we observe strong correlations between the pairs $\gamma_{q}-d_{q 1}, \alpha_{1}-\alpha_{2}, \alpha_{1}-\alpha_{3}$, and between all the transverse parameters.

We come now to the crux of the problem, consisting in finding the goodness-of-fit distribution, with the calculation of the confidence level (CL). When we
include the systematic uncertainties of the experimental data and the set of non-fitted parameters, the statistical distribution of the minimization function (4.19) might deviate significantly from the conventional chi-squared distribution. The procedure to adopt is to perform a second bootstrap, by assuming the ideal situation in which the model predictions obtained from the best parameters fitted to the real data (not varied by the first bootstrap) are "correct". This is obtained by replacing $E_{j l}$ with $F_{1}\left(Q^{2} ; \mathcal{A}_{\text {rep } 0}^{L}, \mathcal{A}_{\text {rep } 0}^{T}\right)_{j l}$ in the bootstrap quantities (4.20), where $\mathcal{A}_{\text {rep } 0}^{L / T}$ refers to the set of the collinear/transverse parameters of the "replica-0", representing the fits performed on the real experimental data. By accumulating a substantial statistics of chi-squared values resulting from this second bootstrap, we can reconstruct the goodness-of-fit distribution and compute the p-value associated to the fit results using the two-sided $\chi^{2}$ test. This analysis allows us to deduce the confidence interval (CI) for the reduced chi-squared $\hat{\chi}^{2} / N_{\text {d.o.f. }}^{\mathrm{FF}}$, where $N_{\text {d.o.f. }}^{\mathrm{FF}}=97$ :

$$
\begin{equation*}
\hat{\chi}^{2} / N_{\text {d.o.f. }}^{\mathrm{FF}}=1.194, \quad \text { CI } 68 \%=[0.890,1.204], \quad \text { CI } 99 \%=[0.682,1.593] . \tag{4.22}
\end{equation*}
$$

We observe that the reduced $\hat{\chi}^{2}$ falls within the $68 \%$ CI, as expected.
The results are shown in Fig. 4.4, where we plot the square of the e.m. FF as function of $Q^{2}$. Similar to the approach taken for the PDF fit, we have chosen to show only the bands corresponding to $68 \%$ (inner dark blue) and $99.7 \%$ (outer light blue) uncertainty. They have been obtained with the procedure explained in Section 3.5.2. We stress that the two bands incorporate the error propagation of the PDF parameters, representing therefore more than just the experimental uncertainty on the form factor.


Figure 4.4: Fit results for the square of the pion electromagnetic form factor as function of $Q^{2}$. The dark (light) blue band shows the $68 \%$ (99.7\%) of the replicas. The experimental data correspond to Hub08 [163], Hor06 [161], Ame86 [153], Vol01 [159], Beb78 [156], Dal82 [150, 151], Ack78 [158].

### 4.6 DA results

Having obtained the whole sets of parameters for the LFWAs from the PDF and e.m. FF, we can now analyze the results for the pion DA in Eq. (2.193). Using the parametrization for $\phi_{q \bar{q}^{\prime}}(x, 1-x)$ in Eq. (2.164), we obtain

$$
\begin{equation*}
\phi_{\pi}(x)=\frac{\sqrt{6}}{a_{2} \pi f_{\pi}} n_{\pi} N_{q \bar{q}^{\prime}}^{(1)}\left(x-x^{2}\right)^{\gamma_{q}}\left(1+d_{q 1} C_{2}^{\left(\gamma_{q}+1 / 2\right)}(2 x-1)\right), \tag{4.23}
\end{equation*}
$$

where $n_{\pi}$ ensures unit normalization for the value of the pion decay constant of

$$
\begin{equation*}
f_{\pi}=133 \mathrm{MeV} \tag{4.24}
\end{equation*}
$$

Using the best fit values of the collinear parameters $d_{q 1}, \gamma_{q}, n_{1}$ and of the transverse parameter $a_{2}$ we obtain the results at the scale $\mu_{0}$ shown in Fig. 4.5. The black band corresponds to the uncertainty band obtained from the 10000 replicas of the e.m. FF fit.


Figure 4.5: Pion DA at twist-2 computed at the initial scale $\mu_{0}$ for the 10000 replicas of our model (continuous black curves), in comparison with the asymptotic DA with fixed exponent $\gamma_{q}=1$ (dashed yellow curve) and with variable exponent (dashed dotted black curve).

The yellow dashed curve refers to the asymptotic DA, i.e.,

$$
\begin{equation*}
\phi_{\pi, \text { asympt }}(x)=6 x(1-x) . \tag{4.25}
\end{equation*}
$$

The asymptotic DA is obtained from the $q \bar{q}^{\prime}$ state LFWA without any next-toasymptotic term for the collinear part $\left(d_{q 1}=0\right)$ and with the fixed exponent $\gamma_{q}=1$. This configuration coincides with our initial parametrization attempt
in Eq. (2.160), that we abandoned in favour of the model with the variable exponent and the first next-to-asymptotic contribution, as explained in Section 2.4.2 (see (2.164)).

The presence of the variable exponent $\gamma_{q}$ modifies the asymptotic contribution to the DA. We can see the effects of the variable exponent $\gamma_{q}$ by comparing the asymptotic DA in Eq. (4.25) shown by the yellow curve with the dashed-dotted curve obtained from the single minimization fit of our model, by imposing $d_{q 1}=0$ and using the best fit value of the exponent $\gamma_{q}$. We notice the difference in shape, with the asymptotic DA having a narrower width balanced by a higher value of the peak in such a way to guarantee the normalization of Eq. (2.129). A similar behaviour has been observed in many other works that make use of variable exponents [165-169]. Nevertheless, it is noteworthy that with the inclusion of the first next-to-asymptotic contribution, the final result for the DA with variable exponent returns to be compatible with the shape of $\phi_{\pi}$, asympt $(x)$ with fixed exponent.

The two fits for the longitudinal and transverse momentum dependence of the LFWFs have yielded quite satisfactory outcomes, indicating the efficacy of the LFWAs-based approach.

Next step is to trying to combine this information with the analysis of the pion TMDs and GPDs that depend on both $\mathcal{A}^{L}$ and $\mathcal{A}^{T}$. Regarding TMDs, our primary objective is to discern if the results of the two previous fits, which are related to distinct but complementary processes, accurately predict - or not - the data related to the TMDs. A positive outcome would yield a significant result, whereas a opposite scenario would prompt the need for a concurrent extraction of FF, PDFs and TMDs. For GPDs, since at present do not exist experimental data, we will limit ourselves to compare the predictions from our model with those from other existing works, providing a comprehensive assessment of the predictive power of our model.


## Pion transverse-momentum dependent parton distributions

Transverse-Momentum Dependent Parton Distributions are more complex objects, if compared to the PDFs and to the FFs. They describe the distribution of the partons inside a hadron in three-dimensional momentum space. While the scarcity of available data prevents us from refining our understanding of the one-dimensional structure of the pion, even less is known about its threedimensional structure. At present, there are various model calculations for pion TMDs that are discussed in Refs. [83,170-176], but very few phenomenological fits have been performed.

The starting point for the extraction of the TMDs from experimental data are the TMD factorization theorems, which are more challenging with respect to those of the collinear distributions.

In the case of the proton, the factorization theorems have been proven for Semi-Inclusive Deep-Inelastic Scattering (SIDIS), for Drell-Yan (DY) leptonpair production in hadronic collisions, and for semi-inclusive electron-positron annihilation [16]. Moreover, very accurate analyses of proton unpolarized TMDs have been recently published [177-183].

In the case of the pion, only two studies have been released in Refs. [184, 185]. They concern the extraction of the pion TMDs from the available experimental data that, at present, come only from DY experiments.

This Chapter is structured as follows: we start by introducing the different types of leading-twist TMDs in a hadron and the formalism of the DY process, which allows us to express the DY cross section in terms of TMDs. We then show the logic at the basis of the Nanga Parbat ${ }^{1}$ framework, an open source QCD software developed in Pavia for fitting hadron TMDs. We proceed with the fit of pion TMDs following two approaches: a pure phenomenological fit and a fit based on the parametrization of the pion TMDs derived from the model developed in the previous Sections of this work. In this context, we

[^7]present the LFWA overlap representation for pion TMDs and cross-check the fitted parameters against those obtained from the e.m. form factor and PDF fits. In the final part we include the comparison of the two fits, both at the level of the fitted observables and of the extracted TMDs.

### 5.1 TMDs at leading-twist

At leading-twist, various TMDs can be defined, on the basis of the quark and hadron polarization [186]. In this work, the symbols $f, g$ and $h$ are used for TMDs corresponding to an unpolarized, longitudinally polarized, and transversely polarized quark, respectively. In cases where the distribution does not have a collinear counterpart and the parent hadron possesses a non-zero polarization, the TMDs are labelled by introducing a subscript, $L$ or $T$, that stands for a longitudinally polarized or a transversely polarized hadron, respectively. If the TMD enters in the decomposition of the correlator with a pre-factor depending on $\boldsymbol{k}_{\perp}$ with an open index, then a superscript $\perp$ is added. The different types of TMDs are presented in Tab. 5.1.

|  | $f$ | $g$ | $h$ |
| :---: | :---: | :---: | :---: |
| $U$ | $f_{1}$ |  | $h_{1}^{\perp}$ |
| $L$ |  | $g_{1}$ | $h_{1 L}^{\perp}$ |
| $T$ | $f_{1 T}^{\perp}$ | $g_{1 T}$ | $h_{1}, h_{1 T}^{\perp}$ |

Table 5.1: Existing types of TMDs at leading-twist.

The TMDs on the diagonal have a collinear counterpart, except for the pretzelocity $h_{1 T}^{\perp}$ which only exists as ( $x, \boldsymbol{k}_{\perp}$ )-dependent distribution, like all the out-off-diagonal distributions. Recalling that the pion is a spin-less meson, the only distribution we address in this Chapter is the unpolarized TMD for an unpolarized quark, $f_{1}\left(x, \boldsymbol{k}_{\perp}\right)$.

### 5.2 Drell-Yan formalism

In the Drell-Yan process

$$
\begin{equation*}
h_{A}\left(p_{A}\right)+h_{B}\left(p_{B}\right) \rightarrow \gamma^{*}(q)+X \rightarrow \ell\left(l^{\prime}\right)+\bar{\ell}(l)+X, \tag{5.1}
\end{equation*}
$$

two hadrons $h_{A}$ and $h_{B}$ of momentum $p_{A}$ and $p_{B}$, respectively, and center of mass energy squared $s=\left(p_{A}+p_{B}\right)^{2}$ produce a neutral vector boson $\gamma^{*} / Z$ with four-momentum $q$ and large invariant mass $Q=\sqrt{q^{2}}$. The vector boson then decays into a lepton - antilepton pair $(\ell \bar{\ell})$ with final momenta constrained by the momentum conservation, $q=l+l^{\prime}$. According to the parton model assumptions, the active particles involved in the DY process are two partons,
each located within one of the two hadrons. We make the hypothesis that the two partons are a quark of $h_{A}$ and an antiquark of $h_{B}$.

The two hadron momenta identify the longitudinal direction $z$ and, consequently, the transverse momentum of the vector boson $\boldsymbol{q}_{\boldsymbol{T}}$, while the pseudorapidity of the vector boson is

$$
\begin{equation*}
y=\frac{1}{2} \ln \left(\frac{q^{+}}{q^{-}}\right) . \tag{5.2}
\end{equation*}
$$

Since the pions are spinless particles, we are interested in unpolarized crosssections integrated over the azimuthal angle of the exchanged boson that lead, in the end, to the extraction of the pion unpolarized TMD.

This cross section can be written in terms of two structure functions $F_{U U}^{1}$, $F_{U U}^{2}[187,188]$. In the limit in which the mass of the incoming hadrons $M_{h}$ and the $\boldsymbol{q}_{T}$ are in the kinematic conditions $M_{h}^{2} \ll Q^{2}$ and $\boldsymbol{q}_{T}^{2} \ll Q^{2}$, the structure function $F_{U U}^{2}$ is suppressed and the cross section can be expressed as

$$
\begin{equation*}
\frac{d \sigma^{D Y}}{d\left|\boldsymbol{q}_{T}\right| d y d Q} \simeq \frac{16 \pi^{2} \alpha_{e m}^{2}}{9 Q^{3}}\left|\boldsymbol{q}_{T}\right| F_{U U}^{1}\left(x_{A}, x_{B},\left|\boldsymbol{q}_{T}\right|, Q\right) \tag{5.3}
\end{equation*}
$$

where $\alpha_{e m}$ is the electromagnetic coupling, $x_{A, B}=\frac{Q}{\sqrt{s}} e^{ \pm y}$ and the structure function is defined as follows

$$
\begin{align*}
& F_{U U}^{1}\left(x_{A}, x_{B},\left|\boldsymbol{q}_{T}\right|, Q\right)=x_{A} x_{B} H^{D Y}\left(Q ; \mu_{R}\right) \sum_{a} c_{a}\left(Q^{2}\right) \\
& \quad \times \int d^{2} \boldsymbol{k}_{\perp A} d^{2} \boldsymbol{k}_{\perp B} f_{1}^{a}\left(x_{A}, \boldsymbol{k}_{\perp A}^{2} ; \mu_{R}, \zeta_{A}\right) f_{1}^{\bar{a}}\left(x_{B}, \boldsymbol{k}_{\perp B}^{2} ; \mu_{R}, \zeta_{B}\right) \\
& \quad \times \delta^{(2)}\left(\boldsymbol{k}_{\perp A}+\boldsymbol{k}_{\perp B}-\boldsymbol{q}_{T}\right) \\
& =x_{A} x_{B} H^{D Y}\left(Q ; \mu_{R}\right) \sum_{a} c_{a}\left(Q^{2}\right) \\
& \quad \times \int_{0}^{+\infty} d\left|\boldsymbol{b}_{T}\right|\left|\boldsymbol{b}_{T}\right| J_{0}\left(\left|\boldsymbol{q}_{T}\right|\left|\boldsymbol{b}_{T}\right|\right) \hat{f}_{1}^{a}\left(x_{A}, \boldsymbol{b}_{T}^{2} ; \mu_{R}, \zeta_{A}\right) \hat{f}_{1}^{\bar{a}}\left(x_{B}, \boldsymbol{b}_{T}^{2} ; \mu_{R}, \zeta_{B}\right), \tag{5.4}
\end{align*}
$$

where $\boldsymbol{k}_{\perp A}$ and $\boldsymbol{k}_{\perp B}$ are the transverse momenta of the active partons, $J_{0}$ is the cylindrical Bessel function of order $n=0$, while $\hat{f}_{1}^{a}$ is the Fourier transform of the unpolarized TMD for flavour $a$ from the transverse-momentum space $\boldsymbol{q}_{T}$ to the position space $\boldsymbol{b}_{T}$. For the Fourier transform definition we follow the convention of Ref. [189]. In Eq. (5.4), the hard factor $H^{D Y}\left(Q ; \mu_{R}\right)$ can be computed order by order in $\alpha_{S}$ and it reduces to the identity at leading order. It depends on the renormalization scale $\mu_{R}$ and on the hard scale $Q$ and it encodes the virtual part of the hard scattering. The index $a$ runs over the flavour of the active quarks with electroweak charge $c_{a}\left(Q^{2}\right)$ [182].

We notice the dependence of the unpolarized TMD on the renormalization scale $\mu_{R}$ and on the rapidity scale $\zeta$. This dependence arises from the necessity
to address ultraviolet and rapidity divergences in the operation definition of the TMDs [16, 190, 191]. The TMDs obey the following evolution equations from the two initial scales $\mu_{R i}$ and $\zeta_{i}$ to the two final scales $\mu_{R f}$ and $\zeta_{f}$

$$
\begin{align*}
& \hat{f}_{1}^{a}\left(x, \boldsymbol{b}_{T}^{2} ; \mu_{R f}, \zeta_{f}\right) \\
& \quad=\hat{f}_{1}^{a}\left(x, \boldsymbol{b}_{T}^{2} ; \mu_{R i}, \zeta_{i}\right) \exp \left\{\int_{\mu_{R i}}^{\mu_{R f}} \frac{d \mu_{R}}{\mu_{R}} \gamma\left(\mu_{R}, \zeta_{f}\right)\right\}\left(\frac{\zeta_{f}}{\zeta_{i}}\right)^{K\left(\left|\boldsymbol{b}_{T}\right|, \mu_{R i}\right) / 2} . \tag{5.5}
\end{align*}
$$

Equation (5.5) contains the anomalous dimension $K$ of the Collins-Soper evolution in $\sqrt{\zeta}$ and the anomalous dimension $\gamma\left(\mu_{R}, \zeta\right)$ for the Renormalization Group evolution in $\mu_{R}$. The latter takes the following form [180]

$$
\begin{equation*}
\gamma\left(\mu_{R}, \zeta\right)=\gamma_{F}\left(\alpha_{s}\left(\mu_{R}\right)\right)-\gamma_{K}\left(\alpha_{s}\left(\mu_{R}\right)\right) \ln \frac{\sqrt{\zeta}}{\mu_{R}} \tag{5.6}
\end{equation*}
$$

where $\gamma_{K}$ is the cusp anomalous dimension and $\gamma_{F}\left(\alpha_{s}\left(\mu_{R}\right)\right)=\gamma\left(\mu_{R}, \mu_{R}^{2}\right)$ is the boundary condition [180]. The Collins-Soper kernel, instead, is the anomalous dimension for the evolution in the rapidity scale $\zeta$ [192].

Working in the $\overline{\mathrm{MS}}$ renormalization scheme the following choice of the initial scales

$$
\begin{equation*}
\mu_{R i}=\sqrt{\zeta_{i}}=\mu_{b}\left(\left|\boldsymbol{b}_{T}\right|\right)=2 \frac{e^{-\gamma_{E}}}{\left|\boldsymbol{b}_{T}\right|} \tag{5.7}
\end{equation*}
$$

where $\gamma_{E}$ is the Euler constant, simplifies the calculations, by avoiding the insurgence of large logarithms. Nevertheless, another problem related to the value of $\alpha_{S}$ arises. In fact, in Eq. (5.6), $\alpha_{S}$ is computed at the value of the renormalization scale and $\mu_{R}$ in Eq. (5.7) could, in principle, become larger than $Q$ or even hit the Landau pole for small values of $\left|\boldsymbol{b}_{T}\right|$, which is the kinematic region in which the TMD evolution is perturbative meaningful.

To overcome this inconvenience, we introduce an ad hoc prescription in which $\left|\boldsymbol{b}_{T}\right|$ is replaced by $b_{*}$ defined as follows

$$
\left\{\begin{array}{l}
\mu_{b_{*}}=2 \frac{e^{-\gamma_{E}}}{b_{*}}  \tag{5.8}\\
b_{*}\left(\left|\boldsymbol{b}_{T}\right|, b_{\min }, b_{\max }\right)=b_{\max }\left(\frac{1-e^{-\left|b_{T}\right|^{4} b_{\max }^{4}}}{1-e^{-\left|b_{T}\right|^{4} b_{\min }^{4}}}\right)^{\frac{1}{4}}
\end{array}\right.
$$

where $b_{\min }=2 \frac{e^{-\gamma_{E}}}{\mu_{R f}}$ and $b_{\max }=2 e^{-\gamma_{E}} \simeq 1.123 \mathrm{GeV}^{-1}$. The net effect of this prescription is to saturate $b_{*}$ at $b_{\text {max }}$ for large $\left|\boldsymbol{b}_{T}\right|$, thus preventing $\mu_{b_{*}}$ from entering in the non-perturbative regime. On the opposite limit, at small $\left|\boldsymbol{b}_{T}\right|$, $b_{*}$ approaches the value of $b_{\text {min }}$, preventing $\mu_{b *}$ from becoming larger than the hard scale $Q$.

The $b_{*}$ prescription introduces also power corrections scaling as $\left(\frac{\Lambda_{\mathrm{QCD}}}{\left|\boldsymbol{q}_{T}\right|}\right)^{k}$, with $k>0$, to be taken into account by a non-perturbative function when
$\left|\boldsymbol{q}_{T}\right| \sim \Lambda_{\mathrm{QCD}}$ and sub-leading power corrections scaling as $\left(\frac{\left|\boldsymbol{q}_{T}\right|}{Q}\right)^{n}$, with $n>$ 0 . This has the advantage of facilitating the potential matching of the TMD formula, which is valid for $\left|\boldsymbol{q}_{T}\right| \ll Q$, with the fixed-order calculation, which is valid for $\left|\boldsymbol{q}_{T}\right| \simeq Q[193,194]$.

Accordingly, the TMD can be rewritten in the following form [180]

$$
\begin{align*}
\hat{f}_{1}\left(x, \boldsymbol{b}_{T}^{2} ; \mu_{R}, \zeta\right) & =\left[\frac{\hat{f}_{1}\left(x, \boldsymbol{b}_{T}^{2} ; \mu_{R}, \zeta\right)}{\hat{f}_{1}\left(x, b_{*}\left(\boldsymbol{b}_{T}^{2}\right) ; \mu_{R}, \zeta\right)}\right] \hat{f}_{1}\left(x, b_{*}\left(\boldsymbol{b}_{T}^{2}\right) ; \mu_{R}, \zeta\right) \\
& \equiv f_{1 N P}\left(x, \boldsymbol{b}_{T}^{2} ; \zeta\right) \hat{f}_{1}\left(x, b_{*}\left(\boldsymbol{b}_{T}^{2}\right) ; \mu_{R}, \zeta\right), \tag{5.9}
\end{align*}
$$

where the second factor is perturbative calculable, while the first one effectively defines the non-perturbative part $f_{1 N P}$ of the TMD.

The perturbative function actually depends on a set of collinear parton distribution functions and matching coefficients $C$, that are perturbative calculable, i.e.,

$$
\begin{align*}
& \hat{f}_{1}\left(x, b_{*}\left(\boldsymbol{b}_{T}^{2}\right) ; \mu_{R}, \zeta\right) \\
& \quad=\left[C \otimes f_{1}\right]\left(x, b_{*} ; \mu_{b_{*}}, \mu_{b_{*}}^{2}\right) \exp \left\{\int_{\mu_{b_{*}}}^{\mu_{R f}} \frac{d \mu_{R}}{\mu_{R}} \gamma\left(\mu_{R}, \zeta_{f}\right)\right\}\left(\frac{\zeta_{f}}{\mu_{b_{*}}^{2}}\right)^{K\left(b_{*}, \mu_{b_{*}}\right) / 2} . \tag{5.10}
\end{align*}
$$

### 5.2.1 Nanga Parbat framework

The open-source software of Nanga Parbat ${ }^{2}$, developed by the MAP collaboration, is a fitting framework aimed at the determination of the non-perturbative component of TMD distributions.

The software works in two main different executive steps, based on Eq. (5.9): firstly, all the perturbative physics is computed; then, the fit of the nonperturbative part $f_{1 N P}$ is performed.

In the specific case of pions, the DY process takes place between a pion and a nucleus, that, in first approximation, is described as a collection of free nucleons. Therefore, the cross section of Eq. (5.3) involves the two unpolarized TMDs $\hat{f}_{1 p}^{a}$ and $\hat{f}_{1 \pi}^{a}$ of a quark $a$ in the proton and in the pion, respectively.

For the proton, we have chosen to use the recent results of the global extraction of the MAP Collaboration [182] at next-to-next-to-next-leadinglogarithm ( $\mathrm{N}^{3} \mathrm{LL}$ ) accuracy, adopting the same $b_{*}\left(\boldsymbol{b}_{T}^{2}\right)$ prescription and the same parametrization of the non-perturbative part $f_{1 N P}^{p}$.

As for the pion TMD, we opted for two distint approaches.

## 1. Pure phenomenological approach

A first approach is purely phenomenological, and it provides directly a model for the parametrization of the non-perturbative function of the pion $f_{1 N P}^{\pi}$.
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## 2. LFWA approach

A second approach consists in adapting the model developed in this work (Section (2.4.2)) to the Nanga Parbat framework. The first step is to compute the pion TMDs in terms of overlap of LFWAs. Once the TMDs for the quarks are parametrized, we need to reproduce Eq. (5.9). The non-perturbative function for the LFWA model is defined as the model TMD divided by the model PDF of Chapter (3), while in Eq. (5.10) we insert the LHAPDF grids generated by the model of the PDFs. Unfortunately, the initial scale of the model implemented in Section 2.4.2 needs to be increased to the value of 1 GeV and both the collinear fit and the form factor fit need to be performed again. This necessity arises by the choice to use the same $b_{*}$ prescription of the proton TMD: if we were to retain the old value of the initial scale $(0.85 \mathrm{GeV})$, it would fall below the lowest permissible value of $\mu_{b_{\max }}$, rendering the $b_{*}$ prescription meaningless.

### 5.2.2 Data selection

The experimental data included in the analysis are the same for the two approaches we undertake.

To our knowledge, the only two existing experiments that provide observables sensitive to pion TMDs are E615 [195] and E537 [196], which involved negative pion beams colliding with tungsten targets. The kinematic coverage of the complete sets of these data in the $x-Q^{2}$ plane is shown in Fig. 5.1.

The TMD factorization theorems are valid in the kinematic regime where $\left|\boldsymbol{q}_{T}\right| \ll Q$. For this reason, we apply to the data sets the following cut

$$
\begin{equation*}
\frac{\left|\boldsymbol{q}_{T}\right|}{Q}<0.3+\frac{0.6}{Q} . \tag{5.11}
\end{equation*}
$$

The manner in which we have applied this cut differs from what has been done in the proton TMD extraction. This difference stems from the limited data sets at our disposal. However, this adjustment represents a practical compromise between the necessity of including more data and the need to stay within the bounds of TMD factorization applicability. We also truncate those bins of E615 corresponding to an invariant mass around the $\Upsilon$ resonance, i.e., $9.00 \mathrm{GeV}<Q<11.70 \mathrm{GeV}$.

In Tab. 5.2, we present the data set statistics, distinguishing between the number of data before ( $N_{\text {dat }}$ ) and after ( $N_{\text {surv }}$ ) applying the kinematic cut, divided by experiment. We also include there information regarding the definition of the observable, the center-of-mass energy and the $x_{F}$ range.


Figure 5.1: The $x-Q^{2}$ coverage of E615 [195] (blue) and E537 [196] (light blue) data.

| Experiment | $N_{\text {dat }}$ | $N_{\text {surv }}$ | Observable | $\sqrt{s}[\mathrm{GeV}]$ | $x_{F}$ range |
| :---: | :---: | :---: | :---: | :---: | :---: |
| E615 | 155 | 74 | $\frac{d^{2} \sigma}{d Q d\left\|\mathbf{q}_{T}\right\|}$ | 21.8 | $0.0-1.0$ |
| E537 | 150 | 64 | $\frac{d^{2} \sigma}{d Q d\left\|\mathbf{q}_{T}\right\|^{2}}$ | 15.3 | $0.0-1.0$ |

Table 5.2: Useful kinematic information of the data sets: number of data before ( $N_{\text {dat }}$ ) and after ( $N_{\text {surv }}$ ) the cut, observable definition, center of mass energy and $x_{F}$ range.

The statistical uncertainties associated to the experimental data are quite large for both E615 (16\%) and E537 (8\%) and we treat them as uncorrelated. On the contrary, we treat the systematic uncertainties as fully correlated.

We notice that for small values of $\boldsymbol{b}_{T}$, i.e. $\left|\boldsymbol{b}_{T}\right| \ll \frac{1}{\Lambda_{\mathrm{QCD}}}$, the TMDs match with the related collinear PDFs and the errors on the collinear distributions must be taken into account and propagated to the TMDs.

The collinear set that we choose to associate to proton TMDs are the unpolarized PDFs from MMHT2014 [197], consistently with Ref. [182]. For the pion the choice depends on the approach: for the pure phenomenological method we use the xFitter20 set [53], while for the LFWA model we insert the PDFs of Chapter 3 evolved from the initial scale $\mu_{0}=1 \mathrm{GeV}$.

For the propagation of the uncertainties of the proton PDFs to the proton TMDs as well as of the pion PDFs to the proton TMDs within the pure phenomenological approach, we use the Hessian method [198-200], by consid-
ering the $80 \%$ of the uncertainties as fully correlated and the remaining $60 \%$ as uncorrelated, as done in Ref. [182]. Instead, for the propagation of the uncertainties of the 1000 PDF replicas of the pion PDFs obtained within the LFWA approach we exploit the same approach used for the error propagation to the FFs and described in Section 4.4.2.

For the renormalization and rapidity scales we choose $\mu_{R}=\sqrt{\zeta}=Q$, for both the phenomenological and the LFWA approaches.

### 5.3 Pure phenomenological fit

In the pure phenomenological approach, the parametrization for the nonperturbative function of the pion is the following

$$
\begin{equation*}
f_{1 N P}^{\pi}\left(x, \boldsymbol{b}_{T}^{2} ; \zeta\right)=\exp \left\{-g_{1 \pi}(x) \frac{\boldsymbol{b}_{T}^{2}}{4}\right\}\left[\frac{\zeta}{Q_{0}}\right]^{g_{K}\left(\boldsymbol{b}_{T}^{2}\right) / 2} \tag{5.12}
\end{equation*}
$$

where $g_{K}\left(\boldsymbol{b}_{T}^{2}\right)$ is the non-perturbative part of the Collins-Soper kernel

$$
\left\{\begin{array}{l}
K\left(\left|\boldsymbol{b}_{T}\right|, \mu_{b_{*}}\right)=K\left(b_{*}, \mu_{b *}\right)+g_{K}\left(\left|\boldsymbol{b}_{T}\right|\right)  \tag{5.13}\\
g_{K}\left(\boldsymbol{b}_{T}^{2}\right)=-g_{2} \frac{\boldsymbol{b}_{T}^{2}}{2}
\end{array}\right.
$$

where the parameter $g_{2}$ is fixed to the fitted value in Ref. [182]. $Q_{0}$ is the initial scale of 1 GeV , while the function $g_{1 \pi}(x)$, which introduces the dependence on the fraction of collinear momentum $x$, is defined as

$$
\begin{equation*}
g_{1 \pi}(x)=N_{1 \pi} \frac{x^{\sigma_{\pi}}(1-x)^{\alpha_{\pi}^{2}}}{\tilde{x}^{\sigma_{\pi}}(1-\tilde{x})^{\alpha_{\pi}^{2}}}, \tag{5.14}
\end{equation*}
$$

with $\tilde{x}=0.1$. The total number of free fitting parameters is $3: N_{1 \pi}, \sigma_{\pi}$ and $\alpha_{\pi}$. Various tests with alternative functional forms and varying the number of free parameters have been performed. However, the best-fit result has been obtained with the analytic form in Eq. (5.14).

### 5.3.1 Fit Results

As of now, the collinear sets of pion PDFs, such as xFitter20, are available at next-to-leading order (NLO) accuracy. All the other ingredients for the extraction of pion TMDs are at $\mathrm{N}^{3}$ LL accuracy. Consequently, the final result will be categorized as what has been defined as " $\mathrm{N}^{3} \mathrm{LL}^{-}$" accuracy (similarly to Ref. [182]).

The error analysis of the non-perturbative function has been studied with the bootstrap method by generating 200 Monte Carlo replicas of experimental data. Given that the number of replicas for the extraction of proton quark TMDs in Ref. [182] is 250 , we performed the fit of the non-perturbative pion

TMD by keeping the correspondence between the $i$-th replica in the pion with the same number of replica in the proton. From the final fit results we cut the outliers replicas, i.e., those replicas whose $\chi^{2}$ falls in the highest or lowest $5 \%$ percentile.

The chi-squared definition is analogous to Eq. (3.30) and we can decompose the $\chi_{i}^{2}$ of of the $i$-th replica as

$$
\begin{equation*}
\chi_{i}^{2}=\chi_{i \mathrm{unc}}^{2}+\chi_{i \mathrm{pen}}^{2}, \tag{5.15}
\end{equation*}
$$

where $\chi_{i \text { unc }}^{2}$ is the contribution of uncorrelated uncertainties and $\chi_{i \text { pen }}^{2}$ is the penalty term corresponding to the correlated uncertainties.

The replica 0 refers to the single minimization of the fit by using the original (non-fluctuated) data. The results of the best fit of the replica 0 are reported in Tab. 5.3 for the two experimental data sets included in the analysis.

| Experiments | $N_{\text {surv }}$ | $\chi_{0 \text { unc }}^{2} / N_{\text {surv }}$ | $\chi_{0 \text { pen }}^{2} / N_{\text {surv }}$ | $\chi_{0}^{2} / N_{\text {surv }}$ |
| :---: | :---: | :---: | :---: | :---: |
| E537 | 58 | 1.00 | 0.58 | 1.58 |
| E615 | 74 | 0.31 | 1.22 | 1.53 |
| Total | 132 | 0.63 | 0.92 | 1.55 |

Table 5.3: Values for the total $\left(\chi_{0}^{2}\right)$, uncorrelated ( $\chi_{0}^{2}$ unc $)$ and correlated ( $\chi_{0 \text { pen }}^{2}$ ) chi-squared, divided by the number of points surviving the kinematic cuts ( $N_{\text {surv }}$ ).

The high contribution of the global penalty term $\left(\chi_{0 \text { pen }}^{2} / N_{\text {surv }}=0.92\right)$ in Tab. 5.3 suggests that the comparison between data and theory is strongly affected by normalization errors. The small values of the partial uncorrelated chi-squared are indications of very good agreement in the shape between the theory and the experimental data, which is almost perfect in the data set of E615. However, there is a systematic disagreement between data and theory in the normalization which is responsible of the increase in the penalty terms.

We argue that the origin of the large values of the penalty resides in the correlated systematic uncertainties of the experimental data ( $\sim 16 \%$ ), and not in the relatively small uncertainties associated with the collinear PDFs, that both for the proton and for the pion are not larger than $5-8 \%$. This conclusion is compatible with the findings of Ref. [185], which suggested that a potential explanation for the same issue observed in the E615 data could be attributed to an incorrect normalization of the experimental data.

The best fit parameters of the replicas are listed below, together with their standard deviations:

$$
\begin{align*}
\left\langle N_{1 \pi}\right\rangle & =0.47, & \left\langle\sigma_{\pi}\right\rangle & =4.50,
\end{align*} \quad\left\langle\alpha_{1 \pi}\right\rangle=4.40, ~ 子=2.25, ~ \sigma_{\alpha_{1 \pi}}=1.34 .
$$

The best fit parameters are not very well constrained, as we can see from the high values of the uncertainties. This issue does not change by varying the
functional form of the non-perturbative function and the number of parameters, as previously anticipated. Moreover, in agreement with Ref. [185], we also find strong correlations among the three parameters, as it is clear from Fig. 5.2. We conclude that the current set of experimental data is not very sensitive to these degrees of freedom and more data are needed to better constrain them. The plots of the results for the observables and the TMDs are shown


Figure 5.2: Correlation matrix of the three fitted parameters in the pure phenomenological approach.
and commented in Section 5.5, together with the results from the LFWAs approach.

### 5.4 LFWA framework

In this Section we exploit the formalism developed in Chapter 2 to recover the representation of the unpolarized pion TMDs in terms of overlaps of LFWAs. This allows us to use the model of Section 2.4.2 to obtain a new parametrization for $f_{1}\left(x, \boldsymbol{k}_{\perp}\right)$.

### 5.4.1 Correlator for the TMDs

The TMDs parametrize the quark-quark correlator (2.123) in the limit of $\Delta=$ 0 . At leading-twist with $\Gamma=\gamma^{+}$, we obtain the definition of the quark TMD $f_{1}$ as follows

$$
\begin{equation*}
f_{1}^{q}\left(x, \boldsymbol{k}_{\perp}\right)=\left.\int \frac{d \zeta^{-} d^{2} \boldsymbol{\zeta}_{\perp}}{2(2 \pi)^{3}} e^{i\left(k^{+} \zeta^{-}-\boldsymbol{\zeta}_{\perp} \cdot \mathbf{k}_{\perp}\right)}\langle\pi(p)| \bar{\Psi}^{q}(0) u_{(0, \zeta)} \gamma^{+} \Psi^{q}(\zeta)|\pi(p)\rangle\right|_{\zeta_{+}^{+}=0} \tag{5.17}
\end{equation*}
$$

As explained in Section 2.2, the contribution of the gauge link in Eq. (5.17) simplifies to the identity, when it is incorporated within a complex phase of the LFWAs. This follows from the expression of the unpolarized T-even TMD which involves the squared module of the LFWAs (see Section 5.4.2).
Thanks to the presence of the Fock states with one and two gluons in the model developed in Chapter. 2 (see Eqs. (2.135) - (2.136)), we can also define
the gluon TMD, which takes the following form

$$
\begin{equation*}
f_{1}^{g}\left(x, \boldsymbol{k}_{\perp}\right)=\left.\frac{1}{x p^{+}} \int \frac{d \zeta^{-} d^{2} \boldsymbol{\zeta}_{\perp}}{(2 \pi)^{3}} e^{i\left(k^{+} \zeta^{-}-\boldsymbol{\zeta}_{\perp} \cdot \mathbf{k}_{\perp}\right)}\langle\pi(p)| G_{a}^{+i}(0) G_{+i a}(\zeta)|\pi(p)\rangle\right|_{\zeta^{+}=0} . \tag{5.18}
\end{equation*}
$$

Since the experimental data for pion TMDs are obtained from negative pions, in this Chapter we refer to the distributions of the quarks in a $\pi^{-}$, differently from what we did for the other distribution functions. However, the charge symmetry equations (3.3) for the PDFs also hold for the TMDs, and it is straightforward to recover the same distributions for the $\pi^{+}$or $\pi^{0}$.

### 5.4.2 LFWA overlap representation for pion TMDs

Following the approach taken for the PDFs and the FFs, we proceed by inserting the Fock-space expansion of the pion state of Eqs. (2.134) - (2.137) in the definition of the TMD correlators (5.17) - (5.18). The result is the LFWA overlap representation of the TMDs.

Analogously to the case of the pion PDFs, the $\Delta=0$ condition leads to expressions that involve only the squares of the LFWAs.

Separating the contributions of each distinct Fock component we obtain the following results for the gluon TMDs

$$
\begin{equation*}
f_{1}^{g}\left(x, \boldsymbol{k}_{\perp}\right)=f_{1, d \bar{u} g}^{g}\left(x, \boldsymbol{k}_{\perp}\right)+f_{1, d \bar{u} g g}^{g}\left(x, \boldsymbol{k}_{\perp}\right) \tag{5.19}
\end{equation*}
$$

where

$$
\begin{align*}
& f_{1, d \bar{u} g}^{g}\left(x, \boldsymbol{k}_{\perp}\right)=2 \int \mathrm{~d}[1] \mathrm{d}[2] \mathrm{d}[3] \sqrt{x_{1} x_{2} x_{3}} \delta\left(x-x_{3}\right) \delta^{(2)}\left(\boldsymbol{k}_{\perp}-\boldsymbol{k}_{\perp 3}\right)\left|\psi_{d \bar{u} g}^{(1)}(1,2,3)\right|^{2} \\
& f_{1, d \bar{u} g g}^{g}\left(x, \boldsymbol{k}_{\perp}\right)=16 \int \mathrm{~d}[1] \mathrm{d}[2] \mathrm{d}[3] \mathrm{d}[4] \sqrt{x_{1} x_{2} x_{3} x_{4}} \delta\left(x-x_{3}\right) \delta^{(2)}\left(\boldsymbol{k}_{\perp}-\boldsymbol{k}_{\perp 3}\right)  \tag{5.20}\\
& \times\left[\left|\psi_{d \bar{u} g g}^{(1)}(1,2,3,4)\right|^{2}+\left|\psi_{d \bar{u} g g}^{(2)}(1,2,3,4)\right|^{2}\right] . \tag{5.21}
\end{align*}
$$

It is evident that with an integral over $\boldsymbol{k}_{\perp}$ of Eq. (5.19) we recover Eq. (3.13).
We also present the LFWA overlap representation for the quark (and antiquark) TMDs at the initial scale:

$$
\begin{align*}
f_{1}^{u}\left(x, \boldsymbol{k}_{\perp}\right)= & f_{1}^{\bar{d}}\left(x, \boldsymbol{k}_{\perp}\right)=f_{1}^{s}\left(x, \boldsymbol{k}_{\perp}\right)=f_{1}^{\bar{s}}\left(x, \boldsymbol{k}_{\perp}\right) \\
= & \frac{2}{3} \int \mathrm{~d}[1] \mathrm{d}[2] \mathrm{d}[3] \mathrm{d}[4] \sqrt{x_{1} x_{2} x_{3} x_{4}} \delta\left(x-x_{3}\right) \delta^{(2)}\left(\boldsymbol{k}_{\perp}-\boldsymbol{k}_{\perp 3}\right) \\
& \times\left[\left|\psi_{d \bar{u} \bar{\jmath}}^{(1)}(1,2,3,4)\right|^{2}+\left|\psi_{d \bar{u} \bar{s} \bar{s}}^{(2)}(1,2,3,4)\right|^{2}+\frac{1}{2}\left|\psi_{d \bar{u} \bar{s} \bar{J}}^{(3)}(1,2,3,4)\right|^{2}\right], \tag{5.22}
\end{align*}
$$

$$
\begin{align*}
& f_{1}^{d}\left(x, \boldsymbol{k}_{\perp}\right)= f_{1}^{\bar{u}}\left(x, \boldsymbol{k}_{\perp}\right) \\
&= 2 \int \mathrm{~d}[1] \mathrm{d}[2] \sqrt{x_{1} x_{2}} \delta\left(x-x_{1}\right)\left(\boldsymbol{k}_{\perp}-\boldsymbol{k}_{\perp 1}\right)\left|\psi_{d \bar{u}}^{(1)}(1,2)\right|^{2} \\
&+ 2 \int \mathrm{~d}[1] \mathrm{d}[2] \mathrm{d}[3] \sqrt{x_{1} x_{2} x_{3}} \delta\left(x-x_{1}\right)\left(\boldsymbol{k}_{\perp}-\boldsymbol{k}_{\perp 1}\right)\left|\psi_{d \bar{u} g}^{(1)}(1,2,3)\right|^{2} \\
&+ 8 \int \mathrm{~d}[1] \mathrm{d}[2] \mathrm{d}[3] \mathrm{d}[4] \sqrt{x_{1} x_{2} x_{3} x_{4}} \delta\left(x-x_{1}\right)\left(\boldsymbol{k}_{\perp}-\boldsymbol{k}_{\perp 1}\right) \\
& \times\left[\left|\psi_{d \bar{u} g g}^{(1)}(1,2,3,4)\right|^{2}+\left|\psi_{d \bar{u} g g}^{(2)}(1,2,3,4)\right|^{2}\right], \\
&+4 \int \mathrm{~d}[1] \mathrm{d}[2] \mathrm{d}[3] \mathrm{d}[4] \sqrt{x_{1} x_{2} x_{3} x_{4}} \delta\left(x-x_{1}\right) \delta^{(2)}\left(\boldsymbol{k}_{\perp}-\boldsymbol{k}_{\perp 1}\right) \\
& \times\left[\left|\psi_{d \bar{u} \bar{s} \bar{J}}^{(1)}(1,2,3,4)\right|^{2}+\left|\psi_{d \bar{u} \bar{s}}^{(2)}(1,2,3,4)\right|^{2}+\frac{1}{2}\left|\psi_{d \bar{u} \bar{s}}^{(3)}(1,2,3,4)\right|^{2}\right] \\
&+ \frac{2}{3} \int \mathrm{~d}[1] \mathrm{d}[2] \mathrm{d}[3] \mathrm{d}[4] \sqrt{x_{1} x_{2} x_{3} x_{4}} \delta\left(x-x_{3}\right) \delta^{(2)}\left(\boldsymbol{k}_{\perp}-\boldsymbol{k}_{\perp 3}\right) \\
& \times\left[\left|\psi_{d \bar{u} \bar{s} \bar{\jmath}}^{(1)}(1,2,3,4)\right|^{2}+\left|\psi_{d \bar{u} \bar{s}}^{(2)}(1,2,3,4)\right|^{2}+\frac{1}{2}\left|\psi_{d \bar{u} \bar{s}}^{(3)}(1,2,3,4)\right|^{2}\right] . \tag{5.23}
\end{align*}
$$

When integrated over $\boldsymbol{k}_{\perp}$, these TMDs yield the quark (and antiquark) PDFs that, if combined appropriately, reproduce the valence and total Sea PDFs in Eqs. (3.11) and (3.12), respectively.

### 5.4.3 Explicit model for pion TMDs

By inserting the model developed in Section 2.4.2 in Eqs. (5.22) - (5.23), we find the explicit expressions for the quark and gluon unpolarized TMDs depending on $x, \boldsymbol{k}_{\perp}$ and all the model parameters.

However, the Nanga Parbat software requires the parametrization in the space of $\boldsymbol{b}_{T}$, according to Eq. (5.9). Therefore, the results must be Fouriertransformed in the $\boldsymbol{b}_{T}$ space. In the following, we report the final results for the parametrizations of the pion TMDs at the initial scale $Q_{0}=1 \mathrm{GeV}$ after performing the Fourier transforms:

$$
\begin{aligned}
& \hat{f}_{1}^{d}\left(x, \boldsymbol{b}_{T}^{2} ; Q_{0}, Q_{0}^{2}\right) \equiv \hat{f}_{1}^{\bar{u}}\left(x, \boldsymbol{b}_{T}^{2} ; Q_{0}, Q_{0}^{2}\right) \\
& =\frac{\mathcal{C}_{u \bar{d}}^{v}}{2}(x \bar{x})^{2 \gamma_{q}-1}\left[1+d_{q 1}\left(1+2 \gamma_{q}\right)\left(1+\gamma_{q}(x-\bar{x})^{2}-6 x \bar{x}\right)\right]^{2} \exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{q \bar{q}^{\prime}}^{2}}\right\} \\
& \quad+\frac{\mathcal{C}_{u \bar{d} g}^{v}}{2} x \bar{x}^{5}\left[3+18 x d_{g 1}-10 \bar{x} d_{g 1}+13 d_{g 1}^{2}+14 x d_{g 1}^{2}(x-4 \bar{x})\right] \\
& \quad \times \exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{q \bar{q}^{\prime} g}^{2}}\right\}
\end{aligned}
$$

$$
\begin{align*}
& +x \bar{x}^{9}\left[\frac{N_{q \bar{q}^{\prime} g g}^{(1) 2}}{1260} \exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{q \bar{q}^{\prime} g g}^{(1) 2}}\right\}+\frac{N_{q \bar{q}^{\prime} g g}^{(2) 2}}{540} \exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{q \bar{q}^{\prime} g g}^{(2) 2}}\right\}\right] \\
& +x \bar{x}^{5}\left[\frac{2 N_{q \bar{q}^{\prime} s \bar{s}}^{(1) 2}}{15} \exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{q \bar{q}^{\prime} s \bar{s}}^{(1) 2}}\right\}+\frac{2 N_{q \bar{q}^{\prime} s \bar{s}}^{(2) 2}}{15} \exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{q \bar{q}^{\prime} s \bar{s}}^{(2) 2}}\right\}\right. \\
& \left.+\frac{N_{q \bar{q}^{\prime} s \bar{s}}^{(3) 2}}{15} \exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{q \bar{q}^{\prime} s \bar{s}}^{(3)}}\right\}\right],  \tag{5.24}\\
& \hat{f}_{1}^{g}\left(x, \boldsymbol{b}_{T}^{2} ; Q_{0}, Q_{0}^{2}\right)=\mathcal{C}_{q \bar{q}^{\prime} g}^{g}(x \bar{x})^{3}\left[1+d_{g 1}(3-7 x)\right]^{2} \exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{q \bar{q}^{\prime} g}^{2}}\right\} \\
& +C_{q \bar{q}^{\prime} g g}^{g(1)} x^{3} \bar{x}^{7} \exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{q \bar{q}^{\prime} g g}^{(1) 2}}\right\} \\
& +\frac{N_{q \bar{q}^{\prime} g g}^{(2) 2}}{1890} x \bar{x}^{5}\left(5-20 x-6 x^{2}+52 x^{3}+95 x^{4}\right) \\
& \times \exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{q \bar{q}^{\prime} g g}^{(1) 2}}\right\},  \tag{5.25}\\
& \hat{f}_{1}^{u}\left(x, \boldsymbol{b}_{T}^{2} ; Q_{0}, Q_{0}^{2}\right) \equiv \hat{f}_{1}^{\bar{d} / s / \bar{s}}\left(x, \boldsymbol{b}_{T}^{2} ; Q_{0}, Q_{0}^{2}\right) \\
& =\frac{14}{3} \sin ^{2}\left(\alpha_{1}\right) \sin ^{2}\left(\alpha_{2}\right) \sin ^{2}\left(\alpha_{3}\right) x \bar{x}^{5} \\
& \times\left[\exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{\left.q \bar{q}^{\prime}\right\lrcorner \bar{s}}^{(1) 2}}\right\}+\exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{q \bar{q}^{\prime} \overline{\bar{s}}}^{(2) 2}}\right\}+\exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{\left.q \bar{q}^{\prime}\right\lrcorner \bar{J}}^{(3) 2}}\right\}\right] . \tag{5.26}
\end{align*}
$$

To obtain the fitting function $f_{1 N P}$ utilized in the minimization routine of the software, we need to divide the previous expressions for the TMDs by the analytic expressions of the PDFs.

Although the gluon TMD is not included in the current fitting framework of Nanga Parbat, we presented its expression in Eq. (5.25) for sake of completeness.

We notice that Eqs. (5.24) - (5.26) depend on all the parameters of the model implemented in Section 2.4.2. In particular, they involve all the transverse parameters of the set $\mathcal{A}^{T}$. In other words, Eqs. (4.16) - (4.17) have not been applied to maintain a more general expression for the TMDs.

### 5.4.4 Predictions of TMDs from FF parameters

Raising the initial scale from 0.85 GeV to 1 GeV leads to a revised set of best fit collinear and transverse parameters. These parameters have been determined under identical conditions to the fits of PDFs and FFs described in the preceding Chapters, except for the change in the initial scale.

The mean values and the standard deviations of the parameters from the fit with the new initial scale are listed below:

$$
\begin{align*}
& \left\langle\gamma_{q}\right\rangle=0.670, \quad\left\langle d_{q 1}\right\rangle=-0.139,\left\langle d_{g 1}\right\rangle=21.188, \\
& \left\langle\alpha_{1}\right\rangle=0.856, \quad\left\langle\alpha_{2}\right\rangle=1.787, \quad\left\langle\alpha_{3}\right\rangle=2.608,  \tag{5.27}\\
& \sigma_{\gamma_{q}}=0.104, \quad \sigma_{d_{q 1}}=0.048, \quad \sigma_{d_{g 1}}=117, \\
& \sigma_{\alpha_{1}}=0.022, \quad \sigma_{\alpha_{2}}=0.175, \quad \sigma_{\alpha_{3}}=0.096 .  \tag{5.28}\\
& \left\langle a_{q \bar{q}^{\prime}}\right\rangle=12.307, \quad\left\langle a_{q \bar{q}^{\prime} g g}\right\rangle=0.832, \quad\left\langle a_{q \bar{q}^{\prime} \leq \bar{s}}\right\rangle=0.995 \\
& \sigma_{a_{q q^{\prime}}}=11.02, \quad \sigma_{a_{q q^{\prime} g g}}=1.467, \quad \sigma_{a_{q q^{\prime}, \bar{o}}}=0.009 . \tag{5.29}
\end{align*}
$$

In order to further test the formalism of LFWAs, we used the values of the parameters of Eqs. (5.27) - (5.29) to predict the parametrized non-perturbative functions and then the DY observable in Eq. (5.3). We adopted the same kinematics of the available data set, and then compared our theoretical predictions with the experimental points by computing the chi-squared.

Unfortunately, the results are quite poor: using the parameters in Eqs. (5.27) (5.29), we obtain a reduced $\chi_{\text {pred }}^{2}$ of 3.95 and with the parameters of the replica 0 we achieve $\chi_{\text {pred }, 0}^{2}=2.99$. This outcome is not surprising, given that the form factors are associated with a completely different kinematics with respect to the TMDs, and it is not guaranteed that the parameters optimized for the FFs will also effectively reproduce the TMDs.

### 5.4.5 Fit of transverse parameters

The challenge to find a comprehensive set of model parameters that well describe in a unified matter the pion PDFs, the TMDs and the FFs, may be addressed through a global extraction strategy. Such an approach involves a simultaneous fitting of observables sensitive to distinct distribution functions and the data for the FFs. This is a challenging task, but we expect significant progress in this direction from various phenomenological groups in the near future.

At present, such a global extraction is not feasible due to the scarcity and poor quality of the available data. Therefore, we have chosen to proceed in exactly the same way as we did for the form factors: we keep fixed the set $\mathcal{A}^{L}$ during the TMD fit, maintaining the values of the 1000 replicas of the PDF fit, and we perform the fit to the TMDs with the transverse set $\mathcal{A}^{T}$ alone.

By doing so, the fit will provide us with a new set of best fit transverse parameters, that can be compared with the corresponding set obtained from the fit of FFs. From now on, we use two different notations to refer to these two transverse sets: $\mathcal{A}_{F F}^{T}$, associated to the fit of FFs , and $\mathcal{A}_{T M D}^{T}$, referring to the fit of TMDs.

A first interesting question is to understand if the fit of the TMDs is sensitive to all the parameters of the set $\mathcal{A}^{T}$, or there are some parameters that can be fixed to arbitrary values, like $a_{q q^{\prime} g}$ in $\mathcal{A}_{F F}^{T}$, and others that can be fixed equal to each other, as we assumed in Eq. (4.17).

The general expression of the model in Eqs. (5.24) - (5.26), containing all the parameters of the transverse set, helps to answer these questions. From some preliminary tests, we noticed that the assumption in Eq. (4.17) holds also for the TMDs, i.e., the fit with the current experimental data is not able to distinguish between $a_{q q^{\prime} g g}^{(1)}-a_{q q^{\prime} g g}^{(2)}$, as well as between $a_{q \bar{q}^{\prime} J \bar{s}}^{(1)}-a_{\left.q q^{\prime}\right\lrcorner J}^{(2)}-a_{q \bar{q}^{\prime}, s \bar{J}}^{(3)}$. For what concerns the remaining transverse parameters, we found that the TMD data set is sensitive to all of them, even if some parameters are not well constrained in the end, due to the limited amount of available data.

Thanks to these considerations, the number of fitted parameters is just 4: $a_{q \bar{q}^{\prime}}, a_{q \bar{q}^{\prime} g}, a_{q \bar{q}^{\prime} g g}, a_{q \bar{q}^{\prime} s \bar{J}}$ ( the same as for the FFs, but with the addition of $a_{q \bar{q}^{\prime} g}$ ).

Before presenting the results of the fit, we show the explicit expressions for the non-perturbative fitting functions $f_{1 N P}^{q}$, that assume very simple forms once the degeneracy condition (4.17) is applied:

$$
\begin{align*}
& f_{1 N P}^{d}\left(x, \boldsymbol{b}_{T}^{2} ; Q_{0}^{2}\right) \equiv f_{1 N P}^{\bar{u}}\left(x, \boldsymbol{b}_{T}^{2} ; Q_{0}^{2}\right) \\
& \quad=\frac{1}{2}\left[\exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{q \bar{q}^{\prime}}^{2}}\right\}+\exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{q \bar{q}^{\prime} g}^{2}}\right\}+\exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{q \bar{q}^{\prime} g g}^{2}}\right\}\right] \\
& \quad+\frac{2}{3} \exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{q q q^{\prime} s \bar{J}}^{(2) 2}}\right\},  \tag{5.30}\\
& f_{1 N P}^{u}\left(x, \boldsymbol{b}_{T}^{2} ; Q_{0}^{2}\right) \equiv f_{1 N P}^{\bar{d} / s / \bar{s}}\left(x, \boldsymbol{b}_{T}^{2} ; Q_{0}^{2}\right)=\frac{1}{6} \exp \left\{-\frac{\boldsymbol{b}_{T}^{2} x \bar{x}}{8 a_{q \bar{\prime}^{\prime} \bar{s}}^{(2) 2}}\right\} . \tag{5.31}
\end{align*}
$$

The error analysis has been carried out with the bootstrap method, with the generation of 150 Monte Carlo replicas for the non-perturbative functions (5.30) - (5.31). Each TMD replica was associated with a corresponding PDF replica. Similar to the pure phenomenological approach, we cut the outliers corresponding to the highest or lowest $5 \%$ percentile in $\chi^{2}$. The number of final replicas is, thus, 117.

We report in the following the equivalent of Tab. 5.3, with the results for the fit in the LFWA approach. The considerations valid for the pure phenomenological fit hold also for the fit based on LFWAs. In particular, from Tab. 5.4 we observe that the largest contribution to the chi-squared from single minimization for the E615 data is due to the penalty term, indicating the presence of substantial normalization errors. Moreover, analogously to the other fit, the sets of E537 have a poorer fit compared to those from E615.

The best fit parameters of $\mathcal{A}_{T M D}^{T}$ with their standard deviations are as follows

$$
\left\langle a_{q \bar{q}^{\prime}}\right\rangle=0.91, \quad\left\langle a_{q \bar{q}^{\prime} g}\right\rangle=0.52, \quad\left\langle a_{q \bar{q}^{\prime} g g}\right\rangle=0.31, \quad\left\langle a_{q \bar{q}^{\prime} \dot{\bar{u}}}\right\rangle=0.42,
$$

| Experiments | $N_{\text {surv }}$ | $\chi_{0 \text { unc }}^{2} / N_{\text {surv }}$ | $\chi_{0 \text { pen }}^{2} / N_{\text {surv }}$ | $\chi_{0}^{2} / N_{\text {surv }}$ |
| :---: | :---: | :---: | :---: | :---: |
| E537 | 58 | 1.27 | 1.00 | 2.27 |
| E615 | 74 | 0.29 | 1.42 | 1.71 |
| Total | 132 | 0.72 | 1.23 | 1.95 |

Table 5.4: Values for the total, uncorrelated and correlated chi-squared of the replica 0 divided by the number of points surviving the kinematic cuts for the parametrization in the LFWA approach.

$$
\begin{equation*}
\sigma_{a_{q \bar{q}^{\prime}}}=0.51, \quad \sigma_{a_{q \bar{q}^{\prime}}}=0.16, \quad \sigma_{a_{q \bar{q}^{\prime} g g}}=0.02, \quad \sigma_{a_{q q^{\prime}, 5 \bar{s}}}=0.03 \tag{5.32}
\end{equation*}
$$

with the correlation matrix of the parameters given in Fig. 5.3. The correla-


Figure 5.3: Correlation matrix of all the model parameters in the approach based on LFWAs.
tion matrix 5.3 contains all the parameters of the model, both $\mathcal{A}^{L}$ and $\mathcal{A}_{T M D}^{T}$. We can compare it with the same matrix built for the form factors fit 4.3 and notice, in general, a similar pattern: strong correlations among some collinear parameters and weaker correlations - in module - among the transverse parameters. Nevertheless, we remind that the two matrices pertain to two fits differing in both the number of replicas included and in the initial model scale. Therefore, this comparative analysis of correlation matrices remain at a qualitative level.

The results of the fit for the observables and the extracted TMDs are reported and analyzed in Section 5.5.

### 5.4.6 Comparison of pion DAs

We now want to perform another rigorous consistency check to evaluate the effectiveness of the approach based on the LFWA formalism.

Equation (4.23) provides the analytic expression for the pion DA at twist-2. Our goal is now to compute and plot the DA by inserting the two sets of best fit parameters coming from:

1. the fit of pion FFs with 10000 replicas for $\mathscr{A}_{F F}^{T}$ and the longitudinal parameters $\mathcal{A}^{L}$ from the fit of pion PDFs evolved from the initial scale of 1 GeV ;
2. the fit of pion TMDs with 117 replicas for $\mathcal{A}_{T M D}^{T}$ and the longitudinal parameters $\mathcal{A}^{L}$ from the fit of pion PDFs, evolved from the initial scale of 1 GeV .

The results are shown in Fig 5.4, where we plotted all the single replicas. The


Figure 5.4: Comparison between the DAs obtained with the parameters fitted to the FFs (black band) and to the TMDs (dashed pink band).
consistency between the predictions from the two sets of parameters provides a valuable test for validating the LFWA approach and emphasizes the versatility and robustness of our model in describing different aspects of the pion internal structure.

### 5.5 Comparison between the two TMD fits

This Section is devoted to the comparison between the two fits of pion TMDs. In the following figures we label with "phenom" the results corresponding to the pure phenomenological approach of Section 5.3 and with "LFWAs" the ones relative to the parametrization outlined in Section 5.4.

### 5.5.1 Comparison of DY Observables

E537






Figure 5.5: Comparison between the experimental DY data of E537 (black points), the pure phenomenological approach (pink bands) and the model based on LFWAs (light blue bands) for different bins in $Q \in[4.0,9.00] \mathrm{GeV}$.

## E615







Figure 5.6: Comparison between the experimental DY data of E615 (black points), the pure phenomenological approach (pink bands) and the model based on LFWAs (light blue bands) for different bins in $Q \in[4.05,13.05] \mathrm{GeV}$.

The error bands in the figures throughout this Section correspond to the $68 \%$ CL, and have been obtained by excluding the largest and the smallest $16 \%$ of the replicas, for both the pure phenomenological fit (pink bands) and the model based on the pion LFWAs (light blue bands).

In the various panels of Figs. 5.5-5.6, we plot the experimental differential DY cross sections for different bins in $Q$, as function of the transverse momentum of the virtual vector boson $\left|\boldsymbol{q}_{T}\right|$ (for E615) or its square $\boldsymbol{q}_{T}^{2}$ (for E537). As the chi-squared in Tabs. 5.3-5.4 already suggested for the replica 0 , we can observe that the general shapes of all the experimental data are quite well reproduced by both fits. For both the models, the overall quality of the fits of the E537 data is worse compared to that for the E615 data set. By looking at the plots, we observe that the points at low $\boldsymbol{q}_{T}^{2}$ are generally poorly described. This issue is particularly evident for the model based on LFWAs, where the uncorrelated chi-squared of the replica 0 for E537 is five times greater than its contribution for E615.

Furthermore, the contribution due to the penalty chi-squared is greater for E615 compared to E537 in both approaches. This signals the presence of larger systematic uncertainties associated with the E615 data set, reflected in the wider bands.

In summary, both fits provide a good overall description of the data, although the presence of normalization errors significantly impacts the final results.

### 5.5.2 Comparison of pion TMDs

The TMDs extracted by the two fits are shown in Fig. 5.7. The results are for the TMD of the $d$ quark in the $\pi^{-}$, plotted at the two scales $Q=2$ GeV (upper panel) and $Q=10 \mathrm{GeV}$ (lower panel), as function of the quark
transverse momentum $\left|\boldsymbol{k}_{\perp}\right|$ for three different values of $x=0.1, x=0.2$ and $x=0.3$.


Figure 5.7: Comparison of the TMDs within the pure phenomenological and the LFWA approach, as function of the quark transverse momentum $\left|\boldsymbol{k}_{\perp}\right|$ at $x=0.1, x=0.2$ and $x=0.3$ for $Q=2 \mathrm{GeV}$ (upper panel) and $Q=10 \mathrm{GeV}$ (lower panel).

For $Q=10 \mathrm{GeV}$, the values of $x$ were selected to correspond to the region covered by the experimental data (see Fig. 5.1). The results at $Q=2 \mathrm{GeV}$ have been plotted at the same values of $x$ to highlight the effects of the evolution.

In both the plots, we can observe that the error bands in the phenomenological work are larger in comparison to the model employing the LFWA approach. This difference can likely be attributed to the different sets of pion collinear PDFs that have been inserted in Eq. (5.9). The error bands of xFitter are, in fact, larger than those of the PDFs extracted in Chapter (3), especially for $x \leq 0.3$, as we can see from the plots in Fig. 3.7.

### 5.5.3 Predictions for future experiments

The COMPASS Collaboration has recently released data for (un)polarized azimuthal asymmetries in the (polarized) pion-induced Drell-Yan processes [201], and will probably release also data for the unpolarized cross sections in the near future. The new COMPASS data will extend the experimental coverage of Fig. 5.1 and will be used, once published, for future extractions of pion TMDs.

We can, for now, compute the predictions in the same kinematic region of Ref. [201], by using the two models developed in this Chapter. Our theoretical predictions are plotted in Fig. 5.8 as functions of $\left|\boldsymbol{q}_{T}\right|$. The left panel refers


Figure 5.8: Theoretical predictions for future COMPASS data within the phenomenological approach and the model based on the LFWA parametrization.
to the tungsten nucleus, while the right panel to the ammonia molecule. The large uncertainties in the theoretical predictions stem from the wide bands in the fits of the DY data, that, in their turn, are a result of the limited quantity and precision of the existing experimental measurements.

The upcoming COMPASS data could help to better constrain the TMDs and to shed light on the normalization issue between theory and data.

We conclude by emphasizing that our analysis incorporates the entire available data set of DY cross sections for the first time, differently from existing works in literature [184,185], which performed the fit with only the sets of E615.

## Chapter

## Pion generalized parton distributions

After the investigation of the PDFs, the e.m. FFs and the TMDs, we are now in the position to study the Generalized Parton Distributions of the pion.

The GPDs represent a relatively recent area of study, introduced in the latter years of the 20-th century. They have been the subject of extensive theoretical and experimental research for nucleons [48, 202-213].

The GPDs can be used to describe multiple exclusive processes, as, for example, Deeply Virtual Meson Production [214-217] (DVMP) or the Deeply Virtual Compton Scattering [203, 218-221] (DVCS). Moreover, they have gained substantial relevance due to their connection with the energy-momentum tensor form factors [203, 222-226] and the encoded information on the threedimensional reconstruction of the internal structure of the hadrons in a mixed coordinate-momentum space $[28,29,227]$.

Despite their intriguing properties, determining GPDs presents significant challenges in both the extraction from experimental data and non-perturbative calculations (see, e.g., Refs. [217, 221] for a recent overview on GPD phenomenology.)

On the experimental side, achieving precise measurements of GPD-related exclusive processes is difficult due to the need to preserve the integrity of the hadronic target, requiring high luminosity.

On the theoretical side, various approaches have been used to compute GPDs. Among them, we mention the Lattice QCD simulations, which permit to determine the Mellin moments of GPDs from first principles [228-234]. Recently, significant progress has been made towards new methods in lattice computation to access the the $x$ - and $t$ - dependence of GPDs by using the quasi-distribution approach and pseudo-distribution approach [235-243]. Another possibility is represented by the parametrization of GPDs with ansätze to be used in phenomenological analyses. In this context, the hadronic matrix elements can be parametrized in terms of double distributions modelled by assuming factorized $t$-dependence determined by form factors [208, 244].

Alternatively, the so-called dual representation has been proposed, which is constrained by data on the first Mellin moments or from simultaneous fits of data and lattice calculations of the higher Mellin moments [245-248]. A third approach involves the direct calculations of GPDs. We mention the bag model [249], the chiral quark-soliton models [250-253], the Nambu-JonaLasinio model [254], the models exploiting a non-relativistic approach [255] and a light-front Hamiltonian approach [256], the light-cone constituent models [257-260] and the meson-cloud models [261].

The pion has been a central focus in the studies of GPDs due to its unique role within the SM. Many theoretical studies have explored pion GPDs within different approaches [51, 66, 115, 125, 259, 262-278] and recent efforts have evaluated the pion DA and PDFs using continuum Schwinger methods (CSMs) [85, 86, 115, 173, 264, 265].

If the measurements of nucleon GPDs are already difficult to realize, extracting pion GPDs is even more challenging, due to the unstable nature of pions and - at present - no experimental data is available. Thus, theoretical predictions are the only source of information regarding pion GPDs.

For the future, new experimental updates have been proposed, with the aim of measuring more data of hadron GPDs. The upcoming experiments with 12 GeV at JLab and COMPASS-II at CERN are expected to significantly enhance precision. There is a comprehensive plan for conducting a series of DVCS and DVMP experiments at Hall A, Hall B and Hall C [63]. The new data have the potential of improving the current knowledge of the hadronic structure.

### 6.1 Correlator for the GPDs

The GPDs represent an extension of the collinear PDFs and contain information encoded in the FFs as well. In fact, under two different kinematic limits, we recover the PDFs and the FFs from the GPDs, as reported in Section 6.2 and shown in Fig. 2.5.

The variables on which the GPDs depend are $\bar{x}$ and $\Delta$, where $\bar{x}$ is the fraction of average collinear momentum carried by the active parton, defined as

$$
\begin{equation*}
\bar{x}=\frac{\bar{k}^{+}}{P^{+}}, \quad \bar{k}=\frac{k+k^{\prime}}{2} \tag{6.1}
\end{equation*}
$$

while $k$ and $k^{\prime}$ are the momenta of the active parton in the initial and in the final state, respectively. Generally, the GPDs are expressed as functions of $(\bar{x}, \xi, t)$, where

$$
\begin{align*}
& t=\left(p^{\prime}-p\right)^{2}=\Delta^{2},  \tag{6.2}\\
& \xi=\frac{\left(p-p^{\prime}\right)^{+}}{\left(p+p^{\prime}\right)^{+}}=-\frac{\Delta^{+}}{2 P^{+}} \tag{6.3}
\end{align*}
$$

### 6.1. Correlator for the GPDs

where $p\left(p^{\prime}\right)$ is the four-momentum of the initial (final) hadron. The skewness, $\xi$, describes the change in the plus momentum of the hadron and $t$ is one of the standard Mandelstam variables denoting the squared four-momentum transferred to the hadron.

In the symmetric frame, the four-momenta of the incoming and outgoing hadron can be written as

$$
\begin{align*}
p & =\left[(1+\xi) \bar{P}^{+}, \frac{M^{2}+\Delta_{\perp}^{2} / 4}{2(1+\xi) \bar{P}^{+}},-\frac{\boldsymbol{\Delta}_{\perp}}{2}\right],  \tag{6.4}\\
p^{\prime} & =\left[(1-\xi) \bar{P}^{+}, \frac{M^{2}+\Delta_{\perp}^{2} / 4}{2(1-\xi) \bar{P}^{+}}, \frac{\boldsymbol{\Delta}_{\perp}}{2}\right], \tag{6.5}
\end{align*}
$$

and the square of the momentum transfer reads

$$
\begin{equation*}
t=-\frac{4 \xi^{2} M^{2}+\Delta_{\perp}^{2}}{1-\xi^{2}} \tag{6.6}
\end{equation*}
$$

From Eq. (6.6) the minimum value of $-t$ results

$$
\begin{equation*}
-t \geq-t_{\min }=\frac{4 \xi^{2} M^{2}}{1-\xi^{2}} \tag{6.7}
\end{equation*}
$$

for fixed skewness or, alternatively,

$$
\begin{equation*}
-\sqrt{\frac{-t}{4 M^{2}-t}} \leq \xi \leq \sqrt{\frac{-t}{4 M^{2}-t}} \tag{6.8}
\end{equation*}
$$

for fixed $t$.
At leading-twist with $\Gamma=\gamma^{+}$, the quark and gluon GPDs are labelled as $H^{q}$ and $H^{g}$ respectively, and their definitions in terms of matrix elements are the following

$$
\begin{align*}
& H^{q}(\bar{x}, \xi, t) \\
& \quad=\left.\frac{1}{2} \int \frac{d \zeta^{-}}{2 \pi} e^{i \bar{k}^{+} \zeta^{-}}\left\langle\pi\left(p^{\prime}\right)\right| \bar{\Psi}^{q}(-\zeta / 2) u_{(-\zeta / 2, \zeta / 2)} \gamma^{+} \Psi^{q}(\zeta / 2)|\pi(p)\rangle\right|_{\substack{\zeta_{\perp}^{+}=0 \\
\zeta_{\perp}=0}},  \tag{6.9}\\
& H^{g}(\bar{x}, \xi, t)=-\left.\frac{g_{\perp i i^{\prime}}}{P^{+}} \int \frac{d \zeta^{-}}{2 \pi} e^{i \bar{k}+} \zeta^{-}\left\langle\pi\left(p^{\prime}\right)\right| G_{a}^{+i^{\prime}}(-\zeta / 2) G_{a}^{+i}(\zeta / 2)|\pi(p)\rangle\right|_{\substack{\zeta^{+}=0 \\
\zeta_{\perp}=0}}, \tag{6.10}
\end{align*}
$$

where the dependence on the renormalization scale is understood and the link operator reduces to the identity due to the choice of the light-cone gauge (2.64).

### 6.2 Properties of the GPDs

## Isospin invariance

In this Section we refer to the pion GPDs for a $\pi^{+}$, by using the notations $H_{\pi^{+}}^{q / g} \equiv H_{\pi}^{q / g}$. For negative and neutral pions, the isospin invariance implies:

$$
\begin{align*}
H_{\pi^{+}}^{u}(\bar{x}, \xi, t) & =H_{\pi^{-}}^{d}(\bar{x}, \xi, t), \\
H_{\pi^{+}}^{d}(\bar{x}, \xi, t) & =H_{\pi^{-}}^{u}(\bar{x}, \xi, t), \\
H_{\pi^{+}}^{u}(\bar{x}, \xi, t)+H_{\pi^{+}}^{d}(\bar{x}, \xi, t) & =2 H_{\pi^{0}}^{u}(\bar{x}, \xi, t)=2 H_{\pi^{0}}^{d}(\bar{x}, \xi, t), \tag{6.11}
\end{align*}
$$

while the gluon distribution is invariant in the three pion states.

## Time-reversal invariance

The range in which the GPDs are defined is

$$
\left\{\begin{array}{l}
\bar{x} \in[-1,1]  \tag{6.12}\\
\xi \in[-1,1]
\end{array} .\right.
$$

However, thanks to time-reversal invariance, we can restrict ourselves to consider only the region $\xi>0$. In fact, it holds

$$
\begin{equation*}
H_{\pi}^{q / g}(\bar{x}, \xi, t)=H_{\pi}^{q / g}(\bar{x},-\xi, t) \tag{6.13}
\end{equation*}
$$

The range in $\bar{x}$ can be divided into three different regions, each with its own different partonic interpretation, as we will discuss in Section 6.3. We refer to these regions as DGLAP1 when $\xi \leq \bar{x} \leq 1$, DGLAP2 when $-1 \leq \bar{x} \leq-\xi$ and ERBL when $-\xi \leq \bar{x} \leq \xi$.

## Reduction to other distributions

The forward limit consists in imposing $t=\xi=0$ or, equivalently, $\Delta=0$. This corresponds, as illustrated in Fig. 2.5, to following the light-blue line from the black point of the GPDs to its endpoint at the PDFs. The forward limit, in fact, implies

$$
\begin{align*}
H_{\pi}^{q}(\bar{x}, 0,0) & =f_{1}^{q}(x) \Theta(x)-f_{1}^{\bar{q}}(-x) \Theta(-x), \\
H_{\pi}^{g}(\bar{x}, 0,0) & =x f_{1}^{g}(x) \Theta(x)-x f_{1}^{g}(-x) \Theta(-x) . \tag{6.14}
\end{align*}
$$

By looking at the same diagram of Fig. 2.5, we observe that the other possible limit, corresponding to an integral over $\bar{x}$, reduces the GPDs to the definition of the e.m. FFs, i.e.,

$$
\begin{equation*}
\int_{-1}^{1} d \bar{x} H_{\pi}^{q}(\bar{x}, \xi, t)=F_{1}^{q}(t) \tag{6.15}
\end{equation*}
$$

## Charge conjugation

The charge conjugation mapping between different charged pions implies the following relations for the pion GPDs

$$
\begin{equation*}
H_{\pi^{+}}^{q}(\bar{x}, \xi, t)=-H_{\pi^{-}}^{q}(-\bar{x}, \xi, t) \tag{6.16}
\end{equation*}
$$

The latter, combined with Eq. (6.11), leads to the isospin symmetric limit

$$
\begin{equation*}
H_{\pi}^{u}(\bar{x}, \xi, t)=-H_{\pi}^{d}(-\bar{x}, \xi, t) \tag{6.17}
\end{equation*}
$$

### 6.3 LFWA overlap representation for pion GPDs

In this Section we present the LFWA overlap representation of the pion GPDs across the three different regions of the $\bar{x}$ range. As with the other parton distribution functions, we can separate the quark and gluon GPDs of the pion in terms of the contributions from each parton configuration.

### 6.3.1 Hadron-in and hadron-out frames

The matrix elements defining the GPDs in Eqs. (6.9) - (6.10) contain the kinematics of the partons in the initial and in the final states. As introduced in Section 2.1.5, the LFWAs depend only on the relative momentum coordinates of the partons with respect to the parent hadron. The identification of the arguments of the LFWAs is most easily done when hadron frames are chosen as frames of reference. We introduce the names hadron-in and hadron-out for frames where the incoming and outgoing hadron has zero transverse momentum, respectively. We want to make explicit the arguments of the LFWAs of the incoming hadron in the hadron-in frame and those of the outgoing hadron in the hadron-out frame. The formal way to connect the symmetric frame of Eqs. (6.4) - (6.5) with the hadron-in/hadron-out frame is applying the following transverse boost

$$
\begin{equation*}
\left[v^{+}, v^{-}, \boldsymbol{v}_{\perp}\right] \rightarrow\left[v^{+}, v^{-}-\frac{\boldsymbol{v}_{\perp} \cdot \boldsymbol{a}_{\perp}}{a^{+}}+\frac{v^{+} \boldsymbol{a}_{\perp}^{2}}{2\left(a^{+}\right)^{2}}, \boldsymbol{v}_{\perp}-\frac{v^{+}}{a^{+}} \boldsymbol{a}_{\perp}\right] . \tag{6.18}
\end{equation*}
$$

where

$$
\begin{align*}
& \left\{\begin{array}{l}
a^{+}=(1+\xi) P^{+} \\
\boldsymbol{a}_{\perp}=-\frac{\boldsymbol{\Delta}_{\perp}}{2}
\end{array} \text { for the hadron-in frame },\right.  \tag{6.19}\\
& \left\{\begin{array}{l}
a^{+}=(1-\xi) P^{+} \\
\boldsymbol{a}_{\perp}=\frac{\boldsymbol{\Delta}_{\perp}}{2}
\end{array}\right. \text { for the hadron-out frame. } \tag{6.20}
\end{align*}
$$

For the sake of clarity we will distinguish from now the kinematic variables of the initial state (written in the hadron-in frame) from those of the final
state (expressed in the the hadron-out frame). To this end we insert the superscripts "in"/"out" in the kinematic variables relative to the partons in the initial/final states appearing as arguments of the LFWAs. In order to achieve a formulation that exhibits symmetry between incoming and outgoing quantities, we introduce, in analogy to Eq. (6.1), the following auxiliary variables for the partons

$$
\begin{equation*}
\bar{x}_{i}=\frac{\bar{k}_{i}^{+}}{P^{+}}, \quad \bar{k}_{i}=\frac{1}{2}\left(k_{i}+k_{i}^{\prime}\right) . \tag{6.21}
\end{equation*}
$$

These relations generate a new integration measure that will be used in the following and that replaces Eqs. (2.87) - (2.88). Such a measure is

$$
\begin{align*}
\quad[d \bar{x}]_{N} & =\prod_{i=1}^{N} \frac{d \bar{x}_{i}}{\sqrt{\bar{x}_{i}}} \delta\left(1-\sum_{i=1}^{N} \bar{x}_{i}\right),  \tag{6.22}\\
{\left[d^{2} \overline{\boldsymbol{k}}_{\perp}\right]_{N} } & =\frac{1}{\left[2(2 \pi)^{3}\right]^{N-1}} \prod_{i=1}^{N} d^{2} \overline{\boldsymbol{k}}_{\perp i} \delta^{(2)}\left(\sum_{i=1}^{N} \overline{\boldsymbol{k}}_{\perp i}\right) . \tag{6.23}
\end{align*}
$$

### 6.3.2 DGLAP1 region

The DGLAP1 region corresponds to the range $\xi \leq \bar{x} \leq 1$ and can be physically interpreted, at the parton level, as the emission of a quark or a gluon with momentum fraction $\bar{x}+\xi$ from the initial pion state and its re-absorption with momentum fraction $\bar{x}-\xi$ from the final pion. The schematic representation is shown in Fig. 6.1.


Figure 6.1: The partonic interpretation of GPDs in the DGLAP1 region $\xi \leq$ $\bar{x} \leq 1$, corresponding to the emission of quark from the initial hadron and its re-absorption from the final hadron.

In this transition, the pion keeps the same parton content in the initial and final state. We can then write the quark GPD as a sum over contributions from each parton configuration in Eq. (2.133). The GPD of the up quark contains the contributions from all the Fock states, while for the down and the strange quark the only non-vanishing terms come from the sea Fock components. Moreover, the latter two are equivalent, due to the assumption of SU(3)
symmetry:

$$
\begin{align*}
H_{\pi}^{u}(\bar{x}, \xi, t)= & H_{\pi}^{u(u \bar{d} \rightarrow u \bar{d})}(\bar{x}, \xi, t)+H_{\pi}^{u(u \bar{d} g \rightarrow u \bar{d} g)}(\bar{x}, \xi, t)+H_{\pi}^{u(u \bar{d} g g \rightarrow u \bar{d} g g)}(\bar{x}, \xi, t) \\
& +\sum_{\{\Delta \overline{\bar{s}}\}} H_{\pi}^{u(u \bar{d}\{\bar{s}\} \rightarrow u \bar{d}\{\bar{d}\}\})}(\bar{x}, \xi, t),  \tag{6.24}\\
H_{\pi}^{d}(\bar{x}, \xi, t)= & H_{\pi}^{d(u \bar{d} d \bar{d} \rightarrow u \bar{d} d \bar{d})}(\bar{x}, \xi, t),  \tag{6.25}\\
H_{\pi}^{s}(\bar{x}, \xi, t)= & H_{\pi}^{d(u \bar{d} s \bar{s} \rightarrow u \bar{d} s \bar{s})}(\bar{x}, \xi, t)=H_{\pi}^{d}(\bar{x}, \xi, t) . \tag{6.26}
\end{align*}
$$

Using the expressions for the pion states in Eqs. (2.134)-(2.137) and the symmetry properties of the functions $\psi_{u \bar{d} g g}^{(1)}$ and $\psi_{u \bar{d} g g}^{(2)}$, we find the following expressions for the individual contributions in Eqs. (6.24) - (6.26).

$$
\begin{align*}
& H_{\pi}^{u(u \bar{d} \rightarrow u \bar{d})}(\bar{x}, \xi, t)=2 \int[d \bar{x}]_{2}\left[d^{2} \overline{\boldsymbol{k}}_{\perp}\right]_{2} \sqrt{\bar{x}_{1} \bar{x}_{2}} \delta\left(\bar{x}-\bar{x}_{1}\right) \\
& \times \psi_{u \bar{d}}^{(1) *}\left(1^{\text {out }}, 2^{\text {out }}\right) \psi_{u \bar{d}}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}\right),  \tag{6.27}\\
& H_{\pi}^{u(u \bar{d} g \rightarrow u \bar{d} g)}(\bar{x}, \xi, t)=2 \frac{1}{\sqrt{1-\xi^{2}}} \int[d \bar{x}]_{3}\left[d^{2} \overline{\boldsymbol{k}}_{\perp}\right]_{3} \sqrt{\bar{x}_{1} \bar{x}_{2} \bar{x}_{3}} \delta\left(\bar{x}-\bar{x}_{1}\right) \\
& \times \psi_{u \bar{g} g}^{(1) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}\right) \psi_{u \bar{d} g}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}\right) \text {, }  \tag{6.28}\\
& H_{\pi}^{u(u \bar{d} g g \rightarrow u \bar{d} g g)}(\bar{x}, \xi, t)=\frac{8}{1-\xi^{2}} \int[d \bar{x}]_{4}\left[d^{2} \overline{\boldsymbol{k}}_{\perp}\right]_{4} \sqrt{\bar{x}_{1} \bar{x}_{2} \bar{x}_{3} \bar{x}_{4} \delta\left(\bar{x}-\bar{x}_{1}\right)} \\
& \times\left\{\psi_{u \bar{g} g g}^{(1) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{g} g}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right)\right. \\
& \left.+\psi_{u \bar{d} g g}^{(2) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d} g g}^{(2)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right)\right\},  \tag{6.29}\\
& H_{\pi}^{u\left(u \bar{d}\{\Delta \bar{\sigma}\} \rightarrow u \bar{d}_{\{\Delta \bar{\sigma}\})}\right.}(\bar{x}, \xi, t)=4 \frac{1}{1-\xi^{2}} \int[d \bar{x}]_{4}\left[d^{2} \overline{\boldsymbol{k}}_{\perp}\right]_{4} \sqrt{\bar{x}_{1} \bar{x}_{2} \bar{x}_{3} \bar{x}_{4}} \\
& \times\left[\delta\left(\bar{x}-\bar{x}_{1}\right)+\delta_{s, u} \delta_{\overline{,}, \bar{u}} \delta\left(\bar{x}-\bar{x}_{3}\right)\right] \\
& \times\left[\psi_{u \overline{\{ }\{\bar{\sigma}\}}^{(1) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d}\{\delta \bar{\sigma}\}}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right)\right. \\
& +\psi_{u \bar{d}\{\Delta \bar{\sigma}\}}^{(2) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d}\{\dot{\sigma}\}}^{(2)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right) \\
& +\frac{1}{2} \psi_{u \bar{d}\{\{\overline{\}}\}}^{(3) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \\
& \left.\times \psi_{u \bar{d}\{\Delta \bar{\sigma}\}}^{(3)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right)\right],  \tag{6.30}\\
& H_{\pi}^{d(u \bar{d} d \bar{d} \rightarrow u \bar{d} d \bar{d})}(\bar{x}, \xi, t)=4 \frac{1}{1-\xi^{2}} \int[d \bar{x}]_{4}\left[d^{2} \overline{\boldsymbol{k}}_{\perp}\right]_{4} \sqrt{\bar{x}_{1} \bar{x}_{2} \bar{x}_{3} \bar{x}_{4}} \delta\left(\bar{x}-\bar{x}_{3}\right) \\
& \times\left[\psi_{u \bar{d} d \bar{d}}^{(1) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d} d \bar{d}}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right)\right. \\
& +\psi_{u \bar{d} d \bar{d}}^{(2) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d} d \bar{d}}^{(2)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right) \\
& \left.+\frac{1}{2} \psi_{u \bar{d} \bar{d} d}^{(3) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d} \bar{d} \bar{d}}^{(3)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right)\right] . \tag{6.31}
\end{align*}
$$

For the gluon it holds

$$
\begin{equation*}
H_{\pi}^{g}(\bar{x}, \xi, t)=H_{\pi}^{g(u \bar{d} g \rightarrow u \bar{d} g)}(\bar{x}, \xi, t)+H_{\pi}^{g(u \bar{d} g g \rightarrow u \bar{d} g g)}(\bar{x}, \xi, t), \tag{6.32}
\end{equation*}
$$

where the two contributions of the r.h.s. are

$$
\begin{align*}
H_{\pi}^{g(u \bar{g} g \rightarrow u \bar{d} g)}(\bar{x}, \xi, t)= & 2 \frac{\sqrt{\bar{x}^{2}-\xi^{2}}}{\sqrt{1-\xi^{2}}} \int[d \bar{x}]_{3}\left[d^{2} \overline{\boldsymbol{k}}_{\perp}\right]_{3} \sqrt{\bar{x}_{1} \bar{x}_{2} \bar{x}_{3}} \delta\left(\bar{x}-\bar{x}_{3}\right) \\
& \times \psi_{u \bar{d} g}^{(1) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}\right) \psi_{u \bar{d} g}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}\right),  \tag{6.33}\\
H_{\pi}^{g(u \bar{d} g g \rightarrow u \bar{d} g g)}(\bar{x}, \xi, t)= & 16 \frac{\sqrt{\bar{x}^{2}-\xi^{2}}}{\sqrt{1-\xi^{2}}} \int[d \bar{x}]_{4}\left[d^{2} \overline{\boldsymbol{k}}_{\perp}\right]_{4} \sqrt{\bar{x}_{1} \bar{x}_{2} \bar{x}_{3} \bar{x}_{4} \delta\left(\bar{x}-\bar{x}_{3}\right)} \\
& \times\left\{\psi_{u \bar{g} g g}^{(1) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d} g g}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right)\right. \\
& \left.+\psi_{u \overline{d g g}}^{(2) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d} g g}^{(2)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right)\right\} . \tag{6.34}
\end{align*}
$$

The arguments $i=1,2,3,4$ of the LFWAs in Eqs. (6.27)-(6.34) stand for $\left(x_{i}, \boldsymbol{k}_{\perp i}\right)$ with the superscripts in/out denoting the momenta of the partons belonging to the incoming/outgoing hadron in the hadron-in/hadron-out frame. The parton emitted and later reabsorbed from the hadron is called the "active" parton and labelled with index $j$; all other partons $i \neq j$ play the role of "spectators". In the LFWA overlap representation of the GPDs the active parton is identified by the delta function that enforces its average longitudinal momentum fraction to be equal to $\bar{x}$. The LFWA arguments for the incoming hadron are related to the momenta in the average-frame by

$$
\begin{array}{rlrl}
x_{i}^{\text {in }} & =\frac{\bar{x}_{i}}{1+\xi}, & \boldsymbol{k}_{\perp i}^{\text {in }}=\overline{\boldsymbol{k}}_{\perp i}+\frac{\bar{x}_{i}}{1+\xi} \frac{\boldsymbol{\Delta}}{2}, \quad \text { for } i \neq j, \\
x_{j}^{\text {in }}=\frac{\bar{x}_{j}+\xi}{1+\xi}, & \boldsymbol{k}_{\perp j}^{\text {in }}=\overline{\boldsymbol{k}}_{\perp j}-\frac{1-\bar{x}_{j}}{1+\xi} \frac{\Delta}{2} . \tag{6.36}
\end{array}
$$

Likewise, the LFWA arguments for the outgoing hadron are related to the momenta in the average-frame by

$$
\begin{array}{ll}
x_{i}^{\text {out }}=\frac{\bar{x}_{i}}{1-\xi}, & \boldsymbol{k}_{\perp i}^{\text {out }}=\overline{\boldsymbol{k}}_{\perp i}-\frac{\bar{x}_{i}}{1-\xi} \frac{\boldsymbol{\Delta}}{2}, \quad \text { for } i \neq j, \\
x_{j}^{\text {out }}=\frac{\bar{x}_{j}-\xi}{1-\xi}, & \boldsymbol{k}_{\perp j}^{\text {out }}=\overline{\boldsymbol{k}}_{\perp j}+\frac{1-\bar{x}_{j}}{1-\xi} \frac{\boldsymbol{\Delta}}{2} . \tag{6.38}
\end{array}
$$

The fractions of momenta (6.35) - (6.38) satisfy the following relations from momentum conservation

$$
\begin{equation*}
x_{j}^{\text {in } / o u t ~}=1-\sum_{i \neq j} x_{i}^{\text {in } / o u t}, \quad \boldsymbol{k}_{\perp j}^{\text {in } / o u t}=-\sum_{i \neq j} \boldsymbol{k}_{\perp i}^{\text {in/out }} \tag{6.39}
\end{equation*}
$$

### 6.3.3 DGLAP2 region

In the DGLAP2, $\bar{x}$ varies in the range $-1 \leq \bar{x} \leq-\xi$. In this region, the partonic interpretation of the quark GPD is exactly the same as in the DGLAP1 region, but with an antiquark replacing a quark (see Fig. 6.2).


Figure 6.2: The partonic interpretation of GPDs in the DGLAP2 region $-1 \leq$ $\bar{x} \leq-\xi$, corresponding to the emission of antiquark from the initial hadron and its re-absorption from the final hadron.

The analogous relations to Eqs. (6.24) - (6.26) that holds in this regions are as follows

$$
\begin{align*}
H_{\pi}^{u}(\bar{x}, \xi, t)= & H_{\pi}^{u(u \bar{d} u \bar{u} \rightarrow u \bar{d} u \bar{u})}(\bar{x}, \xi, t)  \tag{6.40}\\
H_{\pi}^{d}(\bar{x}, \xi, t)= & H_{\pi}^{d(u \bar{d} \rightarrow u \bar{d})}(\bar{x}, \xi, t)+H_{\pi}^{d(u \bar{d} g \rightarrow u \bar{d} g)}(\bar{x}, \xi, t)+H_{\pi}^{d(u \bar{d} g g \rightarrow u \bar{d} g g)}(\bar{x}, \xi, t) \\
& +\sum_{\{\Delta \overline{\bar{s}}\}} H_{\pi}^{d(u \bar{d} \bar{d}\{\overline{\bar{s}}\} \rightarrow u \bar{d} \bar{d}\{\overline{\bar{s}\}})}(\bar{x}, \xi, t)  \tag{6.41}\\
H_{\pi}^{s}(\bar{x}, \xi, t)= & H_{\pi}^{s(u \bar{s} \bar{s} \rightarrow u \bar{s} \bar{s} \bar{s})}(\bar{x}, \xi, t)=H_{\pi}^{u}(\bar{x}, \xi, t) \tag{6.42}
\end{align*}
$$

where the contributions from the individual Fock state are

$$
\begin{align*}
H_{\pi}^{u(u \bar{d} u \bar{u} \rightarrow u \bar{d} u \bar{u})}(\bar{x}, \xi, t)= & -4 \frac{1}{1-\xi^{2}} \int[d \bar{x}]_{4}\left[d^{2} \overline{\boldsymbol{k}}_{\perp}\right]_{4} \sqrt{\bar{x}_{1} \bar{x}_{2} \bar{x}_{3} \bar{x}_{4}} \delta\left(\bar{x}+\bar{x}_{4}\right) \\
\times & {\left[\psi_{u \bar{d} d \bar{d}}^{(1) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d} d \bar{d}}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right)\right.} \\
& +\psi_{u \bar{d} \bar{d}}^{(2) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d} d \bar{d}}^{(2)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right) \\
& \left.+\frac{1}{2} \psi_{u \bar{d} \bar{d}}^{(3) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d} d \bar{d}}^{(3)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right)\right] . \tag{6.43}
\end{align*}
$$

$$
\begin{align*}
& H_{\pi}^{d(u \bar{d} \rightarrow u \bar{d})}(\bar{x}, \xi, t)=-2 \int[ d \bar{x}]_{2}\left[d^{2} \overline{\boldsymbol{k}}_{\perp}\right]_{2} \sqrt{\bar{x}_{1} \bar{x}_{2}} \delta\left(\bar{x}+\bar{x}_{2}\right) \\
& \times \psi_{u \bar{d}}^{(1) *}\left(1^{\text {out }}, 2^{\text {out }}\right) \psi_{u \bar{d}}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}\right),  \tag{6.44}\\
& H_{\pi}^{d(u \bar{g} g \rightarrow u \bar{d} g)}(\bar{x}, \xi, t)=-2 \frac{1}{\sqrt{1-\xi^{2}}} \int[d \bar{x}]_{3}\left[d^{2} \overline{\boldsymbol{k}}_{\perp}\right]_{3} \sqrt{\bar{x}_{1} \bar{x}_{2} \bar{x}_{3}} \delta\left(\bar{x}+\bar{x}_{2}\right)
\end{align*}
$$

$$
\begin{align*}
& \times \psi_{u \bar{d} g}^{(1) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}\right) \psi_{u \bar{d} g}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}\right),  \tag{6.45}\\
& H_{\pi}^{d(u \bar{d} g g \rightarrow u \bar{d} g g)}(\bar{x}, \xi, t)=-\frac{8}{1-\xi^{2}} \int[d \bar{x}]_{4}\left[d^{2} \overline{\boldsymbol{k}}_{\perp}\right]_{4} \sqrt{\bar{x}_{1} \bar{x}_{2} \bar{x}_{3} \bar{x}_{4}} \delta\left(\bar{x}+\bar{x}_{2}\right) \\
& \times\left\{\psi_{u \bar{d} g g}^{(1) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d} g g}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right)\right. \\
& \left.+\psi_{u \bar{d} g g}^{(2) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d} g g}^{(2)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right)\right\},  \tag{6.46}\\
& H_{\pi}^{d(u \bar{d}\{s \bar{\jmath}\} \rightarrow u \bar{d}\{\Delta \bar{\jmath}\})}(\bar{x}, \xi, t)=-4 \frac{1}{1-\xi^{2}} \int[d \bar{x}]_{4}\left[d^{2} \overline{\boldsymbol{k}}_{\perp}\right]_{4} \sqrt{\bar{x}_{1} \bar{x}_{2} \bar{x}_{3} \bar{x}_{4}} \\
& \times\left[\delta\left(\bar{x}+\bar{x}_{2}\right)+\delta_{\lrcorner, d} \delta_{\bar{J}, \bar{d}} \delta\left(\bar{x}+\bar{x}_{4}\right)\right] \\
& \times\left[\psi_{u \bar{d}\{\bar{\sigma}\}}^{(1) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d}\{\bar{\jmath}\}}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right)\right. \\
& +\psi_{u \bar{d}\{s \bar{\sigma}\}}^{(2) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d}\{s \bar{s}\}}^{(2)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right) \\
& +\frac{1}{2} \psi_{u \bar{d}\{s \bar{\sigma}\}}^{(3) *}\left(1^{\text {out }}, 2^{\text {out }}, 3^{\text {out }}, 4^{\text {out }}\right) \\
& \left.\times \psi_{u \bar{d}\{\bar{\sigma}\}}^{(3)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right)\right] \text {. } \tag{6.47}
\end{align*}
$$

The arguments of the LFWAs in the DGLAP2 are exactly the same as those in the DLAP1 region, i.e, Eqs. (6.35) - (6.38). We observe that Eqs. (6.44) (6.47) can be derived from Eqs. (6.27) - (6.30) by reversing the overall sign and changing $\delta\left(\bar{x}-\bar{x}_{1}\right)$ into $\delta\left(\bar{x}+\bar{x}_{2}\right)$ and $\delta\left(\bar{x}-\bar{x}_{3}\right)$ into $\delta\left(\bar{x}+\bar{x}_{4}\right)$. For the gluon, the decomposition of the GPD is exactly Eq. (6.32) and the two Fock state contributions are the same as in Eqs. (6.33) - (6.34) with the exchange of $\delta\left(\bar{x}-\bar{x}_{j}\right)$ with $\delta\left(\bar{x}+\bar{x}_{j}\right)$. This is due to the facts that the gluon is its own antiparticle and the gluon GPD is an even function in $\bar{x}$.

### 6.3.4 ERBL region

The ERBL region corresponds to the range $-\xi<\bar{x}<\xi$ and the partonic interpretation is the emission from the initial pion of a particle-antiparticle pair, as pictured in Fig 6.3. In the Fock-space decomposition, this implies that the parton composition of the initial hadron should contain an additional quark-antiquark, or two additional gluons, w.r.t. the Fock-state of the final hadron.

Considering the Fock states included in the model (see Eq. (2.133)), we find the following four contributions in the ERBL region

$$
\begin{align*}
H_{\pi}^{u}(\bar{x}, \xi, t) & =H_{\pi}^{u(u \bar{d} u \bar{u} \rightarrow u \bar{d})}(\bar{x}, \xi, t)  \tag{6.48}\\
H_{\pi}^{d}(\bar{x}, \xi, t) & =H_{\pi}^{q(u \bar{d} d \bar{d} \rightarrow u \bar{d})}(\bar{x}, \xi, t)  \tag{6.49}\\
H_{\pi}^{s}(\bar{x}, \xi, t) & =H_{\pi}^{s(u \bar{d} s \bar{s} \rightarrow u \bar{d})}(\bar{x}, \xi, t)  \tag{6.50}\\
H_{\pi}^{g}(\bar{x}, \xi, t) & =H_{\pi}^{g(u \bar{d} g g \rightarrow u \bar{d})}(\bar{x}, \xi, t) \tag{6.51}
\end{align*}
$$



Figure 6.3: The partonic interpretation of GPDs in the ERBL region $-\xi \leq$ $\bar{x} \leq \xi$, corresponding to the emission from the initial state of a quark-antiquark pair, or two gluons.

The corresponding LFWA overlap representation is given by

$$
\begin{align*}
& H_{\pi}^{u(u \bar{d} u \bar{u} \rightarrow u \bar{d})}(\bar{x}, \xi, t) \\
& =\frac{4 \sqrt{3}}{1+\xi}\left\{\int d \bar{x}_{1} d \bar{x}_{2} d \bar{x}_{3} \int \frac{d^{2} \overline{\boldsymbol{k}}_{\perp 1} d^{2} \overline{\boldsymbol{k}}_{\perp 2} d^{2} \overline{\boldsymbol{k}}_{\perp 3}}{\left(16 \pi^{3}\right)^{2}}\right. \\
& \times \delta\left(\bar{x}-\bar{x}_{3}\right) \delta\left(1-\xi-\bar{x}_{1}-\bar{x}_{2}\right) \delta^{(2)}\left(\overline{\boldsymbol{k}}_{\perp 1}+\overline{\boldsymbol{k}}_{\perp 2}-\frac{\boldsymbol{\Delta}_{\perp}}{2}\right) \\
& \times \psi_{u \bar{d}}^{(1) *}\left(1^{\text {out }}, 2^{\text {out }}\right) \psi_{u \bar{d} u \bar{u}}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 3^{\text {in }}\right) \\
& -\frac{1}{6} \int d \bar{x}_{1} d \bar{x}_{2} d \bar{x}_{3} \int \frac{d^{2} \overline{\boldsymbol{k}}_{\perp 1} d^{2} \overline{\boldsymbol{k}}_{\perp 2} d^{2} \overline{\boldsymbol{k}}_{\perp 3}}{\left(16 \pi^{3}\right)^{2}} \\
& \times \delta\left(\bar{x}-\bar{x}_{1}\right) \delta\left(1-\xi-\bar{x}_{2}-\bar{x}_{3}\right) \delta^{(2)}\left(\overline{\boldsymbol{k}}_{\perp 2}+\overline{\boldsymbol{k}}_{\perp 3}-\frac{\boldsymbol{\Delta}_{\perp}}{2}\right) \\
& \times\left[\psi_{u \bar{d}}^{(1) *}\left(3^{\text {out }}, 2^{\text {out }}\right) \psi_{u \bar{d} u \bar{u}}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 1^{\text {in }}\right)\right. \\
& +\psi_{u \bar{d}}^{(1) *}\left(3^{\text {out }}, 2^{\text {out }}\right) \psi_{u \bar{d} u \bar{u}}^{(2)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 1^{\text {in }}\right) \\
& \left.\left.-\psi_{u \bar{d}}^{(1) *}\left(3^{\text {out }}, 2^{\text {out }}\right) \psi_{u \bar{d} u \bar{u}}^{(3)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 1^{\text {in }}\right)\right]\right\},  \tag{6.52}\\
& H_{\pi}^{d(u \bar{d} d \bar{d} \rightarrow u \bar{d})}(\bar{x}, \xi, t) \\
& =\frac{4 \sqrt{3}}{1+\xi}\left\{\int d \bar{x}_{1} d \bar{x}_{2} d \bar{x}_{3} \int \frac{d^{2} \overline{\boldsymbol{k}}_{\perp 1} d^{2} \overline{\boldsymbol{k}}_{\perp 2} d^{2} \overline{\boldsymbol{k}}_{\perp 3}}{\left(16 \pi^{3}\right)^{2}}\right. \\
& \times \delta\left(\bar{x}-\bar{x}_{3}\right) \delta\left(1-\xi-\bar{x}_{1}-\bar{x}_{2}\right) \delta^{(2)}\left(\overline{\boldsymbol{k}}_{\perp 1}+\overline{\boldsymbol{k}}_{\perp 2}-\frac{\boldsymbol{\Delta}_{\perp}}{2}\right) \\
& \times \psi_{u \bar{d}}^{(1) *}\left(1^{\text {out }}, 2^{\text {out }}\right) \psi_{u \bar{d} \bar{d} \bar{d}}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 3^{\text {in }}\right) \\
& -\frac{1}{6} \int d \bar{x}_{1} d \bar{x}_{3} d \bar{x}_{4} \int \frac{d^{2} \overline{\boldsymbol{k}}_{\perp 1} d^{2} \overline{\boldsymbol{k}}_{\perp 3} d^{2} \overline{\boldsymbol{k}}_{\perp 4}}{\left(16 \pi^{3}\right)^{2}}
\end{align*}
$$

$$
\begin{align*}
& \times \delta\left(\bar{x}-\bar{x}_{3}\right) \delta\left(1-\xi-\bar{x}_{1}-\bar{x}_{4}\right) \delta^{(2)}\left(\overline{\boldsymbol{k}}_{\perp 1}+\overline{\boldsymbol{k}}_{\perp 4}-\frac{\boldsymbol{\Delta}_{\perp}}{2}\right) \\
& \times\left[\psi_{u \bar{d}}^{(1) *}\left(1^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d} \bar{d}}^{(1)}\left(1^{\text {in }}, 3^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right)\right. \\
& +\psi_{u \bar{d}}^{(1) *}\left(1^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d} d \bar{d}}^{(2)}\left(1^{\text {in }}, 3^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right) \\
& \left.\left.+\psi_{u \bar{d}}^{(1) *}\left(1^{\text {out }}, 4^{\text {out }}\right) \psi_{u \bar{d} d \bar{d}}^{(3)}\left(1^{\text {in }}, 3^{\text {in }}, 3^{\text {in }}, 4^{\text {in }}\right)\right]\right\},  \tag{6.53}\\
& H_{\pi}^{s(u \bar{d} s \bar{s} \rightarrow u \bar{d})}(\bar{x}, \xi, t) \\
& =\frac{4 \sqrt{3}}{1+\xi} \int d \bar{x}_{1} d \bar{x}_{2} d \bar{x}_{3} \int \frac{d^{2} \overline{\boldsymbol{k}}_{\perp 1} d^{2} \overline{\boldsymbol{k}}_{\perp 2} d^{2} \overline{\boldsymbol{k}}_{\perp 3}}{\left(16 \pi^{3}\right)^{2}} \\
& \times \delta\left(\bar{x}-\bar{x}_{3}\right) \delta\left(1-\xi-\bar{x}_{1}-\bar{x}_{2}\right) \delta^{(2)}\left(\overline{\boldsymbol{k}}_{\perp 1}+\overline{\boldsymbol{k}}_{\perp 2}-\frac{\boldsymbol{\Delta}_{\perp}}{2}\right) \\
& \times \psi_{u \bar{d}}^{(1) *}\left(1^{\text {out }}, 2^{\text {out }}\right) \psi_{u \bar{d} \bar{s}}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 3^{\text {in }}\right),  \tag{6.54}\\
& H_{\pi}^{g}(\bar{x}, \xi, t) \\
& =16 \sqrt{6} \frac{\sqrt{\xi^{2}-x^{2}}}{1+\xi} \int d \bar{x}_{1} d \bar{x}_{2} d \bar{x}_{3} \int \frac{d^{2} \overline{\boldsymbol{k}}_{\perp 1} d^{2} \overline{\boldsymbol{k}}_{\perp 2} d^{2} \overline{\boldsymbol{k}}_{\perp 3}}{\left(16 \pi^{3}\right)^{2}} \\
& \times \delta\left(\bar{x}-\bar{x}_{3}\right) \delta\left(1-\xi-\bar{x}_{1}-\bar{x}_{2}\right) \delta^{(2)}\left(\overline{\boldsymbol{k}}_{\perp 1}+\overline{\boldsymbol{k}}_{\perp 2}-\frac{\boldsymbol{\Delta}_{\perp}}{2}\right) \\
& \times \psi_{u \bar{d}}^{(1) *}\left(1^{\text {out }}, 2^{\text {out }}\right)\left[\psi_{u \bar{d} g g}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 3^{\text {in }}\right)+\psi_{u \bar{d} g g}^{(1)}\left(1^{\text {in }}, 2^{\text {in }}, 3^{\text {in }}, 3^{\text {in }}\right)\right] . \tag{6.55}
\end{align*}
$$

In Eqs. (6.52) - (6.55) the arguments of the LFWAs of the spectator partons are labelled with the same numbers in the initial and final state. The label $j$ of the active quark is identified by the function $\delta\left(\bar{x}-\bar{x}_{j}\right)$, and the remaining index is automatically assigned to the active parton $j^{\prime}$. Furthermore, the LFWA arguments of the spectator partons $i \neq j, j^{\prime}$ are given as before in (6.35) and (6.37), whereas for the partons removed from the target they now read

$$
\begin{array}{ll}
x_{j}^{\mathrm{in}}=\frac{\bar{x}_{j}+\xi}{1+\xi}, & \boldsymbol{k}_{\perp j}^{\mathrm{in}}=\overline{\boldsymbol{k}}_{\perp j}-\frac{1-\bar{x}_{j}}{1+\xi} \frac{\boldsymbol{\Delta}_{\perp}}{2} \\
x_{j^{\prime}}^{\mathrm{in}}=-\frac{\bar{x}_{j}-\xi}{1+\xi}, & \boldsymbol{k}_{\perp j^{\prime}}^{\mathrm{in}}=-\overline{\boldsymbol{k}}_{\perp j}-\frac{1+\bar{x}_{j}}{1+\xi} \frac{\boldsymbol{\Delta}_{\perp}}{2}, \tag{6.57}
\end{array}
$$

and this time the auxiliary variables for the active partons, $\bar{x}_{j}$ and $\boldsymbol{k}_{\perp j}$, are

$$
\begin{equation*}
\bar{x}_{j}=\frac{\bar{k}_{j}^{+}}{P^{+}}, \quad \bar{k}_{j}=\frac{1}{2}\left(k_{j}-k_{j^{\prime}}\right) \tag{6.58}
\end{equation*}
$$

where $\bar{k}_{j}$ can be interpreted as the average between the momentum of the active particle, $k_{j}$, and the momentum of the active antiparticle, $-k_{j^{\prime}}$. The
relations in Eq. (6.39) are not valid in the ERBL region and are replaced by

$$
\begin{equation*}
\sum_{i \neq j, j^{\prime}} \bar{x}_{i}=1-\xi, \quad \sum_{i \neq j, j^{\prime}} \overline{\boldsymbol{k}}_{\perp i}=\frac{\boldsymbol{\Delta}_{\perp}}{2} . \tag{6.59}
\end{equation*}
$$

### 6.4 Refined parametrization

The charge-conjugation relation in Eq. (6.17) imposes certain constraints in the parametrization of the LFWAs which were not required in the case of the PDFs and TMDs. In particular, it turns out that the LFWAs with 4 partons like $q \bar{q}^{\prime} s \bar{s}$ and $q \bar{q}^{\prime} g g$ cannot possess complete symmetry under the exchange of the quantum numbers of the $q \leftrightarrow \bar{q}^{\prime}, s \leftrightarrow \bar{\jmath}$ or $g g$ pairs. We therefore needed to revisit the parametrization of the LFWAs to ensure the correct symmetry properties while preserving the assumption in Eq. (2.159) for the asymptotic expansion of the $x$-dependence of the leading-twist DAs. As a result, the new parametrization reads

$$
\begin{align*}
& \Phi_{q \bar{q}^{\prime} g g}^{(1)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\phi_{q \bar{q}^{\prime} g g}^{(1)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right),  \tag{6.60}\\
& \Phi_{q \bar{q}^{\prime} g g}^{(2)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\frac{N_{q \bar{q}^{\prime} g g}^{(2)}}{\sqrt{2}} \sqrt{x_{1} x_{2}} x_{3} x_{4}\left(x_{1}-x_{2}\right)\left(x_{3}^{2}-x_{4}^{2}\right),  \tag{6.61}\\
& \Phi_{q \bar{q}^{\prime} J \bar{J}}^{(1)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\frac{N_{q \bar{q}^{\prime} J \bar{J}}^{(1)}}{\sqrt{2}} x_{1} x_{2} \sqrt{x_{3} x_{4}}\left(x_{3}-x_{4}\right),  \tag{6.62}\\
& \Phi_{q \bar{q}^{\prime}, \bar{J}}^{(2)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\frac{N_{q \bar{q}^{\prime} J \bar{J}}^{(2)}}{\sqrt{2}} \sqrt{x_{1} x_{2}} x_{3} x_{4}\left(x_{1}-x_{2}\right),  \tag{6.63}\\
& \Phi_{q q^{\prime}, \bar{J}}^{(3)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\phi_{q \bar{q}^{\prime} J \bar{J}}^{(3)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) . \tag{6.64}
\end{align*}
$$

The new parametrization maintains the same normalization factors of the original one, hence the relative weight of the different Fock components remains unchanged. Furthermore, it reproduces the same results for the first Mellin moments of the PDF (see Tab. 3.2). While the shapes of the valence and total sea PDF slightly change, the gluon PDF remains unchanged. Due to these minor adjustments, for this preliminary exploration, we have opted to use the same model parameters as the original fit, avoiding a new fitting procedure for the PDFs, TMDs and e.m. form factor. Specifically, we will employ the parameter values corresponding to the zeroth replica of both the TMD and e.m. FF fits. We postpone to future work the update of the fit, with the inclusion of the error bands.

### 6.5 Model results

In this Section we present the plots relative to the up, strange and gluon GPDs computed with the new model of Section 6.4 and by using as inputs the
collinear set $\mathcal{A}^{L}$ from the fit of the pion PDFs with initial scale 1 GeV . For the transverse parameters, we use both the sets $\mathcal{A}_{F F}^{T}$ (5.29) and $\mathcal{A}_{T M D}^{T}$ (5.32) and we compare the predictions.

The GPDs of the quarks with the other flavours can be derived from the three plotted GPDs by applying the relations reported in Section 6.2.

The parton distributions are plotted at $\mu^{2}=5 \mathrm{GeV}^{2}$ as functions of $\bar{x}$ for three different values of $\xi$ and for two different values of $t: t=-0.2 \mathrm{GeV}^{2}$, in Fig. 6.4, and $t=-0.5 \mathrm{GeV}^{2}$, in Fig. 6.5.

The evolution from the initial scale to the final scale is performed at leadingorder ${ }^{1}$ with the open source evolution library APFEL++ [280-282]. The evolution equations for the GPDs are more complicated than for the PDFs, due to the presence of the three regions in $\bar{x}$. However, it must hold that in the forward limit $\xi \rightarrow 0$, the GPD evolution reduces to the PDF evolution.

Upon examining Figs. 6.4 and 6.5 we observe that the overall qualitative behaviour of the curves obtained from the two sets of transverse parameters is similar for all the plotted GPDs at different values of $\xi$ and in the whole range of $\bar{x}$. However, there are regions where the predictions with $\mathcal{A}_{F F}^{T}$ significantly differ from the prediction with $\mathcal{A}_{T M D}^{T}$. The most notable discrepancies are associated to the ERBL regions, becoming more pronounced as $\xi$ increases. In the DGLAP1 and DGLAP2 the agreement is remarkably good, except for the up quark in DGLAP1, where the two predictions are considerably different.

We stress again that the parameters used to generate these plots are the best fitted sets for the model of Section 4.3 , which does not completely correspond to the refined model given in Eqs. (6.60) - (6.64). The comparison is therefore not conclusive, until we apply again the whole fitting procedure with the new parametrization. This work is planned in the near future. Moreover, we are also planning to refine this very qualitative comparison by including the error bands of the entire sets of the replicas. Hopefully, within the uncertainties, the results from the different fits might result compatible for all the values of $\bar{x}, t$ and $\xi$, even if the central replicas differ significantly. This would confirm the effectiveness of the approach used throughout this work.

[^9]



Figure 6.4: Comparison between the quark up (upper panel), strange quark (middle panel) and gluon GPDs (lower panel) with the parameters of the replica 0 from the fit of the TMDs (magenta curves) and from the fit of the FFs (black curves). The results are shown at $\mu^{2}=5 \mathrm{GeV}^{2}$ for $t=-0.2 \mathrm{GeV}^{2}$ and three different values of $\xi: \xi=0$ (solid lines), $\xi=0.25$ (dashed lines) and $\xi=0.50$ (dotted lines).




Figure 6.5: Comparison between the quark up (upper panel), strange quark (middle panel) and gluon GPDs (lower panel) with the parameters of the replica 0 from the fit of the TMDs (magenta curves) and from the fit of the FFs (black curves). The results are shown at $5 \mathrm{GeV}^{2}$ for $t=-0.5 \mathrm{GeV}^{2}$ and three different values of $\xi: \xi=0$ (solid lines), $\xi=0.25$ (dashed lines) and $\xi=0.50$ (dotted lines).


## Conclusions

The primary focus of this thesis was to investigate the internal structure of the pion using parton distribution functions as a tool. The intention was to approach such a task step by step, presenting the topics as an authentic journey in phenomenology.

In Ch. 2 all the theoretical ingredients have been systematically presented. The journey started from the very basic concepts underlying quantum field theory, examining the geometrical properties of the light-cone and introducing the light-front coordinates and light cone operators. Then, the focus shifted on a specific quantum field theory, QCD, delineating the properties and the quantum fields conceptualized as fundamental quantities. We showed the efficacy of the light front formalism in describing hadrons in terms of its constituent partons. This involves decomposing colourless states into a Fock-state expansion, with the emergence of the LFWFs and LFWAs. The hadron states enter into the definition of the most general correlator, from which all the partonic distributions originate. This is the starting point to parametrize the parton distribution functions in terms of LFWF-based models. Thus, we proposed our theoretical parametrization of the LFWFs based on two sets of parameters to be independently fixed through two consecutive fitting procedures for different distribution functions. The two sets are referred to as collinear and transverse parameters. This is due to the fact that the parametrization is built in such a way that the dependence on the transverse parameters is integrated out in the collinear PDFs and therefore the PDFs involve exclusively the longitudinal parameters. On the other hand, all the other parton distributions depend on both collinear and transverse parameters. Hence, the approach follows this logic: an initial fitting of the collinear distribution functions determines the collinear set, which is then utilized as input for the parton distribution functions that are dependent on the transverse momentum. A subsequent fitting of the transverse set is carried out accordingly. The decision regarding the number of Fock components to incorporate in the decomposition of the pion state was driven by the aim to effectively parametrize the valence, gluon, and sea at the initial scale. To the best of our knowledge, our framework is the first
approach among the existing light-front model calculations which incorporates both sea and gluon components. Another very interesting aspect of the theoretical parametrization is its strong correlation with the pion DAs, explicitly formulated at the leading-twist level.

We implemented our strategy to analyze various types of parton distributions by gradually increasing the level of complexity.

The initial focus was on examining the pion collinear parton distribution functions (PDFs), presented in Chapter 3. This involved conducting fits of the available Drell-Yan (DY) and prompt photon production data leading to the determination of the optimal values of the collinear set of parameters. The results were then compared with other existing extractions and the behaviour of the valence PDF in the limit $x \rightarrow 1$ was studied.

Ch. 4 was devoted to fitting the existing measurements of the pion e.m. form factor (FF), using the second set of the model parameters.

After the analysis of the 1-dimensional PDFs we delved into the more complicated 3-dimensional pion transverse-momentum dependent parton distributions (TMDs) in Ch. 5. This exploration included a brief introduction to the DY formalism and to the framework of Nanga Parbat, an open source QCD software developed in Pavia for fitting hadron TMDs. The available DY data were fitted within two different models: a pure phenomenological model and the LFWF-based model developed in this work. The fit of the TMDs provided, like the FFs, the best fit parameters of the transverse set. The results obtained from the phenomenological fits and the LFWA-based approach have been thoroughly compared and rigorously analyzed. The two models for pion TMDs have also been used to obtain predictions for future experimental measurements.

The last part of the thesis was devoted to provide predictions for the pion generalized parton distributions (GPDs), which represent very challenging distributions both to extract from experimental data and to calculate theoretically.

From a purely theoretical perspective, the main goal of the thesis was to develop a model based on the LFWF approach enabling to access to complementary information regarding the internal structure of the pion. The model proposed in Ch. 2 made significant strides in achieving this goal. It successfully contributed to fitting pion PDFs in Ch. 3, yielding remarkable result. Additionally, the model effectively explained the experimental data for pion FFs in Ch. 4 and appropriately described measurements of pion TMDs in Ch. 5. However, it did not incorporate in the LFWFs the constraints imposed from the symmetry properties of the GPDs. We then proposed a refined version of the original model in Chapter 6 to address the GPD symmetry property issue. The new parametrization kept the relative weight of the different Fock components of the pion state unaltered. Furthermore, it reproduced the results for the first Mellin moments of the PDF at the initial scale. While the shapes of the valence and total sea PDF slightly changed w.r.t. the original parametrization,
the gluon PDF remained unchanged. Considering these minor adjustments, for our initial exploration, we choose to maintain the same model parameters as the original fit, bypassing the need for a new fitting procedure for the PDFs, TMDs, and e.m. FF. The update of the fit has been deferred to future work.

From a phenomenological perspective, it firmly emerged the necessity of new future experimental data for observables sensitive to all the parton distribution functions of the pion studied in this work. For the PDFs, new cross sections are crucial to better constrain the gluon parameters, to discriminate between different independent components of the Fock states with 4 partons and to shed light on the behaviour of the valence PDF at high $x$. Regarding the TMDs, the current DY cross sections are characterized by large systematic uncertainties which contribute to the high values of the penalty chi-squared in the fits. Therefore, collecting new experimental data is essential to increase the quality of the fits. In the case of the GPDs, all the existing information is derived from theoretical model calculations since no experimental data is currently available. It is necessary to validate these theoretical predictions through direct comparison with experimental measurements and then to aim to a global fit with PDFs and TMDs. For the e.m. FF, new measurements are needed at higher values of $Q^{2}$, for the reconstruction of the pion transverse charge radius as discussed in Refs. [283-288].

In conclusion, it can be asserted that the efforts in this work represent a profound exploration towards the core of pions. We have delved into the internal structure of pions, mapping multi-dimensional landscapes that have provided substantial insights and guided us throughout our journey. Our compass on this journey has been the fundamental essence of scientific advancements, namely the rigorous comparison between theoretical models and experimental data. It is important to highlight that we have not yet achieved a clear and definitive depiction to fully revealing the internal structure of the pion; consequently, the journey in phenomenology must continue.

### 7.1 Outlook

What are the next steps in this journey in phenomenology?
One future exploration involves to repeating the fitting procedure within the refined parametrization introduced in Chapter 6. This refinement necessitates determining two new sets of parameters, which can be obtained by conducting fits for either both PDFs and FFs, or alternatively, fitting PDFs and TMDs. A very interesting compatibility cross check can be performed by comparing the uncertainty bands from both these methods in the predictions of pion GPDs. Beyond comparing the two parametrizations, it is valuable to consider a comparison of the GPDs with their uncertainty bands with various other theoretical models to study their compatibility. Moreover, predicting the values of potential observables that can be measured in exclusive processes connected to pion GPDs presents an intriguing aspect to explore.

Another important avenue for future improvement involves the potential for conducting simultaneous fits of PDFs, TMDs, and FFs. We have observed that the optimal parameters for the fit of FFs do not adequately explain the TMD data, and vice versa. This issue arises from the distinct kinematics inherent in the involved different physical processes. We expect that this challenge can be addressed by implementing a global fitting approach. In such an approach, the best-fit parameters would be determined by minimizing a common chi-squared function that incorporates all experimental data associated with the various partonic distributions.

As repeatedly emphasized within this work, another crucial future development concerns the experimental aspect, where new measurements related to the internal structure of pions are essential. These measurements are necessary across all kinematic regimes, for both inclusive and exclusive processes. The new data can play a multifaceted role: better constraining existing theoretical fits, enhancing sensitivity to specific parameters, shedding light on still debated theoretical issues, and ultimately, facilitating the realization of new future fits. This is a genuine appeal to the hadronic physics community, encouraging active engagement in carrying out measurements for the pion in the future.
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[^0]:    ${ }^{1}$ Multi-dimensional Analyses of Partonic distributions
    ${ }^{2}$ https:// github.com/MapCollaboration/NangaParbat.

[^1]:    ${ }^{1}$ If we were not in this condition, it is always possible to apply a spacetime translation and reduce to it.

[^2]:    ${ }^{2}$ This is the reason for which an observer cannot be in two distinguished space points at the same time.
    ${ }^{3}$ This figure, as well as the next ones with the light cones, has been reproduced by taking $c=1$.

[^3]:    ${ }^{4}$ The integral over the transverse momentum cannot be literally taken since it requires a suitable regularization of the ultraviolet region, which leads to modifications of this simple picture. More details can be found in the literature, see, e.g., Ref. [30].

[^4]:    ${ }^{5}$ In the most trivial case $\phi_{\beta}^{(i)} \equiv 1$ and $\Omega_{\beta}^{(i)} \equiv \psi_{\beta}^{(i)}$.

[^5]:    ${ }^{6}$ Under the hypothesis $a_{\beta}^{(i)} \neq 0$.

[^6]:    ${ }^{7}$ This statement can be proven by multiplying both sides of Eq. (2.177) by $e^{i p^{+} z^{-}(2 x-1)}$ and by taking the integrals $\int d z^{-}$.

[^7]:    ${ }^{1}$ https://github.com/MapCollaboration/NangaParbat

[^8]:    ${ }^{2}$ https:// github.com/MapCollaboration/NangaParbat

[^9]:    ${ }^{1}$ GPD evolution at next-to-leading-order accuracy has been implemented in Ref. [279]. However, the code is not fully open-source and we were not able to obtain it.

