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Introduction

Radiation therapy is currently one of the most promising techniques in the cancer treatments. Given the success and effectiveness of hadrontherapy, in the past decades the use of heavy particles as projectiles, in particular protons and carbon ions, has gained popularity and the number of centers is growing around the world.

However, hadrontherapy requires a good knowledge of the physical interactions of the particles and continuous efforts to develop and improve tools for treatment planning.

Monte Carlo simulations are considered the gold standard for accurate computations, but the high computation time limits their application in the clinical practice. As alternative, a number of analytical models has been developed in the past to try to reduce the calculation time: they are now widely used in clinical applications, due to their acceptable accuracy and computation time.

The most common approach is the pencil beam algorithm, where the dose can be divided into a central axis and an off axis term. In general, the pencil beam algorithm uses pre-calculated look-up tables for the depth dose evaluation, while the lateral profile is modelled with a Gaussian or double Gaussian distribution.

In this context, we propose a new model developed at the University of Pavia and the INFN Pavia Unit. The model, called MONET (MOdel of ioN dosE for Therapy), evaluates the three-dimensional (3D) energy deposition distribution for protons in a water phantom. In this work, the code is extended to calculate the energy distribution of Helium ions and renamed MONETα.

MONET evaluates the lateral and longitudinal terms starting from first principles.

For the lateral profile, it is based on the Molière theory of multiple Coulomb scattering, considering the energy loss and the effects of compounds. The nuclear interactions are added using a Cauchy Lorentz parametrization, obtained through the fit of FLUKA simulations. For the passage from the projected to a two-dimensional (2D) lateral distribution, an algorithm, that allows in the case of cylindrical symmetry to reconstruct the radial distribution starting from the projected one, has been implemented.
For the longitudinal profile, a new calculation of the average energy loss has been implemented. The calculation of the straggling is based on the convolution of energy loss with a Gaussian distribution, while the nuclear contributions are included using a linear parametrization.

The total energy distribution is evaluated in a 3D mesh by calculating at each depth the 2D lateral profile and by scaling it at the value of the energy deposition.

The results of the MONET code for protons and Helium ions are compared with FLUKA, which is currently used in many hadrontherapy centers and is continuously validated with experimental data. Based on the comparison with simulations, we can conclude that MONET is an accurate tool for the evaluation of the energy deposition for proton and Helium ions in water.

The first chapter of the thesis presents the advantages of hadrontherapy with a focus on the most common dose evaluation tools used in treatment planning. The second chapter contains the implementation of the lateral model for protons and $^4\text{He}$ ions. MONET is based on the Molière theory of multiple Coulomb scattering and a Cauchy Lorentz parametrization for the nuclear interactions.

In the third chapter, the evaluation of the depth dose distribution will be presented considering the average energy loss, the straggling effects and the nuclear interactions.

In the fourth chapter, the results obtained with the MONET code for the energy deposition of a proton beam are compared with the FLUKA simulation in case of single Gaussian beam. Finally, the dose deposition in a lateral scan will be evaluated in order to simulate a more realistic case. In this case, the results of field size factor test will be compared to the FLUKA one.

In the fifth chapter, the results of MONETα and the FLUKA simulation for $^4\text{He}$ ions will be shown, considering again the single Gaussian beam and the field size factor test in case of a lateral scan.

In the last Chapter, the conclusion and the future perspectives of this PhD project will be presented.
Chapter 1

Physical Modelling for Particle Therapy

In this chapter, the attention will be on the importance of the development and improvement of analytical algorithms for treatment planning. In the first section, the rationale of hadrontherapy will be shown focusing on the physical and biological advantages of heavy particles compared with photons. Thereafter, an overview of the motivations of using charged particle used for therapy will be presented, focusing in particular protons and $^4He$ ions. In the second part of the chapter, a review on the most common dose evaluation tools for treatment planning will be presented. Among these, I will also introduce the MONET code, which is the results of the studies presented in the thesis.

1.1 Hadrontherapy

Radiation therapy is one of the key tools in the fight against cancer. Approximately 2/3 of the patients are treated with radiotherapy, over 80% is irradiated with X ray. Only about 0.8% of the patients are treated with charged particles, but their number is increasing [5]. In the past decades, hadrontherapy gained popularity in cancer therapy. From 1954 to 2014, the number of patient treatments with charged particle is about 137000: 87% with protons, 11% with Carbon ions and the remaining with Helium ions, pions and other ions [1]. The idea of using charged particle was introduced by Robert R. Wilson in a paper entitled “Radiological use of fast protons” in 1946. The advantage of using heavy particles is due to their depth-dose profile (Fig. 1.1): the energy deposited increases with depth and reaches a distinct peak named Bragg peak, at the end of their range. The Bragg peak position can be changed by the initial kinetic energy of the beam: this feature can be used to optimize the conformity of the dose with a great reduction of the total dose out of target. In the treatment plan, the Bragg peak must be extended to cover the whole
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Figure 1.1: Depth dose distribution [2]: comparison between photons, protons and carbon ions in water.

cancer volume (Fig. 1.2), producing the so called SOBP (Spread Out Bragg Peak). This structure can be created by passive modulation of the primary beam or by changing the energy in the active beam scanning.

In conventional radiotherapy, it is necessary to irradiate the patient from many different angles to increase the dose to the tumor and to minimize it in the normal tissue. The IMRT (Intensity Modulated RadioTherapy) is the most advanced delivery technique for X ray with an excellent tumor coverage, but also the healthy tissues receive a non negligible dose. On the contrary, only few beams are necessary in hadrontherapy, limiting the dose to the healthy tissue.

1.1.1 Physics of hadrontherapy

The study of the interaction of heavy particles with human tissue is essential for the optimization of the dose in the target volume. When a therapeutic ion beam passes through the body of a patient, the main physical interactions are:

- the electromagnetic interactions, which generate the characteristic energy deposition and a broadening lateral profile,
- the nuclear interactions, which produce a wealth of secondary particles, primarily electrons, protons but also ions.

The longitudinal profile is mainly dominated by the inelastic collision with atomic electrons, while the lateral profile is determined by the elastic scattering on target nuclei. The nuclear interactions reduce the fluence of the primary
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1.1.2 Biological effects of hadrontherapy

The biological effects of radiation result principally from damage to DNA, which is the critical target in a cell. There is substantial evidence that the damage to the DNA molecules is decisive for mutation induction, carcinogenic transformation and killing of most cell types. One can separate the effect of radiation on DNA between direct and indirect damage. The direct damage refers to ionizations on the DNA, induced by the primary or secondary particles. The indirect damage is provoked by radicals, produced from the reaction of incident particles in water. In charged particle therapy, the probability of direct damage is higher than the probability of indirect damage. The most common DNA damages induced by radiation are:

- the single strand break: it can be easily repaired thanks to the double-stranded nature of the DNA molecule. It is the principal damage in the
case of X ray radiations.

- the double strand break: the breaks in two strands are opposite one another or separated by a few base pairs. It is the most serious damage and the repair is more difficult. It is the principal damage of heavy particles.

The damage can lead to dysfunction and loss of genetic material: pieces of DNA may join to form chromosomal aberrations, which can cause subsequent cell death.

The overall effect depends on the radiation quality and on the deposited dose. In this context, LET is the key parameter to link the physical property with biological effects of the radiation. It indicates the quality of radiation and its ionization density. Looking at Fig. 1.3, low LET radiations have tracks with primary events well separated in space (sparsely ionizing), on the contrary high LET particles have tracks very close in space (densely ionizing). The charged particles, compared to photons, are considered as high LET particles due to their dense energy deposition along the track, that produce more localized DNA damages.

The study of cell survival show that heavy charged particles have an increased relative biological effectiveness (RBE) compared to conventional radiotherapy. The RBE is the most relevant quantity for describing cell killing and is defined as the ratio of:

\[
RBE = \frac{D_{\text{ref}}}{D}
\]

where \(D_{\text{ref}}\) is the dose of X ray, giving the same biological effect as \(D\), the dose delivered by another particle type. The RBE for charged particles shows that to obtain the same cell survival the dose required is lower than with photons. The RBE is a complicated radiobiological concept depending on several factors: LET, dose rate, fractionation, particle mass, biological endpoint, cell cycle phase, cell type, oxygen concentration. The RBE increase with increasing LET up to a maximum value (Fig. 1.4), specific for the particle type.

Another crucial parameter is the rate of oxygenation of the irradiated cells. In fact, cells with a low oxygenation rate (hypoxic cells) are more radiation resistant than those with a normal oxygenation rate. Unfortunately, hypoxic cells are located in the tumours. The effect is parameterized by the Oxygen Enhancement Ratio (OER) which is defined by:

\[
OER = \frac{D_{\text{hypoxic}}}{D_{\text{normal}}}
\]

1The term cell death has been used to indicate the loss of reproductive capacity of the cell.

2The Linear Energy Transfer (LET) is defined as the average energy locally imparted in the target by the particle, per unit track length (usually expressed in KeV/μm).
where $D_{\text{hypoxic}}$ is the dose needed to kill the hypoxic cells and $D_{\text{normal}}$ is the dose in case of normal oxygenated cells. The RBE value increases with the size of the ion and the OER value decreases with the size of the ion. In fact, hadrontherapy is ideal against hypoxic tumors. The irradiation with high LET particles also reduces angiogenesis and the cell migration \[6\].

In hadrontherapy, charged particles have low LET in the entrance region (for proton in water is about 1 KeV/µm), but the LET increases in the SOBP (2-6 KeV/µm) \[7\]. The increase of LET corresponds to an increased RBE \[8\] and this effect is significant in the last few mm of SOBP.

The use of heavy ions with very high LET (like He, Ne, O, C and Ar) was justified by the hypoxia. However, the LET for heavy ions in the entrance region is quite high and produces an increased NTCP (Normal Tissue Complication Probability). The Carbon ion, with a LET in the entrance around 11-13 KeV/µm and 40-90 KeV/µm on the SOBP, seems to be a good heavy ion candidate for hadrontherapy.

The increased biological effectiveness of heavy charge particles is a great advantages compared to X ray, but the main problem is the high uncertainty in the RBE value. For protontherapy, the RBE assumes the constant value of 1.1: it is a practical but incorrect approximation. This choice is an open topic much debated and simulations and models are currently being published \[9\] \[10\] \[11\] \[12\] \[13\]. In proton therapy, there is a great effort to increase the

Figure 1.3: Interaction of high and low LET radiations thought a section of chromatin fiber.
1. Physical Modelling for Particle Therapy

The accuracy of the RBE calculation, with the final objective of implementing biological models in the available TPS.

In Carbon ion therapy, the plans are optimized using two different models: the LEM (Local Effect Model, developed at GSI), which predicts the RBE starting from the corresponding clinical photon data and a model developed at NIRS, based on in vitro cell killing experiments [14] [15]. Recently, NIRS has introduced a modified microdosimetric model (MKM) [16].

In addition, more and more research is dedicated to the study of the effect of RBE for normal tissue. For example, overdosages to the tumors are acceptable, but they can lead to toxicity in the normal tissue. To this aim, more experiments are needed for a safe dose evaluation in the target volume.

All these effects will provide biological improvement to the physical advantages of using heavy particle in the cancer treatments.

1.2 Particles for therapy

In particle therapy, the most commonly used particles are protons and carbon ions. They present some differences both in physical and biological interactions.

The lateral scattering and the energy straggling are more pronounced for protons than for carbon ions. However, carbon ions shows a fragmentation tail beyond the Bragg peak, due to their fragmentation.

Protons have a similar biological effectiveness compared to photons, except in the distal part of the SOPB. Carbon ions have a non constant depth profile
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of RBE: in the entrance region they have low RBE value, while at the end of their range the RBE increases with values between 2 and 5. This is the main advantage of carbon ions compared with protons.

In conclusion, protons are more suitable for tumors near the organs at risk, for example uveal melanoma, while carbon ions are used for radioresistant tumors, due to their higher RBE and OER.

Nowadays, the effectiveness of other ions \[17\] \[18\], such as \(^4\text{He}\) and \(^{16}\text{O}\), is under also investigation.

1.2.1 The rediscovery of Helium beams

Recently, Helium beams have been rediscovered as a good compromise between protons and \(^{12}\text{C}\) ions \[17\].

Helium ions have been introduced between 1975 and 1992 at LBNL (Lawrence Berkeley National Laboratory, USA) for the treatment of patients with carcinoma \[19\]. From 1975, a systematic study of \(^4\text{He}\) advantages in the dose localization was implemented \[20\]. The patients treated with \(^4\text{He}\) have indicated promising results in treatment of uveal melanoma \[21\] and skull base tumor \[22\] \[23\]. Helium beam can be also used for the treatments of pediatric patients \[24\]: the children are usually treated with protons rather than photons to reduce the integral of dose and reduce the risk of inducing secondary tumors.

From a physical and biological point of view, \(^4\text{He}\) ions seem to fill the gap between protons and \(^{12}\text{C}\) \[25\]. The most important advantages of \(^4\text{He}\) beams are a reduction of:

- multiple Coulomb scattering compared to protons \[24\],
- energy straggling compared to protons \[26\],
- projectile fragmentation than Carbon ions,
- the relative biological effectiveness (RBE) in the Bragg peak region compared to \(^{12}\text{C}\) \[27\].

Comparison with Proton beam

The comparison between proton and \(^4\text{He}\) ions \[28\] shows some significant advantages in the longitudinal and lateral dose distribution.

The Helium ions, having four times the mass of protons, are less affected by multiple Coulomb scattering (Fig.1.5). Helium features a smaller lateral beam profile compared to protons, this leads to a more concentrated lateral beam reducing the dose deposition in the plane perpendicular to the beam direction. The range of particles is proportional to the ratio of the mass number \(A\) and the square of the atomic number \(Z\) \((R \sim A/Z^2)\), so we can expect a similar range for helium \((A = 4, Z = 2)\) and proton \((A = Z = 1)\). The results of
the comparison between NIST data and simulation show a deviation less than 1.3%.

The effect of energy straggling is less evident for $^4$He ions due to the four times higher mass compared with protons: the width of Bragg peak is about 50% of proton beams [18], as shown in Fig. 1.6.

The longitudinal profile of Helium beam shows a fragmentation tail, while for protons there is no considerable energy deposition behind the Bragg peak. In fact, the nuclear interactions of Helium ions produce the fragmentation of the projectile reducing the number primary particles, while the number of secondaries is increased. The charged fragments, having lower mass, deposit their energy behind the Bragg peak. The study of fragmentation is important not only for the precise dose evaluation in treatment planning, but also for the biological effects that is different for the secondary particles.

Less beam broadening and reduced energy straggling enable a more precise and accurate treatments, increasing the conformity of the dose distribution and sparing the surrounding healthy tissue.

Helium ions has linear energy transfer (LET) range similar to protons [29], but offer an improved RBE and oxygen enhancement ratio, allowing for less demanding biological modeling compared to $^{12}$C ions. Radiobiological experiments for $^4$He ions show a higher RBE (1.6) and the OER at 10% survival was found to decrease from 2.9 to 2.6 in the peak region, when compared to protons [30]. Therefore, Helium ions show advantageous features for radioresistant hypoxic tumors. Particle therapy with $^4$He could offer an improved dose distribution compared to protons, keeping the evaluation of biological effects
1.3. Dose calculation

Figure 1.6: Figure from [28]: the Bragg peak width as a function of depth for protons and helium ions.

at a safe level concerning the uncertainties in treatment delivery.

Therefore, from the physical and biological point of view, $^4He$ seem to be a promising candidate for particle therapy. The facilities HIT (Heidelberg Ion beam Therapy center, Germany), MIT (Marburg Ion beam Therapy center, Germany), CNAO (Centro Nazionale Adroterapia Oncologica, Italy) and MedAustron (Wiener Neustadt, Austria) can also provide $^4He$ ions and allow the application of Helium in cancer therapy. However, for a future applications of $^4He$ ions in particle therapy, the physical and radiobiological characteristics of the interaction with biological matter need to be further investigated.

1.3 Dose calculation

Charge particle therapy requires continuous efforts to develop and improve tools for treatment planning. In this Section, I illustrate the principal dose calculation tools used for the evaluation and the validation of treatments. Monte Carlo simulations are the gold standard for accurate computations of dose distribution for charged particle therapy. Due to the high computation time for the simulations their application in clinical practice is limited so that a number of analytical models have been developed to try to overcome this problem.
1.3.1 Treatment planning systems

Before the treatment, oncologists contour the tumor (PTV, CTV and surrounding OAR) from the CT images of the patients. Medical physicists create the treatment plan. The treatment plan is achieved with the Treatment Planning System (TPS): it is a sophisticated software, whose main task is to calculate optimal treatment solutions. Typically a TPS acquires patient anatomical data, converts the data from CT in water-equivalent material, simulates and optimizes the absorbed and effective dose distribution in the region of interest and defines the best beam parameters for the tumor irradiation.

The TPS software searches for the optimal treatment solution in an iterative way. Starting from an initial hypothesis on the beamlets intensities, the program computes the deposited dose and estimates the corresponding biological effect. If the result satisfies the prescription, then the TPS can terminate the execution and return to the physicist the information on the used beams.

In the TPS, the algorithms for calculation and optimization of the dose requires most of the time. In order to improve the computation speed, the TPS softwares are based on external databases which describe the interactions of ions in water, for different beam energies.

1.3.2 Monte Carlo simulations

The most accurate solution is to evaluate the dose distribution with Monte Carlo (MC) simulations, which are becoming more and more available for the treatment planning.

MC simulations follow the interaction on a particle by particle, using models or experimental cross section for all interactions: electromagnetic and nuclear, also including the radioactive decay of the produced fragments. Moreover the Monte Carlo code consider inhomogeneities using the material properties as element composition, density and ionization potential. The simulation tracks also the secondary particles, which allow a good description of nuclear fragments.

Monte Carlo codes, like FLUKA [31], Geant4 [32], MCNP [33] or PHITS [34], are used to benchmark treatment planning system (TPS) in hadrontherapy and are considered as the powerful quality assurance tool. Geant4 has been used at the Massachusetts General Hospital in Boston for TPS comparison in proton therapy [35] [36]. The FLUKA code is now used in CNAO and HIT center [37] [38] for the validation of treatment with proton and Carbon ions.

Due to the statistical nature of MC codes, a large number of primary particles need to be simulated to obtain accurate results, but the necessary computation time has been prohibitively slow for the clinical application. Fast Monte Carlo codes dedicated to proton therapy have been developed: the codes presented by Li [39], Tourosky [40] and VMCpro [41].

It is likely that the future of dose evaluation lies in Monte Carlo. In recent years, the graphics processing units (GPUs) have been employed to overcome
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the high computational time [12] [13] [14] [15] [16]. Nowadays, the efficiency of MC simulation is not yet optimized for clinical practice.

There are hybrid tools that combine aspects of Monte Carlo simulations and analytical models. There are many ways to improve algorithms by adding MC components, with a significant decrease of calculation time. An example of MC-based treatment planning (MCTP) tool for proton therapy was proposed by Mairani et al. in [47], where the dose predictions are obtained with the FLUKA code. An extension of the MCTP tool for carbon ions was shown in [48].

1.3.3 Analytical models

Currently, TPS softwares for proton therapy are based on fast analytical dose algorithms. The reasons to use analytical algorithms and to continue to improve them are:

- the analytical calculations are still faster than MC simulations. This is a crucial parameter during the treatment planning to obtain an overview of the dose distribution.
- the analytical calculations is enough accurate in regions without critical heterogeneities.

A solution for the dose distribution obtained by both passive and active beams is the implementation of pencil beam models, where the total dose is given by a superposition of many pencil beams. In the treatment planning, the pencil beam algorithms [49] are accepted and diffused for the description of the beam characteristics of heavy particles.

The assumption of pencil beam models is the approach proposed by Hogstrom in [50] [49]. The dose $D(r, z, E)$, where $r$ describes the lateral distance, $z$ is the depth and $E$ is the initial energy of a beam of $N$ particles can be divided into a central axis term $d(E, z)$ and an off axis term $L(r, z, E)$ [51]:

$$D(r, z, E) = N \times d(E, z) \times L(r, z, E)$$  \hspace{1cm} \text{(1.3)}$$

The longitudinal contribution $N \times d(E, z)$ is the integrated dose in a depth $z$, evaluated using Monte Carlo simulation [37] or analytically [52] [53]. In general, the pencil beam algorithm uses calculated look-up tables of the depth dose distribution in water, like the model presented in [54]. An alternative use of Monte Carlo is the implementation of MC-generated dose distribution to be used as look-up tables in the pencil beam algorithms.

Using the water equivalent range algorithm, the dose values are converted to other biological material considering the anatomical heterogeneities of the patients.

In proton therapy, the uncertainty due to the multiple Coulomb scattering on the traversing distribution is the most important effect that limit the accuracy
of analytical calculation of the dose distribution [54].
For the lateral contribution $L(r, z, E)$, several approaches have been proposed.
The single Gaussian is however the typical choice in clinical practice. In many pencil beam algorithms [55] [56] [57], the lateral profile is modelled with a Gaussian distribution.
The pencil beam algorithm with Gaussian lateral model was originally developed for dose evaluation in electron therapy [50] [58] [59] and now is used in proton therapy [49] [54] [57] [60] [61] [62] [63]. However a real lateral profile carry a low dose envelope which can extend up to several centimeters from central axis: the halo. The halo consist of large angle scattering or secondary particles produced by nuclear interactions [64]: this lead to extend tails in the spatial distribution of the beam. In the current TPS, the halo is neglected by single Gaussian model with an error on the order of 5%.
To improve the accuracy of the treatment plan, a description of low dose contributions is usually added. At the same time, it is important to limit the calculation time and the complexity in a reasonable window.
The simpler idea proposed by Pedroni [65] is obtained by adding a supplementary Gaussian function, to account for a low dose envelope, to the single one. The double Gaussian model is used in many beam models, for example [65] [51] [66] [67] and the improvement in accuracy and calculation time is good.
We have investigated different models for the parametrization of the lateral dose distribution [67], focusing on the high accuracy of dose calculation and the fast computing time for proton therapy. The alternative proposed function are the triple Gaussian, the Gauss-Levy, double Gaussian and a Cauchy Lorentz function. In addition to these functions, we proposed new parametrization, called Gauss Rutherford, which consists of a Gaussian core to describe the multiple scattering effect and a Rutherford-like hyperbole to represent single scattering. The Gauss Rutherford function has been applied for the description of the lateral profile of $^4He$ ions with an excellent agreement, as presented in [68] [69].

In conclusion, the dose calculation algorithms have been widely used in clinical applications for treatment planning, due to their acceptable accuracy in most clinical settings.

1.3.4 Models for $^4He$ ions
In addition to approximated analytical functions, in order to estimate the energy deposition of $^4He$ ion beams, the implementation of physical models is ongoing, in an effort to improve the accuracy without using MC codes.

H. Fuchs et al. developed a pencil beam algorithm in [70].
The dose deposition is determined using a look-up table (LUT), derived from MC simulation. The analyzed energies are between 50 and 250 MeV/A are pre-calculated with GATE 6.1 in water, with and increments of 10 MeV/A.
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The energies between these LUT values are interpolated using cubic-spline function. The extension to other materials different than water is based on the algorithm of water-equivalent depth scaling.

In the lateral beam profile, the multiple Coulomb scattering is implemented with the Fermi-Eyges theory, developed by Gottschalk in [55] [71]. The nuclear interactions are added using a new Voigt function, which is a convolution of a Gaussian and a Lorentzian function, and implemented in an off-line fitting procedure by a LUT approach.

The dose deposited in a voxel of 500 $\mu m^3$ was compared with the MC simulations in case of homogeneous and heterogeneous phantoms, showing an excellent agreement. The pencil beam algorithm has a flexible design which makes a promising candidate for integration in a TPS.

An alternative model is TRiP98, developed for in-house clinical use at GSI in the 90s [52] [72] [73] [74] [75]. It was implemented as a prototype for the commercial Siemens SynGo PT planning system and now it is used for research purposes. TRiP98 has table-driven design that allows to import new data sets as depth dose distribution or RBE tables.

The energy loss distribution is described by a model that includes the energy straggling and the nuclear interaction in order to reproduce the experimental data with accuracy. The lateral profile is assumed as Gaussian form and symmetric in $x$ and $y$ planes. The prediction of the TRiP98 was approved by the experimental data for Carbon ions.

TRiP98 is well suited to serve as research prototypes, in particular for 4D treatment planning [76], as well as for so called adaptive treatment planning, aimed at the improvement of dose optimization in case of spatio-temporal variation of organ geometry. The latest version of TRiP98 [75] features a new model for $^4He$ ions and the comparison with measurement show a good agreement [18] [25] [68].

The necessary step for the application of $^4He$ ions in cancer therapy is the development of new algorithms for TPS or extensions of existing versions. The measurements available in literature present a gap in the therapeutic energy range [18] and a new database of experimental data [25] [77] is ongoing for the treatment planning verification and development.

1.4 The MONET code

MONET (MOdel of ioN dosE for Therapy) is a code develop in this thesis for the computation of the 3D dose distribution for proton and $^4He$ beams in water [78]. The advantages of MONET are the lateral and longitudinal term calculation based on first principles, the fast calculation time and the accuracy.

For the lateral profile, MONET is based on the Molière theory of multiple
Coulomb scattering, taking into account the energy loss and the effects of compounds. In order to include also the nuclear interactions, we add the Cauchy-Lorentz function, where the two parameters are obtained by a fit to a FLUKA simulation \cite{79}. We have implemented the Papoulis algorithm \cite{80} for the passage from the projected to a 2D lateral distribution.

For the longitudinal profile, we have implemented a new calculation of the average energy loss that is in good agreement with simulations and other formulas \cite{53} \cite{81}. The inclusion of the straggling is based on the convolution of energy loss with a Gaussian function \cite{53} \cite{57}. In order to complete the longitudinal profile, also the nuclear contributions are included in the model using a linear parametrization with only two parameters.

The total dose profile is calculated in a 3D mesh by evaluating at each depth the 2D lateral distribution and by scaling it at the value of the energy deposition.

Concerning the electromagnetic part, the model is completely analytical and is based on well known and validated theories. The nuclear interactions are parameterized using functions with few parameters, adjusted on the Monte Carlo calculations.

The workflow of the code is reported in figure \ref{fig:1.7} where the input variables are the energy and the beam shape.

The first step of the MONET code is the evaluation of lateral distribution taking into account the Multiple Coulomb scattering and the nuclear interaction.
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Afterwards, starting from the 1D lateral profile the model reconstruct the 2D radial distribution. The last step is the calculation of energy deposition and the scaling of the 2D lateral distribution at this value. In this way, the code is able to evaluate a 3D dose distribution.

In Chapter 2, the implementation of lateral profile will be shown, based on Molière theory for the multiple Coulomb scattering and a Cauchy Lorentz function for the nuclear interactions.

In Chapter 3, the implementation of longitudinal profile, considering the average energy loss, straggling and nuclear interaction, will be presented. All results are compared with the FLUKA MC code, which is currently used in many hadrontherapy centers and has been recently validated with experimental data.
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Chapter 2

The Lateral Profile

The accurate evaluation of the lateral dose profile is an important issue in the field of hadrontherapy. The lateral profile requires a correct calculation particularly for fields with many pencil beams and more accurate beam profile models are needed.

The beam spread is generated by the combination of two processes: the Multiple Coulomb Scattering (MCS) and the nuclear interactions (Fig. 2.1). Modern Treatment Planning Systems (TPSs) generally approximate the dose profiles by a sum of Gaussian functions [67].

The traditional approach in hadrontherapy is to use the so called Fermi-Eyges theory: the rationale behind this dates back to the first applications with electron beams and is still applied with hadrons [82]. This theory is essentially a Gaussian approximation of the core and is not able to reproduce the tails of the distribution. It is customary to add these effects as further parametrizations called nuclear halo, aura and spray to describe both the electromagnetic and nuclear scattering [83] [84].

The MONET code instead, as explained in [79], is based on the description of the multiple Coulomb scattering by the Molière theory and a Cauchy-Lorentz parametrization for the nuclear tails. This model is able to treat multiple scattering in a very detailed way, with better accuracy than the integration of the Fermi-Eyges distribution. In MONET, the calculation of the total electromagnetic effects without any free parameter allows that the nuclear part can be easily parameterized. This strategy produces a more stable solution and in case of protons is in excellent agreement with Monte Carlo codes [79].

The MONET approach still holds in the case of $^4$He beams. Being based on theory of the multiple Coulomb scattering for a charged particle, only small changes are required for the electromagnetic contribution and a new fit of the tails, where the nuclear interactions play a more important role respect to protons, is required to determine the model parameters.

Examples of a the lateral profile for proton and $^4$He beam are shown in Fig. 2.1: looking of these distributions, it is simple to note that the effect of the lateral beam spread can be evaluated with a good accuracy in order to limit
2. The Lateral Profile

Figure 2.1: Lateral profile of proton (left) and $^4$He beam (right) of 150 MeV/u at 15 cm water depth.

the dose in the tumor, saving healthy tissues.

2.1 Multiple Coulomb scattering

The scattering proceeds via the electromagnetic (em) interaction between the charge of the projectile and the charge of atomic electrons or nucleus of the target. The scattering process occurs frequently due to the long range of the Coulomb force and a little quantity of energy is transferred in these collisions, since the mass of the nuclei of the target are usually large compared to the incident particle. The deflection of a charged particle in a single interaction is extremely small. The particle traverses the material following a random zig-zag path. The total angular spread of a beam after a thickness of medium is due to the random combination of many deflections (Fig. 2.2). This phenomenon is called multiple Coulomb scattering and is responsible for the isotropic angular deflection of particle, respect to the original direction of the beam.

The scattering effect is more important for light particles (protons), however also for hadrons ($^4$He or $^{12}$C) is not negligible.

The angular distribution is close to a Gaussian at small angles, but as angle increases, there is a long broad tail. At large angle, the deflections are generally due to one single, large angle Coulomb scattering in the medium. Therefore, the tail follows the Rutherford form for single scattering ($1/\sin \theta^4$), rather than a Gaussian shape.

The rigorous evaluation of multiple Coulomb scattering is complicated and several theories and formulae with different levels of sophistication exists \[85,86,87,88\]. The principal theories are Molière \[89\], Snyder and Scott \[90,91,92,93\], Goudsmit and Saunderson \[94\], and Lewis \[95\].
2.2 Fermi Eyges’s theory

Fermi and then Eyges developed a theory for charged particles that produce multiple scattering in the material [96]. Fermi-Eyges theory describes the spatial and angular distribution in the assumption that the particles undergo many small angle scattering events. It was initially used in pencil beam algorithm for electron beams and more recently it is extended to proton and Carbon ions beams.

In Fermi-Eyges theory, the probability to find the particle after a thickness $z$ in the intervals $(x, x + dx)$ and $(\theta_x, \theta_x + d\theta_x)$ is:

$$P(x, \theta_x)dx d\theta_x = \frac{1}{2\pi \sqrt{B}} \exp \left( -\frac{1}{2} \frac{A_0 x^2 - 2 A_1 x \theta_x + A_2 \theta_x^2}{B} \right) dx d\theta_x$$  \hspace{1cm} (2.1)
where

\[ B = A_0 A_2 - A_1^2 \]  

(2.2)

The parameters \( A_n \) are written as moments:

\[ A_n = \int_0^z (z - z')^n T(z')dz' \]  

(2.3)

The moments \( A_n \) play a central role in Fermi-Eyges theory. In analogy to stopping power, we can define the scattering power \( T(z) \) as the rate of increase of the variance of the projected angle:

\[ T(z) = \frac{d\langle \theta_z^2 \rangle}{dz} = \int_0^z T(z')dz' = A_0 \]  

(2.4)

In hadrontherapy, many papers are devoted to the calculation of the scattering power. In general, any formula for \( T(z) \) consist of three factors: a material dependent term, an energy dependent term and a single scattering correction term. The scattering power was introduced by Rossi [97], but he did not use that term. It was named by Brahme in the contest of the electron radiotherapy and now it is also used for hadrontherapy.

Starting from the original formulation of Rossi [97], many authors have proposed improvements, the most used are Kanematsu [98] and Gottschalk [71][82].

The relation that reproduces better the experimental data is:

\[ T(z) = f_s(z, R, p(z), \beta(z)) \left( \frac{E_s}{p \beta} \right)^2 \frac{1}{X_s} \]  

(2.5)

where \( p \) is in MeV, \( E_s = 15 \) MeV and \( X_s \) is the scattering length. The Eq. 2.5 differs from the Molière angular variance by a few percents [82].

The scattering length, for a material of density \( \rho \), is given by [82]:

\[ \frac{1}{\rho X_s} = 0.349 \times 10^{-3} \frac{Z^2}{A} \left\{ 2 \ln[33219 \ (AZ)^{-1/3} - 1] \right\} \]  

(2.6)

In case of mixtures and compounds, the total length can be evaluated using this relation:

\[ \frac{1}{\rho X_s} = \sum_i w_i \left( \frac{1}{\rho X_{s_i}} \right) \]  

(2.7)

where \( w_i \) is the fraction by weight.

The function \( f_s(z, R, p(z), \beta(z)) \), the so-called non-locality correction, has a logarithmic dependence on the energy loss [82]:

\[
\begin{align*}
    f_s(z, R, p(z), \beta(z)) &= 0.5244 + 0.1975 \log_{10} \left[ 1 - \left( 1 - \frac{z}{R} \right)^k \right] \\
    &\quad + 0.2320 \log_{10} (p(z) \beta(z)) \\
    &\quad - 0.0098 \log_{10} \left[ 1 - \left( 1 - \frac{z}{R} \right)^k \right] \log_{10} (p(z) \beta(z))
\end{align*}
\]  

(2.8)
where \( p \) is in MeV and the lengths in cm. The non-locality takes into account the fact that, by dividing the absorber in many layers, the sum in quadrature of the r.m.s. deviations of the single layers gives a total r.m.s deviation which is not equal to that of the whole absorber. It is due to the dependence between the layers: a layer receives particles already deflected by the previous one. This effect can be only eliminated in the Monte Carlo simulation. In the analytical approaches the non-locality can be only minimized. The logarithms in the function of equation (2.8) prevents the analytical solution of equations (2.3), that must be integrated numerically.

At energies typical of hadrontherapy, some studies on the lateral spread in water \[99]\ [100] have shown that good results are obtained with equation (2.5) and the choice

\[
E_s = 12.7 \text{ MeV}, \quad f_s = 1 \quad X_s = X_0
\]

(2.9)

where \( X_0 \) is the radiation length, as in the original Rossi formulation. In the following we will consider both equation (2.8) or (2.9).

From equation (2.1) it is possible to obtain the marginal 1D distribution for the projected angle \( \theta_x \) by integration:

\[
f_E(\theta_x)d\theta_x = \frac{1}{\sqrt{2\pi A_0}} \exp\left(-\frac{\theta_x^2}{2 A_0}\right) \theta_x
\]

(2.10)

and that of the lateral displacement:

\[
f_E(x)dx = \frac{1}{\sqrt{2\pi A_2}} \exp\left(-\frac{x^2}{2 A_2}\right) dx
\]

(2.11)

The scattering power moments \( A_0 \) and \( A_2 \) appear as the variances of the multiple scattering angle and displacement distributions, respectively. The passage from the lateral displacement distribution to the angular can be obtained with the change of variable in equation (2.11):

\[
x \rightarrow \theta_x \sqrt{\frac{A_2}{A_0}}
\]

(2.12)

Obviously, it is possible also the inverse transformation. Therefore, the effective longitudinal squared length between the detection plane and an effective scattering point is:

\[
z_{\text{esp}}^2 = \frac{A_2}{A_0}
\]

(2.13)

and allows the passage from angles to displacements in the small angle approximation \[82\] [98].

In Fermi Eyges’s theory, the equations (2.10, 2.12) are the basis for the beam setting and dose calculation in hadrontherapy.

In the Gottschalk paper \[82\], there is the study of conditional distributions and gives also the covariance between displacement and angle:

\[
\langle x \theta_x \rangle = A_1 = \int_0^z (z - z') T(z')dz'
\]

(2.14)
In conclusion, Fermi Eyges’s theory provides the distribution for the projected angle (Eq. 2.10) and for the lateral displacement (Eq. 2.11). However, for the dose calculation in hadrontherapy, the main information is the lateral dose distribution of equation (2.11).

In the case of a layer \( j \) of thickness \( d_j \), the equations (2.3) of the scattering power moments can be generalized using the property of the integrals. In the case of a stack with \( n \) layers, the scattering power becomes:

\[
A_\alpha = \int_0^{z_{n+1}} (z_{n+1} - z') \alpha T(z') dz' = \sum_{j=1}^n \int_0^{z_{j+1} - z_j} [(z_{n+1} - z_j) - z'] \alpha T_j(z_j + z') dz'
\]

(2.15)

where \( z_j \) is the longitudinal coordinate at the \( j^{th} \) layer entrance, \( z_{n+1} \) is the coordinate at the end of the last layer and \( T_j \) means that the scattering power is calculated with equations (2.5, 2.8) or (2.5, 2.9) with \( p_j(x), \beta_j(x), R_j \) calculated at the entrance of the \( j^{th} \) layer.

### 2.3 Molière’s theory

The Molière’s theory starts from the standard transport equation and uses the Bessel transforms and the small angles approximation, to obtain the angular distribution of the particles scattered after a given thickness \([85]\).

The notation adopted in the following is similar to the one introduced by Molière and Bethe \([85]\). The angles considered are:

- \( \chi \) is the angle related to single scattering event,
- \( \theta \) is the net angle after multiple scattering events.

A graphical interpretation of \( \chi \) and \( \theta \) angles is reported in Fig. 2.3. Molière derives his theory by considering successive collisions and the scattering can be treated as a diffusion problem in \( \theta \) plane. He assumes the Rutherford form for the scattering cross section:

\[
\rho \sigma(\theta) = 2\chi_c^2 \frac{1}{(\theta^2 + \chi_c^2)^2}
\]

(2.16)

where \( \rho \) is the number of \textit{atoms/cm}^2 and \( \chi_c, \chi_\alpha \) are the crucial parameters of the theory.

The scattering angle \( \chi_c \) is connected to the rms scattering angle:

\[
\chi_c^2 = 0.1569 \cdot 10^{-6} \frac{Z^2 z^2}{A \ p^2 \beta^2}
\]

(2.17)

where \( Z \) and \( A \) are atomic and the mass number of the target, \( z \) is the atomic number of the incident particle, \( p \) is the momentum (GeV/c), \( \beta = v/c \) and...
Figure 2.3: Transport of a particle deviated by multiple Coulomb scattering events. After the first scattering, the particle is deviated by a single angle $\chi$ and after successive scatterings it is totally deviated by an angle $\theta$ respect with the original $z$ direction. The distance obtained by projecting in the transverse direction $|\theta - \chi|$ can be considered as the final lateral displacement.

$x$ is the thickness. The Molière’s formulation for $\chi_c$ is with $Z^2$, while Bethe proposed $Z(Z+1)$ instead of $Z$ to take into account the scattering by atomic electrons.

The second parameter is connected to the electron screening of the Coulomb potential. The screening angle $\chi_\alpha$ is defined by:

$$\chi_\alpha = \mu^2 \chi_0^2$$  \hspace{1cm} (2.18)

$$\mu^2 = \left( 1.13 + 3.76 \left( \frac{zZ}{137\beta} \right)^2 \right)$$ \hspace{1cm} (2.19)

$$\chi_0^2 = \left( \frac{\hbar}{p \cdot 0.468 \cdot 10^{-8}} \right)^2$$ \hspace{1cm} (2.20)

Molière obtained the $\mu$ parameter parametrizing the screened Coulomb potential using the Wentzel-Kramers-Brillouin (WKB) method.

The screening angle $\chi_\alpha$ is a cut off angle, which introduces, for very small values of $\chi$ (distant collisions), the departure from the $1/\chi^4$ law due to screening of nuclear charge by orbital electrons.
The total number of multiple scattering events is given by:

\[ \rho \int_0^\infty \sigma(\theta)\theta d\theta = \int_0^\infty 2\chi_c^2 \frac{\theta}{\theta^2 + \chi_c^2} d\theta = \frac{\chi_c^2}{\chi_c^2} \equiv \Omega_0 \]  \hspace{1cm} (2.21)

An important term of the theory is the effective number of collisions [85]:

\[ \Omega_0 - \Omega(\eta) = \frac{1}{4} (\chi_c \eta)^2 [-\ln(\chi_c \eta) + C] \]  \hspace{1cm} (2.22)

where \( \eta \sim \frac{1}{\chi_c} \) and \( C \) is a constant.

The Molière distribution is given by:

\[ f(\theta)\theta d\theta = \frac{\theta d\theta}{\chi_c^2} \int_0^\Gamma J_0 \left( \frac{\theta \eta}{\chi_c} \right) \exp \left[ -\frac{\eta^2}{4} \left( b - \log \frac{\eta^2}{4} \right) \right] \eta d\eta \]  \hspace{1cm} (2.23)

where \( J_0 \) is the Bessel function,

\[ b = \ln \frac{\chi_c^2}{\chi_c^2} = \ln \Omega_0 - 0.154432, \]  \hspace{1cm} (2.24)

\[ \Gamma = 2 \exp[(b - 1)/2] \]  \hspace{1cm} (2.25)

In the small angle approximation, the connection between the two projected angles in the traverse plane is:

\[ \theta = \sqrt{\theta_x^2 + \theta_y^2} \]  \hspace{1cm} (2.26)

The angles \( \theta_x \) and \( \theta_y \) have the same distribution and the connection between the mean square angles is:

\[ \langle \theta^2 \rangle = 2 \langle \theta_x^2 \rangle = 2 \langle \theta_y^2 \rangle \]  \hspace{1cm} (2.27)

The projected angle \( \theta_x \) follows the distribution [93]:

\[ f(\theta_x) d\theta_x = \frac{d\theta_x}{\pi \chi_c^2} \int_0^\Gamma \cos \left( \frac{\theta_x y}{\chi_c} \right) \exp \left[ -\frac{y^2}{4} \left( b - \log \frac{y^2}{4} \right) \right] dy \]  \hspace{1cm} (2.28)

The Molière distributions in Eqs. (2.23, 2.28) are the sum of a Gaussian core and for other corrective terms that describe the tails. The root mean square of the Gaussian core is given by [85]:

\[ \theta_R \equiv \sqrt{\theta^2} = \chi_c \sqrt{B} \]  \hspace{1cm} (2.29)

where \( B \) is the solution of the relation:

\[ b = B - \log B \]  \hspace{1cm} (2.30)

From Eq. (2.27) the connection between the rms of the space and projected angles is:

\[ \theta_{xR} = \frac{\theta_R}{\sqrt{2}} = \frac{\chi_c \sqrt{B}}{\sqrt{2}} \]  \hspace{1cm} (2.31)
2.3. Molière’s theory

The parameter $B$ of Eq. 2.30 can be approximated with the following formula:

$$B \simeq 1.153 + 1.122 \log \Omega_0$$

where $\Omega_0$ is the total number of collisions of Eq. 2.21.

The distribution function can be expanded in a power series of $B$:

$$f(\theta) = \theta d\theta [f^0(\theta) + B^{-1}f^1(\theta) + B^{-2}f^2(\theta) + ...]$$

(2.33)

The distribution can be rewritten, using the characteristic multiple scattering angle:

$$f(\theta) = \frac{1}{2\pi R^2} \frac{1}{2} [f^0(\theta) + B^{-1}f^1(\theta) + B^{-2}f^2(\theta) + ...]$$

(2.34)

where

$$f^n(\theta) = \frac{1}{n!} \int_0^\infty J_0(\theta u) \exp\left(-\frac{u^2}{4}\right) \left[\frac{u^2}{4} - \log\left(\frac{u^2}{4}\right)\right]^n u du$$

(2.35)

The sum of two terms in Eq. 2.34 will be a good approximated representation of the distribution at any angle.

In particular, the principal contributions are:

- $f^0$ is a Gaussian with a standard deviation indicated by RMS as one can see below:
  $$f^0(\theta) = 2 \exp(-\theta^2) = 2 \exp\left(-\frac{\theta}{\sqrt{2} R}\right)^2$$
  (2.36)

- $f^1$ has the analytical form below
  $$f^1(\theta) = 2e^{-\theta}(\theta - 1)[E_i(x) - \log x] - 2(1 - 2e^{-\theta})$$
  (2.37)

where $E_i$ is the exponential integral function. For larger angles, the function $f^1$ become larger than $f^0$. Indeed, for very large $\theta$, $f^1$ goes into the single scattering law $f^1 = \theta^{-4}$, while $f^0$ decreases exponentially.

The first term of Molière’s distribution represents the core of the distribution, while the extra terms account for the tails of the distribution that are non-Gaussian. In physical terms, the core of the distribution takes into account the small angles process (multiple scattering), while the tails describe the more rare scattering at large angles (single scattering).

2.3.1 Lateral displacement

We have derived a general formula, that allow the passage from angular (Molière theory) to spatial displacement.

The root mean square (rms) $y_M$ of the transverse displacement on a detection
plane at depth \( z \) due to a layer \( dt \) at the depth \( t \) is given by \( (x - t)\theta_{xR} \), where \( \theta_{xR} \) is given by Eq. 2.31.

The angular squared rms is a product of \( \chi_c^2 \), which is of a quantity that depends on the thickness \( z \) and that can be combined in quadrature and of the parameter \( B \), which depends on the thickness in a logarithmic way. The reason of this is due to the dependence between two successive layers, in fact the second layer receives trajectories deflected by the first one (Fig. 2.4). Following Gottschalk [55], we combine in quadrature the \( \chi_c^2 \) contributions and multiply for an average value of \( B \):

\[
y_M = \frac{\chi_w \sqrt{B}}{\sqrt{2p\beta}} \left[ \int_0^z (z - t)^2 (1 - \frac{t}{R})^k dt \right]^{1/2}
\]

(2.38)

where the parameter \( B \) is calculated from Eq. 2.32. The Eq. 2.38 is the relation, that allows the passage from angular to spatial displacement in any depth.

One can find also the lateral displacement outside the target, by replacing the term \( z - t \) in the integrand with \( D - t \), where \( D \) is the detector position.

Figure 2.4: The geometry of the lateral displacement.

The rms obtained in Eq. 2.38 corresponds to the rms of the projection on the measuring plane of the rms \( \theta_{xR} \) of the Gaussian core of the angular distribution. Therefore, the scale factor corresponding of the Fermi Eyges (Eq. 2.13) is:

\[
\frac{z_{exp}}{\theta_{xR}} = \frac{y_M \sqrt{2}}{\chi_c \sqrt{B}}
\]

(2.39)
and permits the passage from the angular to the spatial distribution at thickness $z$. The change of variable is:

$$z_{\text{esp}} = \frac{y}{\theta}, \quad \theta = \frac{y}{z_{\text{esp}}}$$

(2.40)

Therefore the equation of the lateral distribution is:

$$f_M(y) = \frac{1}{\pi \chi_c z_{\text{esp}}} \int_0^\Gamma \cos \left( \frac{y \eta}{\chi_c z_{\text{esp}}} \right) \exp \left[ -\frac{\eta^2}{4} \left( b - \log \frac{\eta^2}{4} \right) \right] d\eta$$

(2.41)

### 2.3.2 Energy loss

Since we will consider long paths in water, we have to modify the basic equation to take into account the energy loss process. The parameter $\chi_c$ and $\chi_\alpha$ depends on the momentum $p$ and $\beta$.

If we indicate as $p(z)$ and $\beta(z)$ the current values at the depth $z$ in the target, $\chi_c$ becomes:

$$\chi_c^2 = \chi_W \frac{1}{p(z)^2 \beta(z)^2} \int_0^z \log \chi_\alpha \left( 1 - \frac{z}{R} \right)^k \, dz$$

(2.42)

To take into account the energy loss in the absorber, we use the empirical Overås formula [103], which gives the value of $p(z)^2$ and $\beta(z)^2$ for a charged particle of incident momentum $p\beta$, after traversing a slab of thickness $z$ [55]:

$$p(z)^2 \beta(z)^2 = p_0^2 \beta_0^2 \left( 1 - \frac{z}{R} \right)^k$$

(2.43)

where $R$ is the range for the particle of incident momentum $p$. The Eq. 2.43 is fairly accurate for many materials of density $\rho$ and radiation length $X_0$ if $k$ is calculated with [104]:

$$k = 1.0753 + 0.12 \exp(0.09\rho X_0)$$

(2.44)

We verified that, with $k = 1.07$, the Eq. 2.43 is accurate for water within 2% compared with the Eq. 2.44.

Taking into account the energy loss, the equation for $\chi_c^2$ becomes:

$$\chi_c^2 = \chi_W^2 \frac{1}{p_0^2 \beta_0^2} \int_0^z \frac{1}{p(z)^2 \beta(z)^2} \, dz = \chi_W^2 \frac{R \left[ (1 - \frac{z}{R})^{1-k} - 1 \right]}{(k-1)p_0^2 \beta_0^2}$$

(2.45)

The logarithm (see Eq.2.22) of $\chi_\alpha$ can be written as:

$$\log \chi_\alpha^2 = \frac{1}{\chi_c^2 p_0^2 \beta_0^2} \int_0^z \log \chi_c^2 \left( 1 - \frac{z}{R} \right)^k \, dz$$

(2.46)
2.3.3 Mixtures and compounds

The Molière’s theory can treat compounds and mixtures, by setting:

\[ c_i = 4\pi N_A \left( \frac{e^2}{\hbar c} \right)^2 (\hbar c)^2 \frac{Z_i^2 z_i^2}{A} \]  

(2.47)

Therefore, the parameters \( \chi_c \) is rewritten:

\[ \chi_c^2 = \sum_i c_i \int_0^x \frac{dx'}{p'^2 v'^2} \]  

(2.48)

and the screening angle \( \chi_\alpha \) becomes:

\[ \log \chi_\alpha^2 = \frac{1}{\chi_c^2} \sum_i c_i \int_0^x \frac{dx'}{p'^2 v'^2} \log \chi_\alpha^2(x') \]  

(2.49)

where \( i \) runs over the number of elementary constituents in the target. The value of \( \chi_{\alpha i} \) is obtained with the replacements:

\[ Z \rightarrow Z_i, \frac{A}{A} \rightarrow f_i \]  

(2.50)

where \( f_i \) is the fraction by weight of all constituent \( i \) in the mixture or compound.

We assume that biological matter is in a good approximation water. Therefore, the calculation of \( \chi_c \) and \( \chi_\alpha \) is made in case of water, substituting by a summation over the constituents.

For the evaluation of \( \chi_c \), we have:

\[ \chi_c^2 = \sum_i \chi_{ci}^2 = \chi_{W}^2 \frac{x}{p \beta} \]  

(2.51)

where \( \chi_{W}^2 \) is:

\[ \chi_{W}^2 = 0.1569 \cdot 10^{-6} x^2 (2Z_H^2 + Z_O^2) \sum_i n_i A_i \]  

(2.52)

The generalization of \( \chi_\alpha \) to water is:

\[ \log \chi_\alpha^2 = \frac{1}{\chi_c^2} \sum_i \chi_{ci}^2 \log \chi_{\alpha i}^2 \]  

(2.53)

where \( \chi_c^2 \) and \( \chi_{ci}^2 \) are defined in Eq. 2.51 and \( \chi_{\alpha i}^2 \) are evaluated with substitution \( Z = Z_H, Z_O \).

Considering the energy loss, the parameter \( \chi_\alpha \) becomes [79]:

\[ \log \chi_\alpha^2 = \frac{1}{\chi_c^2} \frac{0.1569 \cdot 10^{-6} x^2}{A_W} \sum_i \frac{n_i Z_i^2}{p'^2 \beta^2} \int_0^z \frac{\log(\mu_i^2 \chi_{\alpha i}) - \frac{D_i}{Z_i}}{z_i} dz \]  

(2.54)
2.3. Molière’s theory

where \( \mu_i \) is a function of \( \beta(z) \) and \( \chi_{0i} \) is a fraction of \( p(z) \). They can be calculated with \( Z_i = Z_H, Z_O \) and \( \chi_c \) from Eq. [2.45]. The Eq. [2.54] can be evaluated with the Simpson numerical integration with a good accuracy. Since \( \mu_i \) and \( \chi_{0i} \) depend on \( p \) and \( \beta \) separately, we have to calculate them from \( p(z)\beta(z) \), resulting during the numerical integration. Setting \( p(z)\beta(z) \equiv \omega \) and indicate as \( E_z \) the total energy of the projectile, we obtain:

\[
p(z)\beta(z) = \omega = \frac{p(z)^2}{E_z} = \frac{E_z^2 - m^2}{E - z} \rightarrow \]
\[
E_z^2 - \omega E_z^2 - m^2 = 0 \rightarrow E_z = \frac{1}{2} \left( \omega + \sqrt{\omega^2 + 4m^2} \right) \quad (2.55)
\]
\[
p(z) = \sqrt{E_z^2 - m^2} \quad \beta = \frac{p(z)}{E_z} \quad (2.56)
\]

2.3.4 Fano’s correction

Fano corrected the Molière’s theory in order to take into account also that the incident particle is scattered by atomic electrons, considering the screened Coulomb field of the nucleus [105].

For the parameters \( \chi_c^2 \), Bethe replace \( Z^2 \) by \( Z(Z + 1) \), but Fano recommends using Molière’s original definition of \( \chi_c^2 \).

While the screening parameter becomes:

\[
\log \chi_a^2 = \frac{1}{\chi_c^2} \sum_i \chi_{ci}^2 \left( \log \chi_{0i} - \frac{D_i}{Z_i} \right) \quad (2.57)
\]

where \( D_i \) is the Fano correction:

\[
D_i = \log \left( \frac{1130}{Z_i^{4/3} \left( \frac{1}{\beta^2} \right)} \right) + u_i - \frac{\beta^2}{2} \quad (2.58)
\]

where for the water target \( u_H = 3.6 \) and \( u_W = 5.0 \)

Considering the water material, the energy loss and the Fano’s correction, we implement two functions for a calculation of \( \chi_c \) and \( \chi_a \).

2.3.5 Evaluation of Range

The MONET code evaluates the CSDA (Continuous Slowing Down Approximation) range without taking in account Coulomb multiple scattering, energy straggling, delta ray production, nuclear interaction.

The model, starting from characteristic parameters of water \((Z = 10, A = 18\) and \( \rho = 1g/cm^3 \)) and the kinetic energy \((in GeV)\), evaluates the range using the relation [106]:

\[
R = \frac{1}{\rho} A_M Z_M \sum_{n=1}^{4} \alpha_n E_p^n E_k^n \quad (2.59)
\]
where $E_I$ is the mean ionization potential of the medium and $Z_M = 10$ and $A_M = 18$ in water. The mean ionization potential of water used is 77 eV: this value has been obtained by the validation with experimental data. The values of the coefficients $\alpha_i$ and $p_i$ for proton beams are reported in Tab. 2.1.

<table>
<thead>
<tr>
<th>order</th>
<th>$\alpha_i$</th>
<th>$p_i$</th>
<th>$\alpha_i$</th>
<th>$p_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.84690 e-04</td>
<td>0.4002</td>
<td>0.013695</td>
<td>0.937675</td>
</tr>
<tr>
<td>2</td>
<td>2.26769 e-04</td>
<td>0.1594</td>
<td>0.507739</td>
<td>0.934832</td>
</tr>
<tr>
<td>3</td>
<td>-2.46100 e-07</td>
<td>0.2326</td>
<td>-0.0243788</td>
<td>0.912081</td>
</tr>
<tr>
<td>4</td>
<td>1.42750 e-10</td>
<td>0.3264</td>
<td>0.0790533</td>
<td>0.891479</td>
</tr>
</tbody>
</table>

Table 2.1: Parameters used for the range calculation of equation (2.59).

Figure 2.5: Fit of range data of $^4He$ in water from NIST table with expression (2.59).

In the case of Helium beam, we found a good agreement with the NIST table using a Ulmer-Schaffner like parametrization. The value of the coefficients are reported in Tab. 2.1 and the $^4He$ range is plotted in Fig. 2.5.

### 2.3.6 Beam profile

In order to consider realist situations, we have to take into account the beam profile. For this study, we have used Gaussian beam with realist FWHM or a beam size given from the HIT phasespace file for the comparison with the experimental data.
We have assumed that the beam size is given by a Gauss-Rutherford function:

\[ b(y) = \frac{a}{s} \exp \left[ -\frac{y^2}{2s^2} \right] + \frac{b \cdot c}{(y^2 + c)^2} \]  

(2.60)

where \( a \) and \( s \) are amplitude and sigma of Gaussian and \( b \) and \( c \) are amplitude and parameter of Rutherford hyperbole. For the evaluation of beam profile, the parameters are obtained by a fit to FLUKA simulation: we simulate the particles in a geometry in which we substitute water region with vacuum, to take into account only the beam divergence. The FLUKA output is analyzed at every thickness of interest to obtain through a fit of lateral profile the parameters of Eq. 2.60. The observed lateral profile in the presence of a measurable beam profile is given by the convolution between the distribution of Eqs. 2.41-2.60.

\[ F(y) = f_m(y) \times b(y) = \int f(t)b(y-t)dt \]  

(2.61)

All the equations are assembled in a main program that calculates the complete analytical model (without any free parameters) for the electromagnetic interaction that represents the core of the lateral distribution.

### 2.3.7 Molière’s theory implementation

We have implemented the Molière’s theory in a complete analytical model. The structure of the model consists of the following steps:

1. The kinetic energy (expressed in \( GeV \)) and the water thickness \( z \) are the input variables and are assigned. The momentum \( p \) and \( \beta \) are evaluated with standard formulae.

2. The parameter \( \chi_c \) is calculated for water molecule, considering the correction for the energy loss.

3. The parameter \( \chi_\alpha \) is evaluated in case of water target, using the correction for the energy loss.

4. The parameter \( b \) and \( B \) are calculated from Eqs. 2.30-2.32.

5. The displacement \( z_{esp} \) is calculated.

6. The beam profile is evaluated by the convolution of the lateral displacement and a Gauss-Rutherford.

7. The total distribution \( f(y) \) is calculated and describes the electromagnetic core of the total lateral beam profile.
2.4 From 1D to 2D lateral distribution

In the MONET code, we have considered the 1D lateral projections employed usually in dose calculations, because this approach simplifies both the mathematics of the algorithms, the fit of nuclear contribution and the convolution of the lateral distribution with any initial beam profile. At the end of the calculations, the connection between the joint distribution \( f(x, y) \) and the projections \( f_x(x) \) and \( f_y(y) \) along two arbitrary orthogonal axes is important. For two independent random variables the joint distribution is simply given by the factorization theorem:

\[
f(x, y) = f_x(x)f_y(y)
\]  

In probability theory, a well known result is that if two random variables are independent, then they must be uncorrelated, i.e. they must have null covariance. The opposite is generally true only for Gaussian distributions. In general the property factorization (2.62) is valid only for some choice of the orthogonal axes. When it is valid for an arbitrary choice of axes in the presence of circular symmetry, a not very well known theorem states that the variables \( X \) and \( Y \) are necessarily Gaussian \([80]\). Therefore, for any non Gaussian joint density \( f(x, y) \), \( X \) and \( Y \) are necessarily dependent. This fact has important consequences for the analytical treatment of multiple scattering theories and the inclusion of nuclear interaction with a Cauchy-Lorentz function (Eq.2.72): since the lateral distribution is not Gaussian, the factorization property of equation (2.62) does not hold. In effect, it can be shown in \([107]\) that the projected angles \( \theta_x \) and \( \theta_y \) in multiple Coulomb scattering theories are uncorrelated, but not independent.

To overcome this problem, the most common solution is to keep using Gaussian profiles, adding two or more Gaussian to approximate the lateral distribution, as shown in \([67]\) for different parametrizations, and this is indeed the preferred choice also for many Treatment Planning Systems algorithms to reconstruct the joint transverse distribution from the projected ones \([72]\). In fact, only for Gaussian variables the sets of dependent and correlated variables and of independent and uncorrelated variables coincide.

Since in the MONET code, we use projected distribution from the lateral profile, we have to find a connection with the joint distribution different from (2.62). This is possible taking advantage of the circular symmetry of the problem and of a theorem of Papoulis.

2.4.1 Papoulis’s reconstruction algorithm

The Papoulis method \([80]\) can be applied in case of distributions with circular symmetry \([108]\). Let us consider a normalized distribution \( f(x, y) \) in the \( x - y \) plane with circular symmetry, i.e. such that in polar coordinates one can write:

\[
f(x, y) = \hat{f}(r) , \quad r = \sqrt{x^2 + y^2}
\]  
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The marginal distribution \( f_x(x) \) corresponding to \( f(x, y) \) is:

\[
f_x(x) = \int_{-\infty}^{\infty} f(x, y) dy = \int_{-\infty}^{\infty} \hat{f}(r) dr = 2 \int_{0}^{\infty} \hat{f}(\sqrt{x^2 + y^2}) dy \tag{2.64}
\]

The equation Eq. 2.64 is the definition of the projection operator that transforms \( \hat{f}(r) \) into \( f_x(x) \) by preserving the normalization.

The important fact is that the relation can be inverted to obtain the joint distribution \( \hat{f}(r) \) from the marginal \( f_x(x) \), under the essential hypothesis of circular symmetry. The procedure is described in Papoulis [80] and Amsel [108]. Hereafter, we recall the main steps.

One starts with the definition of the function:

\[
h(r) = \int_{-\infty}^{\infty} f_x(\sqrt{t^2 + r^2}) dt = \int_{-\infty}^{\infty} \hat{f}(\sqrt{t^2 + r^2 + y^2}) dy dt \tag{2.65}
\]

where the last term comes from equation (2.64). Transforming in polar coordinates \((t = \rho \cos \theta, y = \rho \sin \theta)\), we have:

\[
h(r) = 2\pi \int_{0}^{\infty} \hat{f}(\sqrt{r^2 + \rho^2}) \rho d\rho \tag{2.66}
\]

With the substitution \( v^2 = r^2 + \rho^2 \) one obtains:

\[
h(r) = 2\pi \int_{r}^{\infty} \hat{f}(v) v dv \tag{2.67}
\]

Finally, using the Leibniz rule of differentiation under the integral sign, the final formula can be written:

\[
\hat{f}(r) = -\frac{1}{2\pi r} \frac{dh(r)}{dr} \tag{2.68}
\]

In the MONET implementation, the derivative is calculated numerically with the cubic spline and the point at \( r = 0 \) is obtained as the limit from the neighboring points at the right.

The equations (2.65, 2.68) define the recipe to go from non Gaussian projections \( f_x \) and \( f_y \) to the 2D distribution \( \hat{f} \) with cylindrical symmetry. In our case, the projected distributions will be used to fully represent the lateral distribution, including the multiple scattering and the nuclear interactions and the equations 2.65 2.68 will be used for the reconstruction of the radial distribution, starting from \( f_x \).

2.5 Comparison between Fermi-Eyges and Molière theory

We compared the distributions of the two theories [109] using as a benchmark the Monte Carlo results from the FLUKA code [110] which is often used as a
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reference in hadrontherapy \[111\] and gives results in very good agreement with data \[79\].

The FLUKA code treats multiple Coulomb scattering with a very detailed implementation of the Molière theory \[112\] the user provides the characteristics of projectile and material and the code guarantees that the result is always within the limits of validity of the theory. In the following analysis all the nuclear interactions have been switched off in FLUKA, since we are analyzing only the EM part of the interaction. For the simulations, we used the default settings for multiple scattering and the generally recommended settings for hadrontherapy (HADROTHE). The score quantity is the energy deposition in water, using a mesh of 1 mm size. The statistics used in the simulation involved \(10^7\) primaries, in 10 batches of \(10^6\) histories each. The version of the FLUKA code used is 2011.2c.5.

The Fermi-Eyges distributions were obtained with Eq. \[2.5\] \[2.8\] because the results differ by about 5% from those of Eq. \[2.5\] \[2.9\] but are closer to the FLUKA curve.

![Figure 2.6: 150 MeV proton pencil beam (range 15.8 cm): projected distribution (left) and radial one (right) at 11 cm water depth.](image)

In Fig. \[2.6\] we have reported the em lateral and radial displacement distributions for 150 MeV protons in water, showing the very good agreement between FLUKA and the Molière distributions. The Fermi-Eyges Gaussian does not fit well the tail of the distributions. In this case there is coincidence between the radial distribution obtained with the original Molière equation (equation (A.8) of Bellinzona paper \[79\] rescaled with \(z_{esp}\)) and the distribution \[2.41\] transformed with equations \[2.65\] \[2.68\]. These equations become the only way to pass from the lateral 1D to the radial distribution, when the Molière lateral distribution is convolved with the beam profile. This is shown in Figure \[2.7\] where the lateral projections are the result of the convolution
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Figure 2.7: 150 MeV proton Gaussian beam ($\sigma = 0.4$ cm, range 15.8 cm): projected distribution (left) and radial one (right) at 15 cm water depth.

with a Gaussian beam profile ($\sigma = 0.4$ cm) and the radial distributions are obtained with equation (2.62) (Fermi-Eyges) and (2.65, 2.68) (Molière).

In Fig. 2.6-2.7 the Fermi-Eyges distributions have been scaled to same maximum of the Molière ones for the comparison. Concerning the e.m. interaction, we see in figures 2.6 and 2.7, that the agreement between FLUKA and the Molière distributions is good over more than $10^{-4}$, a remarkable result.

This is not obvious in principle, even if FLUKA is based on the Molière theory, because we calculated analytically the profile at a given depth taking into account the energy loss, whereas FLUKA proceeds in small steps.

A comparison between Molière distribution, FLUKA and MCNP6 is shown in [79]. FLUKA uses a transport algorithm based on Molière’s theory, taking into account the correlations between scattering angle and path length corrections [112] [113] [110]. The comparison with MCNP is important because it is based on Goudsmit-Sanderson’s theory [94] [114]. In Figure 2.8, the comparison has shown that the prediction of MONET code is in good agreement with both simulations. Therefore, we can say that, concerning the electromagnetic interactions, MONET has the same predictive power as the MC codes.

The extension of Molière’s theory in case of different material and the comparison with Fermi Eyges [109] are shown in Appendix A. Also in case of heterogeneous stack, the Molière distribution is more accurate than the Fermi Eyges Gaussian.

In conclusion, we have shown that the Molière theory has the same capa-
2.6 Nuclear interactions

Sometimes, the particle beam can have a collision with a nucleus, producing secondary particles in motion. These secondaries tend to have lower energies and much larger angles than primary particles. Obviously, the electromagnetic interactions dominate for light ion beam, but the nuclear interactions are not negligible. For scattering, mathematical and well validated theories exist, but the nuclear interactions are harder to model than scattering or stopping. The
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lateral beam profile is significantly influenced by this process, that produces long tails of the distribution (Fig. 2.9).

The analytic calculation of the nuclear contributions is a too difficult task and a Monte Carlo approach is still very time consuming: therefore many empirical parametrizations for the nuclear halo are available in literature. Among these it is worth mentioning the approach of Soukup et al. [99] that describes the nuclear halo tails with a modified Cauchy-Lorentz function, the work of Li et al. [115] and the recent review by Gottschalk et al. [116].

The Molière’s theory developed in the previous section 2.3 takes into account only the electromagnetic interactions and nuclear interactions are not calculated. At therapeutic energies, the effects of nuclear interactions play an important role because they produce a widening of the lateral profile. For the implementation of the nuclear interactions in the MONET code, the primary particle weights are evaluated by studying the attenuation of a beam in water. After this step, the parametrization of the tail of lateral profile is added.

2.6.1 Attenuation

When large thicknesses are involved, the nuclear interactions give a contribution to the deposited energy that can be estimated as about 1% [106] and 2% [69] per cm of water depth for proton and Helium beams respectively. This factor accounts for the primary particles fluence decrease and describes the
interactions, that also affect the tails of the lateral distribution.

For protons a formula for the fraction \(W_p\) of particles of incident kinetic energy \(E_k\) and range \(R\), at a certain water thickness \(z\), that undergo only electromagnetic interactions is given by [106]:

\[
W_p = \frac{1}{2} \left[ 1 - \left( \frac{E_k - E_{th}}{m} \right)^f \frac{z}{R} \right] \left[ 1 + \text{erf} \left( \frac{R - z}{\tau} \right) \right]
\]  

(2.69)

where \(\text{erf}\) is the error function, \(f = 1.032\), \(m\) is the proton mass in MeV, \(E_{th} = 7\) MeV is the \(^{16}\text{O}\) threshold energy for \((p,p')\) reaction. The parameter \(\tau\) takes into account the range variation due to straggling along the beam path and can be parameterized as in [106]. Therefore, the nuclear interaction weight is represented by the fraction \((1 - W_p)\).

For Helium beams, I performed a detailed study of attenuation of primary particle using the results of the simulations and experimental data [25]. With FLUKA, I have evaluated the decrease of fluence as a function of depth for each energy analyzed. The attenuation curves are fitted using an error function multiplied by a linear parametrization:

\[
W_p = (\alpha z + \beta) \times \text{erf} \left( \frac{R - z}{\gamma} \right)
\]  

(2.70)

where \(z\) is the depth in water, \(R\) is the range evaluated using the Eq. 2.59 and \(a, b\) and \(c\) are the free parameters.

The linear parametrization describes the initial part of the attenuation, while the error function represents the decrease to almost zero in the correspondence of the Bragg peak.

Good results are obtained by a best fit with the value of parameters \(\beta\) and \(\gamma\) fixed (\(\beta = 1\) and \(\gamma = 0.1\)). The values of the parameter \(\alpha\) for the different energies are reported in Table 2.2: the negative values are justified by the decrease of primary particles.

<table>
<thead>
<tr>
<th>(E(\text{MeV/u}))</th>
<th>100</th>
<th>150</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha)</td>
<td>-0.26</td>
<td>-0.22</td>
<td>-0.19</td>
</tr>
</tbody>
</table>

Table 2.2: The values of the parameter \(\alpha\) for the attenuation of \(^4\text{He}\) ions.

The fit results of the attenuation are reported in Fig 2.10 where the agreement between the simulation and model is good (2%) for the analyzed energies. In the case of \(^4\text{He}\) of 200 MeV/u, a comparison with the experimental data [25] are performed: there is a good correspondence between the data and the model (see bottom part of Fig 2.10).
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Figure 2.10: The attenuation curve of $^4He$ ions as a function of depth. The attenuation curve obtained with FLUKA are reported in blue line and the results of fit with Eq. 2.70 is in red line. The energy analyzed are: (top) $E=100$ MeV/u, (middle) $E=150$ MeV/u and (bottom) $E=200$ MeV/u. For 200 MeV/u, the experimental data (green bullet point) and the error estimates (yellow band) from [25] are added for the validation of the curve.
2.6.2 Nuclear parametrization

Concerning the MONET code, once we evaluated the nuclear contribution, we add a parametrization to the curve of the analytical model.

The nuclear effect is well approximated by a Lorentz-Cauchy formula [99] [115]:

\[
t(y) = \frac{1 - A \exp \left[-\frac{y^2}{2b^2\sigma^2}\right]}{\pi b \left(\frac{y^2}{b^2} + 1\right)}
\]

(2.71)

where the free parameters are the amplitude \(A\), the half width half maximum (HWHM) \(b\) and the variance \(\sigma^2\).

In this way, the total normalized distribution for the lateral profile is given by:

\[
f(y) = W_p f_M(y) + (1 - W_p) \int_{-\infty}^{\infty} t(y) dy
\]

(2.72)

Both \(f_M(y)\) and \(t(y)\) are normalized to unit area, in order to conserve the significance of probability lateral distribution.

The free parameters \(A\), \(b\) and \(\sigma\) of Cauchy-Lorentz function have been obtained by a fit to FLUKA simulation with the nuclear interactions switched on. During the fit study, we have found that good results were obtained with the variance fixed (\(\sigma = 1\)).

In conclusion, for the lateral profile in water, we have implemented a complete model both for protons and for \(^4\text{He}\) beams, that considers the electromagnetic interactions (Molière’s theory) and nuclear fragmentation with a parametrization (Lorentz-Cauchy formula).

2.7 Results

In this section, the results of the total lateral profile of proton and \(^4\text{He}\) beam are reported. I have analyzed three different energies (100, 150 and 200 MeV/u) at different depths and the MONET results are compared with FLUKA simulations. Subsequently, the radial reconstruction for the total lateral profile of protons and \(^4\text{He}\) ions are shown.

2.7.1 Proton beam

A selection of the obtained results for proton beams of different energies at two depths each are shown in Fig. 2.11.

In any analyzed case, I find a general good agreement with the FLUKA simulations within 1%. For 100 MeV at 7 cm, the model seems to overestimate the MC distribution at large lateral distance (note the log scale), but in most
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Figure 2.11: Lateral distributions of proton beam in water at a different depth. Top: $E=100$ MeV at $z=4$ (left) and $z=7$ (right) cm. Middle: $E=150$ MeV at $z=7$ (left) and $z=15$ (right) cm. Bottom: $E=200$ MeV at $z=15$ (left) and $z=25$ (right) cm.
of cases the agreement is very good.

In order to compare the predictions of the model to a realistic situation of proton beam broadening in water, we used experimental data acquired at the HIT Heidelberg Ion Beam Therapy Center [51]. These dosimetric measurements were performed in a water phantom with entrance window at the treatment isocenter, using a special arrangement of 24 PinPoint ionization chambers (PTW Freiburg, type 31015, 0.030 cm$^3$ active volume) with six rows of four chambers aligned in lateral offset patterns (in beam-eye view) not to shadow each other, and controlled by a step motor. Lateral profiles were sampled at different depths in water by repeated acquisitions at horizontally shifted positions of the detector block for irradiation of a vertically scanned line pattern of 10 cm length and 1 mm scanning step size. The errors on the data range from 2% to 15%, going from the high dose points to the lowest dose regions. More details of the experimental setup can be found in Schwaab et al. [51].

The comparisons shown in [79] refer to initial beam energies of 81.49 MeV and 158.58 MeV and to beam sizes of 17.55 and 10.7 mm FWHM in air at the isocenter.

In Figure 2.12 the experimental data are compared with the FLUKA simulation and the calculation of the model. In the comparison between model and data, the detector effect that should be considered. This effect can be taken into account through the parabolic
normalized resolution function \( [51] \):

\[
S(x) = \frac{2}{\pi R^2} \sqrt{R^2 - x^2} \quad \text{when} \quad x < R, \ 0 \text{ otherwise},
\]

where \( x \) is the lateral position and \( R \) is the effective detector radius, quoted as \( R = 0.145 \text{ cm} \). To correct these effects, we convolute this function with model distributions, resulting after the convolution with the beam. The inclusion of detector size does not significantly modify the agreement with data.

We have found that in any case FLUKA and the MONET calculations agree very well, and that the agreement with the measurement data is good.

### 2.7.2 Helium beam

The results for \(^4\text{He}\) beams of energies (100, 150 and 200 MeV/u) are shown in Fig. 2.13. In any analyzed case, we find a general good agreement with the FLUKA simulations within 1\%. At low energy (100 MeV), the model seems to overestimate the MC distribution at large lateral distance, but with increasing energy and depth, the agreement improves considerably.

A further comparison between our model and the parametrization currently used in hadrontherapy is shown in Appendix 3. The results show that MONET\(\alpha\) are equivalent or even better and require a smaller number of free parameters than the other methods.

### 2.7.3 Radial distributions

The 2D reconstruction corresponding to the projected profile of figure 2.14-2.15 (left) is shown in figure 2.14-2.15 (right) respectively. The results of equations 2.65-2.68 are compared with the radial distribution obtained with FLUKA simulations and the agreement is about 2\%.

In conclusion, the model’s calculations agree very well with simulation in the case of protons and \(^4\text{He}\) beams at therapeutic energies.

### 2.8 Conclusions

This chapter are presented an accurate model for the lateral profile based on Molière theory for the multiple Coulomb scattering and a Cauchy Lorentz function for the nuclear interactions.

The model calculates the lateral profile considering the projected distribution. This choice is due to many reasons: in particular, the convolution with beam size and the fit of nuclear contributions are simpler to evaluate. With the
Figure 2.13: Lateral distributions of $^4\text{He}$ beam in water at a different depth. Top: $E=100$ MeV/u at $z=4$ (left) and $z=7$ (right) cm. Middle: $E=150$ MeV/u at $z=7$ (left) and $z=15$ (right) cm. Bottom: $E=200$ MeV/u at $z=15$ (left) and $z=25$ (right) cm.
2.8. Conclusions

Figure 2.14: Lateral distributions (left) and radial distributions (right) for 150 MeV protons in water at a depth $z = 11$ cm.

Figure 2.15: Lateral distributions (left) and radial distributions (right) for 150 MeV/u $^4$He beam in water at a depth $z = 11$ cm.

implementation of Papoulis algorithm, MONET is able to reconstruct the 2-dimensional lateral distribution, starting from the projected one. A comparison with the results of Fermi Eyges theory has been also presented to underline the better accuracy of the Molière distribution and the novelty of our approach.

The tails of the lateral distribution due to nuclear interactions are well described by the Cauchy Lorentz function with only two free parameters, obtained with a fit of FLUKA calculations.

The comparison with FLUKA, at three different energies and different depths, shows an agreement between MONET and MC simulations.

Therefore, MONET is able to reproduce the lateral distribution of protons
and $^4He$ beams in water, with the same order of accuracy as MC methods, but with shorter computation time.
Chapter 3

The Longitudinal Profile

In hadrontherapy, the knowledge of depth-dose curves, or Bragg curves, is a fundamental prerequisite for the evaluation of the dose in the treatment plan of a patient. The MONET code provides an accurate model of the Bragg curve that has a physical basis and is valid for therapeutic energies that could compete with Gaussian models or with MC codes for validation studies even in the clinical practice.

3.1 Physical processes

The range of a hadron depends on its energy and this effect is at the heart of therapy with protons and ions. As a heavy charged particle moves through the patient medium, it loses energy and consequently its stopping power and ionization effects change. In particular, the stopping power increases with the decreasing of the residual energy of the particle. Therefore as the particle loses energy, it causes more ionization until it reaches the highest point of ionization at the Bragg peak. After the Bragg Peak, the particles have lost almost all of their energy and are neutralized by attracting electrons from the surrounding atoms.

The longitudinal profile is characterized by three processes:
- Energy loss;
- Straggling;
- Nuclear interactions;

and the single contribution of all these interactions is shown in Fig. 3.1.

3.1.1 Energy loss

The longitudinal dose profile is mainly determined by the stopping process of projectile due to inelastic collisions with the atomic electrons.
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Figure 3.1: Total energy deposition for proton beam of 150 MeV from [57]: the total dose distribution (solid line), the contributions from Coulomb (× bullets) and inelastic nuclear interaction (○ bullets) are shown.

In these collisions, the energy is transferred from the particle to the atom causing ionization or excitation of the latter. The maximum energy transferred in each collision is generally a very small fraction of the initial kinetic energy; however, in dense material as water, the number of collision per unit path length is so large, that a substantial cumulative energy loss is observed.

3.1.2 Straggling

The statistical nature of the energy loss process must also be taken into account, due to the high number of collisions for energies and thicknesses typical of hadrontherapy.

The details of the microscopic interactions undergone by any specific particle vary randomly and the energy loss is a stochastic process. In fact, due to this statistical effect, a monoenergetic beam of incident particles gets a finite width in its energy distribution as it travels through the material. This is called range straggling or energy straggling if we focus on fluctuations in energy loss rather than range.

Due to the straggling, the shape of the longitudinal profile changes specially at the end of the particle track: the Bragg peak is less sharp and the curve has a small tail at the end. The straggling effect is shown in Fig. 3.2 with reference to the curve obtained considering only the energy loss processes.
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3.1.3 Nuclear interactions

In the evaluation of the longitudinal profile, nuclear interactions play an important role by reducing the fluence of the primary particles. Due to nuclear reactions particles are removed from the electromagnetic peak and their secondaries deposit their energy upstream. Another effect of the nuclear interactions is a small buildup of nuclear fragments in the entrance region. After the end of the nozzle, the beams travel in air, where the nuclear secondaries are few, due to the low density of the medium. The nuclear interactions increase as soon as the beam hits the patient, but the equilibrium situation is reached after few centimeter (the characteristic range of secondary particles). Therefore, nuclear interactions increase in the entrance region and decrease near the peak.

When a projectile hits a target nucleus, light particles are promptly emitted and an excited projectile and an excited target are formed. These excited nuclei decay through consecutive light particle emissions (evaporation process) or by a prompt break-up (fragmentation process).

Nucleus-nucleus collisions have two main effects. The first one is the disappearance of the projectile since the collision will change its nature. As a consequence, the projectile will not deposit its energy up to the Bragg Peak. The second effect is the secondary particle production. These fragments will be smaller, but with a velocity close to velocity of the projectile. Because of the $A/Z^2$ scaling of the range for particles with the same velocity, these fragments will deposit their energy at penetration depths beyond the projectile Bragg Peak.

The inelastic nuclear interaction give rise to different kinds of charged particles
(protons, deuterons, alpha particle and heavier nuclear fragments) as well as uncharged particles (gamma rays and neutrons). The charged particles impart all energy locally whereas the uncharged particles can escape to the target region and release energy in the normal tissue.

**Proton beam**

For proton beams, only target fragmentation is possible. The electromagnetic interactions of protons dominate, but nuclear reactions are not rare enough to be neglected.

At the energies typical of hadrontherapy, the possible secondaries from nonelastic reactions are protons, neutrons, $\gamma$ rays, heavy fragments such as $\alpha$ and the recoiling residual nucleus. Heavy fragments other than $\alpha$ are in fact quite rare. The most probable nuclear reaction for a proton beam in water are [106]:

1. $\text{p} + ^{16}_{8}O \rightarrow \text{n} + ^{16}_{9}F$
2. $\text{p} + ^{16}_{8}O \rightarrow \text{n} + \text{p} + ^{15}_{9}O$
3. $\text{p} + ^{16}_{8}O \rightarrow \text{p} + \text{p} + ^{15}_{7}N$
4. $\text{p} + ^{16}_{8}O \rightarrow \alpha + ^{13}_{7}N$
5. $\text{p} + ^{16}_{8}O \rightarrow \text{d} + ^{15}_{8}O$
6. $\text{n} + ^{16}_{8}O \rightarrow \text{p} + ^{16}_{7}N$
7. $\text{n} + ^{16}_{8}O \rightarrow \text{n} + \text{p} + ^{15}_{7}N$

where reactions 6 and 7 result from 1 and 2. All types of $\beta^{+}$ decay produce one $\gamma$ of energy in the order $0.6 - 1\text{MeV}$ and their half mean life varies between few second to minutes.

An example of the secondary particles yield in percentage is shown in Tab.3.1. The results are obtained by a Monte Carlo simulation [117].

<table>
<thead>
<tr>
<th></th>
<th>p</th>
<th>d</th>
<th>t</th>
<th>$^3\text{He}$</th>
<th>$\alpha$</th>
<th>Recoils</th>
<th>n</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.57</td>
<td>0.016</td>
<td>0.002</td>
<td>0.002</td>
<td>0.029</td>
<td>0.016</td>
<td>0.2</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Table 3.1: Fragments produced by 150MeV proton beams on $^{16}O$ target.

**Helium beam**

Helium has a unique structure: it is a double magic nucleus, a bound system with a high binding energy. Therefore, the $^4\text{He}$ ions suffer less projectile fragmentation than $^{12}\text{C}$ ions.

The depth dose profile of $^4\text{He}$ is characterized by a tail behind the Bragg peak.
3.2. MONET implementation

At therapeutic energies, the secondaries are the hydrogen isotopes: protons, deuterons and tritons and neutrons, with similar penetration depth. The reaction channels for $^4\text{He}$ with Hydrogen are [75]:

- $^4\text{He} + p \rightarrow ^2\text{H} + ^3\text{He}$
- $^4\text{He} + p \rightarrow p + p + ^3\text{H}$
- $^4\text{He} + p \rightarrow p + n + ^3\text{He}$
- $^4\text{He} + p \rightarrow p + ^2\text{H} + ^2\text{H}$
- $^4\text{He} + p \rightarrow p + p + n + ^2\text{H}$
- $^4\text{He} + p \rightarrow p + p + p + n + n$

Due to nuclear fragmentation, the $^4\text{He}$ ions decrease with increasing depth and the $^3\text{He}$ ions increase reaching the maximum in the correspondence of the Bragg peak. The hydrogen isotopes have a broad energy distribution, but their dose contribution is smaller than that of $^4\text{He}$ primary particles, as the small size of the tail indicates.

3.2 MONET implementation

In the following, the formulas proposed are valid for therapeutic energies (50-220 MeV for protons and 50-250 MeV/u for Helium beams) in water. Any physical processes is benchmarked with FLUKA: in the Monte Carlo simulation, the physical process can be easily switched on or off and this is an important tool for the verification of our formulas. No reference is made to experimental data since FLUKA for protons and Helium beam [118] [77] in water is already validated, as testified by its use in different facilities like HIT or CNAO.

3.2.1 Energy loss computation

For the evaluation of the mean energy loss, the only information needed are the initial energy and the corresponding range, that can be easily calculated with the accurate formula (Eq. 2.59).

In the MONET code, the evaluation of the average energy loss is based on 2.43:

$$ p(z)^2 \beta(z)^2 = p^2 \beta^2 (1 - \frac{z}{R})^k $$

(3.1)

where $R$ is the CSDA range for incident particle of momentum $p$ and velocity $\beta$, $p(z)$ and $\beta(z)$ are the momentum and velocity of the particle at the depth $z$ and $k = 1.07$ in water. Since $p\beta$ can be written as:

$$ \frac{p}{E} = \frac{E_T^2 - m^2}{E_T} $$

(3.2)
where $E_T$ is the total energy ($E_T = E_k + m$, $E_k$ kinetic energy), the equation [3.1] can be rewritten:
\[
\frac{E_k^2 + m^2 + 2mE_k - m^2}{E} = \frac{E_k^2 + 2mE_k}{E_k + m} = p\beta \left(1 - \frac{z}{R}\right)^{k/2} \equiv F(z) \quad (3.3)
\]
Solving the quadratic form, we obtain the expression of the kinetic energy as a function of depth $z$:
\[
E_k(z) = -m + \frac{F(z)}{2} + \sqrt{m^2 + \frac{F^2(z)}{4}} \quad (3.4)
\]
Equation Eq. 3.4 is valid both for proton and Helium beams, considering the initial energy of the beam and the different range evaluation.

### 3.2.2 Straggling computation

For a complete description of the longitudinal profile, we have also considered the statistical variations in the energy lost by the incident particle the so called straggling.

A good approximation for the straggling is given by a Gaussian distribution around the mean depth $\bar{z}$. The energy deposited can be obtained by the convolution of the analytical dose (Eq. 3.4) with a Gaussian function [53] of standard deviation $\sigma(\bar{z})$:
\[
\hat{E}_k(z) = \int_{0}^{R} E_k(\bar{z}) \frac{e^{-(z-\bar{z})^2/2\sigma^2(\bar{z})}}{\sqrt{2\pi\sigma(\bar{z})}} d\bar{z} \quad (3.5)
\]
Since the longitudinal profile is extremely flat until the end, only the last part including the Bragg peak will be significantly affected by a convolution.

For **protons**, in the MONET code we have computed the convolution numerically, using the approximation found in [106]:
\[
\bar{\sigma} \approx 0.012R^{0.935} \quad (3.6)
\]
In the case of **Helium beam**, the energy deposition with straggling is evaluated by a convolution with a Gaussian of $\sigma(\bar{z})$:
\[
\bar{\sigma} \approx 0.012R^s \quad (3.7)
\]
where the $s$ values are tuned on the FLUKA depth dose profile including straggling.

In Fig. 3.3 the straggling value $s$ scale with energy with a simple polynomial function:
\[
s = \sum_{i=0}^{2} a_i E^i \quad (3.8)
\]
3.2. MONET implementation

Figure 3.3: The parameter $s$ as a function of energy: the parameters are fitted with polynomial function.

### 3.2.3 Nuclear interactions evaluation

To complete the longitudinal dose profile, also the nuclear contributions due to secondary particles and fragments are included in the MONET calculation.

For proton beams, the expression of the deposited energy becomes:

$$f_z(z) = W_p \hat{E}_k(z) + (1 - W_p) E_N(z)$$  \hfill (3.9)

where the first term represents the energy deposition of the primary particles and the second is the contribution of nuclear interactions. The electromagnetic and nuclear contribution are weighted for the primary particle weight and for the nuclear contribution respectively, according to Eq. 2.69.

To the electromagnetic contribution, the nuclear interaction is added with a simple model that requires two free parameters to be adjusted at each energy. The energy deposited by the nuclear fragments $E_N(z)$ is added using a linear parametrization, according to [57]:

$$E_N(z) = a'(E)z + b'(E)$$  \hfill (3.10)

where the coefficients $a'$ and $b'$ are obtained by fitting the FLUKA results in the presence of the nuclear interactions.

Also in the case of Helium ions, the nuclear interactions are described with a linear parametrization weighted for the nuclear contribution $(1 - W_p)$. The evaluation of $W_p$ is done using Eq. 2.70 and the values of the parameters reported in Table 2.2. In addition to the proton case, there is however an important contribution to the dose beyond the Bragg peak, due to nuclear fragmentation.
3.2.4 Fragmentation tail

The fragmentation of $^4\text{He}$ ions in the target leads a tail after the Bragg peak. In the case of proton beams, this effect is negligible. A preliminary study of the tail of $^4\text{He}$ ions in water is performed here. The depth dose curve from FLUKA simulations are analyzed, focusing in the few centimeters after the peak.

The description of this contribution is based on the search of practical range, following the approach of [81]. The practical range $R_p$ is defined as the depth corresponding to the intersection point between the tangent at the inflection point of the descending part of the depth dose profile and the exponentially extrapolated fragmentation tail (Fig. 3.4).

![Figure 3.4: Practical range $R_p$ from [81]: the tangent at the inflection point and the exponentially extrapolated background dose of fragments.](image_url)

To include the $^4\text{He}$ fragmentation tail, we consider:

- before the practical range: the tangent at the inflection point
- after the practical range: the exponential tail

in the calculation of energy deposition. Therefore the total energy deposition for $^4\text{He}$ ions is given by:

$$ f_z(z) = \begin{cases} 
W_p \hat{E}_k(z) + (1 - W_p)(a'z + b') & 0 < z < R \\
W_p \hat{E}_k(z) + (1 - W_p)(a'z + b') & R < z < R_p \\
\exp(p_0 + p_1z) & z > R_p
\end{cases} \quad (3.11) $$
where $m$ and $q$ are the parameter of the tangent at the inflection point and the $p_0$ and $p_1$ the parameters of the exponential fit of the tails. The modelization of the fragmentation tail of $^4He$ is validated with FLUKA simulations and the agreement is good.

### 3.3 Results: Proton beam

Here, a benchmark with FLUKA simulations of the formulas for the energy loss, straggling and nuclear interaction for proton beams in water is presented.

#### 3.3.1 Energy loss

The new formula implemented in MONET for the evaluation of average energy loss Eq.(3.4) is similar to the relation already published:

$$E_k'(z) = E_k(0) \left(1 - \frac{z}{R}\right)^{1/p} \quad (3.12)$$

where $E_k(0)$ is the initial beam energy and $p = 1.77$ in water, which has been verified to be in agreement with data within the measurement errors for various energies and media [53] [81].

In Fig. 3.5, the comparison of the Bragg curve from FLUKA with those from Eqs. 3.4 and 3.12 are reported. I have analyzed different therapeutic energies and our formula Eq. 3.4 is in good agreement with FLUKA simulations within 1%.

Figure 3.5: Bragg curves calculated with equations (3.4) and (3.12) compared with FLUKA simulations for three different energies (100, 150, 200 MeV).
3.3.2 Straggling

The validation of Eq. 3.5 for the straggling effect has been performed including the straggling in the FLUKA simulations. The result is shown in Fig. 3.6, where the agreement with MC calculation is still good (1%).

![Figure 3.6: Bragg curves including straggling effects for $E = 100, 150, 200$ MeV.](image)

3.3.3 Total energy loss

The total energy deposition from Eq. 3.9 including the nuclear interaction is compared with FLUKA in Fig. 3.7. By looking at the plot in Fig. 3.7, we see a good agreement within 1% of the MONET calculation with FLUKA for all energies up to 150 MeV. These results are very sensitive to the CSDA range value. In Fig. 3.6 we can see that, above 150 MeV, the agreement with the FLUKA simulation is not very good: the difference on the Bragg Peak is about 7%. Therefore, in the final curve of Fig. 3.7 we increased linearly the CSDA range by $3\%$ for 200 MeV.

The corresponding parameters of the nuclear contribution $a$ and $b$ as a function of energy are reported in Fig. 3.8. The parameters of Eq. 3.10 scale with energy with a simple polynomial function given by:

$$a'(E) = \sum_{i=0}^{3} a_i' E^i, \quad b'(E) = \sum_{i=0}^{3} b_i' E^i$$  

(3.13)

where the values of the coefficients $a_i'$ and $b_i'$ are those reported in the plots. These parameters allow the immediate calculation of the full dose longitudinal
3.3. Results: Proton beam

Figure 3.7: Bragg curves including straggling effects and nuclear contributions for $E = 100, 150, 200$ MeV.

Figure 3.8: Plot of the $a'$ and $b'$ parameters for the longitudinal nuclear contributions for $E = 100, 125, 150, 175, 200$ MeV.

profile for each therapeutic energy of protons in water.

As a further test of the accuracy of Eq. 3.9, the incident and the corresponding energy fraction deposited in the phantom are reported in Table 3.2. The energy missing corresponds to energy escaping in form of uncharged secondary particles, created in the nuclear reaction. Looking at Table 3.2, the values evaluated with MONET are in agreement with the FLUKA simulation within 1% and they are similar to the results reported in [57].
3. The Longitudinal Profile

<table>
<thead>
<tr>
<th>Primary Energy (MeV)</th>
<th>MONET Energy deposited (MeV)</th>
<th>FLUKA Energy deposited (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>96.3</td>
<td>96.9</td>
</tr>
<tr>
<td>150</td>
<td>141.3</td>
<td>143.0</td>
</tr>
<tr>
<td>200</td>
<td>182.5</td>
<td>184.5</td>
</tr>
</tbody>
</table>

Table 3.2: Comparison between the primary energy and the energy deposited evaluated with FLUKA and the MONET code. The sizes of the phantom are $-4 < x < 4$, $-4 < y < 4$ and $0 < z < 10, 20, 30$ respectively for protons of 100, 150 and 200 MeV.

3.4 Results: Helium beam

In this Section, the benchmark with FLUKA simulations of the formulas for evaluation of energy deposition of $^4\text{He}$ ions in water, considering contribution of the energy loss, straggling and nuclear interaction is presented.

3.4.1 Energy loss

In Fig. 3.9, the comparison of the Bragg curve from MONET\(\alpha\) and FLUKA simulation shows a good agreement within 1%. The formula implemented for the evaluation of average energy loss is also valid for $^4\text{He}$ with the same order of accuracy of the proton beams.

![Bragg curves of $^4\text{He}$ ions calculated with MONET$\alpha$ compared with FLUKA simulations for three different energies (100, 150, 200 MeV/u).](image)

Figure 3.9: Bragg curves of $^4\text{He}$ ions calculated with MONET$\alpha$ compared with FLUKA simulations for three different energies (100, 150, 200 MeV/u).
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3.4.2 Straggling

The equation (Eq. 3.5) and the values (Table 3.7) for the straggling of $^4He$ ion are validated with a FLUKA simulation that includes the straggling effect. The results of MONETα are shown in Fig. 3.10, where the agreement with MC calculation is still good (1%).

![Figure 3.10: Bragg curves including straggling effects of $^4He$ ions calculated with MONETα compared with FLUKA simulations for three different energies $E = 100, 150, 200$ MeV/u.](image)

3.4.3 Total energy loss

The total energy deposition, including the nuclear interaction and the fragmentation tail, is compared with FLUKA in Fig. 3.11-3.13. In Fig. 3.11-3.13 the description of dose-depth distribution is reported at the top, while the detail of the search of practical range is shown at the bottom part. An the top of Fig. 3.11-3.13 the inset plot reports a zoom on the fragmentation tail in logarithmic scale, in order to underline the accuracy of the new formula for the fragmentation tails.

The tail of the energy-depth distribution is evaluated with Eq. 3.11 using the tangent and an exponential function. The practical range is evaluated using numerical algorithms implemented in the code. In particular, the procedure starts with the evaluation of inflection point of the descending part of the depth dose profile by looking for the zero of the 2nd derivative using standard numerical techniques [119]. The second step is the evaluation of the intersection of the tangent and the exponential fit of the tail using a numerical algorithm implemented in ROOT. The search of the practical range is underlined in Fig. 3.11-3.13 (bottom), where the tangent
3. The Longitudinal Profile

Figure 3.11: Top: Bragg curves including nuclear contributions of $^4\text{He}$ ions calculated with MONETα compared with FLUKA simulations for 100 MeV/u. The bullet point represents the practical range $R_p$. In the inset plot, a zoom of fragmentation tail is reported in logarithmic scale. Bottom: the practical range as the intersection between tangent at inflection point and the exponential tail is reported.

and the exponential tail are reported.

In Fig. 3.11, we can see a correspondence between the MONETα calculation and FLUKA. In case of the 100 MeV/u, the model underestimates the energy on the Bragg peak, but the agreement increases with energy. The new description of the tail is in good agreement with the FLUKA simulations within 3%, as indicated in the inset plot. For $^4\text{He}$ of 200 MeV/u, the fragmentation tail is longer than for the previous cases, but the MONETα
3.4. Results: Helium beam

Figure 3.12: Top: Bragg curves including nuclear contributions of $^4\text{He}$ ions calculated with MONETα compared with FLUKA simulations for 150 MeV/u. The bullet point represent the practical range $R_p$. In the inset plot, a zoom of fragmentation tail is reported in logarithmic scale. Bottom: the practical range as the intersection between tangent at inflection point and the exponential tail is reported.

description can be considered satisfactory.

The corresponding parameters of the nuclear contributions of Eq. 3.10 are reported in Fig. 3.14. The parameters $a$ and $b$ scale with energy with a simple polynomial function, given by:

$$a'(E) = \sum_{i=0}^{3} a_i E^i, \quad b'(E) = \sum_{i=0}^{3} b_i E^i$$  \hspace{1cm} (3.14)
3. The Longitudinal Profile

Figure 3.13: Top: Bragg curves including nuclear contributions of $^4\text{He}$ ions calculated with MONETα compared with FLUKA simulations for 200 MeV/u. The bullet point represent the practical range $R_p$. In the inset plot, a zoom of fragmentation tail is reported in logarithmic scale. Bottom: the practical range as the intersection between tangent at inflection point and the exponential tail is reported.

where the values of the coefficients $a'_i$ and $b'_i$ are reported in the plots. These parameters allow the calculation of the depth-dose distribution of $^4\text{He}$ ions in water for therapeutic energies.
3.5. The 3D dose distribution

After the calculation of energy deposition in the longitudinal way, the 2D lateral distribution is scaled at this value. In this way, MONET is able to evaluate a 3D dose distribution, considering all the physical interactions. Concerning the electromagnetic part, the model is completely analytical and is based on well known and validated theories. The advantage of the MONET approach is that, due to the exact description of the electromagnetic contribution, only few parameters are required to describe the nuclear component of the dose profile. The nuclear interactions are parameterized using functions with few parameters, obtained by a fit to the Monte Carlo simulation. The parameters of the model are reported in table 3.3.

![Figure 3.14: Plot of the $a'$ and $b'$ parameters for the longitudinal nuclear contributions (Eq. 3.10) for $E = 100, 150, 200$ MeV/u.](image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>MONET</th>
<th>MONET$_\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lateral</td>
<td>$A(E,z), b(E,z)$</td>
<td>$A(E,z), b(E,z)$</td>
</tr>
<tr>
<td>Longitudinal</td>
<td>$a'(E), b'(E)$</td>
<td>$a'(E), b'(E)$</td>
</tr>
<tr>
<td>Fragmentation tail</td>
<td>$m(E), q(E)$</td>
<td>$p_0(E), p_1(E)$</td>
</tr>
</tbody>
</table>

Table 3.3: The parameters of MONET code.

In the lateral distribution, the parameters are two of Cauchy-Lorentz function, evaluated at each depth and energy. On the contrary, the two parameters for the longitudinal profile depend only for the energy of the beam and are evaluated only once. The behavior of the longitudinal parameters is given by a simple polynomial function (Eqs. 3.13, 3.14) as shown in Figs. 3.8, 3.14. For Helium ions, the parametrization of the fragmentation tail is added to consider the dose after the Bragg peak.
3.6 Conclusions

This chapter has presented the model for the longitudinal profile for protons and Helium ions, including the contribution of the average energy loss, the straggling, the nuclear interaction and the fragmentation tail. The average energy loss is evaluated using a new formula valid both for proton and Helium beams, in agreement with the formulas already published. The straggling effects are based on the convolution of energy loss with a Gaussian distribution. The nuclear interactions are included using a linear parametrization and the study of the fragmentation tail are performed for \(^4\)He ions, using the FLUKA results.

The comparison with FLUKA for three different energies shows a good agreement within 1\% between MONET and MC evaluation. We can conclude that MONET is able to reproduce the energy-depth distribution of protons and \(^4\)He beams in water.
Chapter 4

Results for Protons

The purpose of this chapter is to show the results obtained with the MONET code for the evaluation of energy deposition of proton beam in a water phantom. I have evaluated the energy deposition considering energies of clinical interest (100, 150 and 200 MeV).

At first, the evaluation of energy deposition for single Gaussian beam will be compared with FLUKA simulation for different energies and depths. Subsequently, the study of dose deposition in a lateral scan will be presented in order to simulate a more realistic case: the field size factor test will be considered. FLUKA simulations have been used as reference: it is currently employed in many hadrontherapy centers and has been recently validated with experimental data [79].

4.1 Simulation setup

The simulations are performed with FLUKA [110] [111] (version FLUKA2011.2c.4).

In the FLUKA simulation, the geometry is a parallelepiped of water contained in an air one. The implemented geometry bodies are:

- water phantom: -15<x<15 cm, -15<y<15 cm and 0<z<30 cm;
- air parallelepiped: -30<x<30 cm, -30<y<30 cm and -100<z<30 cm.

The source is a monoenergetic beam of energy 100, 150 and 200 MeV with an initial Gaussian profile of FWHM reported in Table 4.1.

<table>
<thead>
<tr>
<th>E(MeV)</th>
<th>100</th>
<th>150</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>FWHM(cm)</td>
<td>1.30</td>
<td>0.94</td>
<td>0.77</td>
</tr>
</tbody>
</table>

Table 4.1: The FWHM of initial Gaussian profile.
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CNAO facility.

The materials used are the default materials implemented in FLUKA. For the water phantom, I have defined the mean ionization potential as 77 eV using the MAT-PROP card. This value has been suggested by the HIT and CNAO groups, where the simulation with this mean ionization potential is validated with experimental data.

The physics default used is the recommended settings for hadrontherapy (defaults: HADROTHE), that takes into account:

- particle transport, by setting threshold at 100 KeV for all particles (for neutron 10^{-5} eV);
- low energy neutron transport to thermal energies;
- fully absorption for low energy;
- electromagnetic interactions;
- multiple scattering by setting threshold at minimum allowed energy;
- inelastic form factor corrections to Compton scattering and Compton profiles;
- delta ray production (threshold at 100 keV).

The scored quantity is the energy deposited in a mesh defined as cartesian grid of 1 mm size (x: 80 bin [-4,4] cm, y: 80 bin [-4,4] cm, z: 77-158-259 bin [0,7.7-15.8-25.9] cm for 100, 150 and 200 MeV respectively).

The statistics used involved 10^7 primaries, in 10 batches of 10^6 histories each.

4.2 Single Gaussian beam

We have analyzed three energies (E = 100, 150 and 200 MeV) in order to evaluate the energy deposition with the model in a three-dimensional mesh with voxels of 1 mm^3 size, identical to the one used in the FLUKA score. In this study, the beam is monoenergetic and has a Gaussian initial lateral profile with realistic FWHM (see Tab. 4.1).

We have compared the MONET with FLUKA voxel by voxel: the comparison is shown for a longitudinal central cross section in figures 4.1-4.3. Looking the Fig. 4.1-4.3, there is a correspondence between the model and MC simulations.

To assess the accuracy of MONET, we have compared the results of MONET obtained by selecting transverse cross section at fixed depths (see Fig. 4.1-4.3) and the FLUKA distribution.

The results of the spot profile comparison are shown in figures 4.4-4.6: in each plot the FLUKA profile and model profile on the transverse plane at different depths are shown (top left and right respectively), the relative error (bottom
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Figure 4.1: Energy deposition of proton beam of 100 MeV in water.

Figure 4.2: Energy deposition of proton beam of 150 MeV in water.
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Figure 4.3: Energy deposition of proton beam of 200 MeV in water.

left) and the quantile-quantile (QQ) plot (bottom right) are plotted.

The relative errors are evaluated on the central axis and are given by:

$$e = (F - M)/F$$

where $F$ and $M$ are the energy deposition evaluated with FLUKA simulation and MONET respectively. The relative error represent a good indicator of the agreement between the MONET evaluation and the MC simulations. In the plot 4.4-4.6 (bottom left), the relative errors for each bin are reported: these values are between 1% and 10%.

The quantile-quantile QQ plot is useful to compare the quantiles of the model and MC distributions. This plot allows to assess the disagreement between the MC and the model: in our case the agreement is well verified since the QQ plot does not show a significant deviation from the ideal case of a 45° line.

For proton of 100 MeV, the results at 4 and 7 cm show a good correspondence between model and FLUKA as indicate by the QQ plot and the relative error is about 3-4%.

In case of energy of 150 MeV, the agreement between MONET and MC calculation at 10 and 15 cm is well verified by looking the results of the relative error (about 2%) and the QQ plot.

The plots for the highest energy analyzed (200 MeV) show also a good results for depth of 15 cm, but at 24 cm the relative error increases.

The maximum relative error for a single bin in the worst case is lower than
4.2. Single Gaussian beam

Figure 4.4: Energy deposition of proton beam of 100 MeV at 4 (top) and 7 (bottom) cm in water.
Figure 4.5: Energy deposition of proton beam of 150 MeV at 10 (top) and 15 (bottom) cm in water.
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Figure 4.6: Energy deposition of proton beam of 200 MeV at 15 (top) and 24 (bottom) cm in water.
10%, showing the good correspondence between the model and the MC simulations, taking into account the expected dose delivery uncertainties (see Table 13.1 in [3] for a comparison among the major contributions).

To better quantify the compatibility of the two distributions we have performed a Kolmogorov-Smirnov (KS) test [121]: we have used the maximum distance $D$ as a criterion to evaluate its accuracy. The use of the maximum distance of KS test is complementary to the use of the standard p-value and, in case of binned data, is a parameter without a universal statistical meaning, that allows to estimate the different fits quality in a relative manner.

The maximum value of $D$ is about $5 \times 10^{-3}$ indicating a very good agreement. In all analyzed cases, the results of MONET is in good agreement with the FLUKA simulation, indicating a good accuracy of the energy deposition formulas implemented in the code.

### 4.3 Lateral scan: Field Size Factor test

In order to estimate the accuracy of the MONET code, focusing on the tails of the distribution that produce the low-dose contribution, we have performed a Field Size Factor (FSF) test. For the FSF test, the model and FLUKA code evaluates the energy deposition of different beams stacked together in a lateral scan. In the lateral scan, the code calculates the energy deposition for a single beam. Afterwards the dose profile is translated in order to obtain a lateral scan and the total energy deposition will be given by a sum of all the single beams. For the FLUKA simulation, the lateral scan is achieved by modifying the source routine in agreement with the model scan.

The field size factor [122] is the ratio between the total dose deposition in a concentric square fields of increasing size $f$ and the same quantity in a square reference ($f_R = 10$):

$$FSF(f) = \frac{D_f}{D_{10}}$$  (4.2)

where $f$ can assume different values (in particular $f = 4, 6, 8, 10, 12$ cm). We have considered the field size factor for our model and simulations.

The FSF variations as a function of square size $f$ are shown in Fig. [4.7] for different energies and depths.

For 100 MeV, the trend is similar at 4 and 6 cm in water: the agreement between MONET and FLUKA is very good for field higher than four and the differences at low field ($f = 4$ cm) is about 5%.

For 150 MeV, the difference between the model and MC calculation is less than 1% at 10 cm and increases at 15 cm in water.

A similar results are obtained for 200 MeV, where the agreement is about 1% and increases for depths near to the Bragg Peak.

In all the studied cases, the agreement between MONET and FLUKA improves with increasing depth: these results indicate a good description of the energy deposition in correspondence of the Bragg peak.
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Figure 4.7: FSF for the model and FLUKA.
Top: Energy 100 MeV at z=4 cm (right) and z=6 (left).
Middle: Energy 150 MeV at z=10 cm (right) and z=15 (left).
Bottom: Energy 200 MeV at z=15 cm (right) and z=25 (left).
A straight line connection between points is added to improve visualization.

Looking at Figure 4.7, we can observe an increase of the fluctuations at low energy (100 MeV) compared to high one, in agreement with [123]. The fluctuation are due to the larger FWHM of the low energy beam, that dominates on the nuclear interaction [122].

We have also noted bigger differences at low energy when the field size is comparable with the dimension of the lateral scan (source size is 3 cm) as shown in Fig. 4.7.

The difference between model and MC simulation for FSF evaluated at three depths for each energy are reported in Table 4.2. The maximum difference is
about 5%, the same order of accuracy of the single beam case.

In conclusion, the FSF tests show a good agreement between MONET and FLUKA and these results also indicate a good evaluation of the low dose contributions.

<table>
<thead>
<tr>
<th>E(MeV)</th>
<th>100</th>
<th>150</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>FSF</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-5.1%</td>
<td>-4.8%</td>
<td>-5.6%</td>
</tr>
<tr>
<td>6</td>
<td>0.0%</td>
<td>0.1%</td>
<td>-0.1%</td>
</tr>
<tr>
<td>8</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>12</td>
<td>-0.0%</td>
<td>-0.0%</td>
<td>-0.0%</td>
</tr>
</tbody>
</table>

Table 4.2: FSF differences between the model and FLUKA for four fields, three depths and three energies.

4.4 Conclusions

In this chapter, I have demonstrated the possibility to calculate a complete 3-dimensional energy profile for protons in water in an accurate and fast way. The dose deposition for different energies has been analyzed comparing the 2-dimensional lateral distribution obtained with the MONET using FLUKA code as reference.

Starting with the case of single beam, I have found an agreement better than 10% considering the simple relative error and we obtained a maximum distance with the KS test of $5 \times 10^{-3}$. Also the QQ plot indicates a good compatibility between model and simulations. For the lateral scan, the maximum difference is about 5%, a similar results to other studies.

The comparison with the results of the FLUKA code shows a very good agreement in all the considered case, with a general trend of improvement with increasing energies.

Based on these results, one can conclude that MONET is an accurate tool for the evaluation of the energy deposition for proton beam. The MONET code accounts for all the physical effects of the interaction of protons with water and is based on well known and validated theories. The longitudinal and the lateral e.m. contribution can be used for any hadronic projectile and target, since they are independent from the beam size. Therefore, the advantage of MONET approach is that, due to the exact physical description of the electromagnetic contribution and to the calculation of the radial distribution from two non Gaussian projections, only few parameters are required to describe the nuclear component of the dose profile. This can be done easily before the clinical application of the model to prepare the parameters database.
Chapter 5

Results for $^4\text{He}$ ions

In this chapter, the results obtained with the extension of MONET code to the case of $^4\text{He}$ beams, called MONET$\alpha$, are presented. I have evaluated the energy deposition considering energies of clinical interest (100, 150 and 200 MeV/u) in a water phantom. At first, the evaluation of the energy deposition for a single Gaussian beam is compared with a FLUKA simulation for different energies and depths. Subsequently, the calculation of the dose deposition in a lateral scan is shown in order to simulate a clinical case. To this aim, the field size factor test is performed.

The FLUKA simulations have been used as reference. This is supported by the fact that FLUKA has been validated with experimental data of $^4\text{He}$ ions, acquired at the HIT center [77] [118].

5.1 Simulation setup

The simulations are performed with FLUKA [110] [111] using the development version (version 2017.0). The choice of using the FLUKA development is justified by their recent validation with experimental data from the HIT center [77] [118].

In the simulation, the geometry is a parallelepiped of water contained in an air one. The implemented geometry are:

- water phantom: $-15<x<15$ cm, $-15<y<15$ cm and $0<z<30$ cm;
- air parallelepiped: $-30<x<30$ cm, $-30<y<30$ cm and $-1.1<z<30$ cm.

The source is a monoenergetic beam of energy 100, 150 and 200 MeV/u with an initial Gaussian profile of FWHM of 0.7 cm. The beam position is in air at $(0,0,-1$ cm).

The materials used in the simulation are the default materials implemented in FLUKA. I have defined the mean ionization potential of water using the
MAT-PROP card as the same value of the proton beam ($I_p = 77\,eV$).
The physics default used is the recommended settings for particle therapy (defaults: HADROTHE). The physics details of HADROTHE setting are reported in [4.1].
The scored quantity is the energy deposited in a mesh defined as cartesian grid of 1 mm size (in particular x: 80 bin [-4,4] cm, y: 80 bin [-4,4] cm, z: 78-159-261 bin [0,7.8-15.9-26.1] cm for 100,150 and 200 MeV/u respectively).
The statistics used involved $10^7$ primaries, in 10 batches of $10^6$ histories each.

5.2 Single Gaussian beam

We have analyzed three energies ($E = 100, 150$ and $200$ MeV/u) in order to evaluate the energy deposition with MONETα in a three-dimensional mesh with voxels of 1 $mm^3$ size, identical to the FLUKA one. In this case, the beam is monoenergetic and has a Gaussian initial lateral profile with realistic FWHM of 0.7 cm.

We have compared MONETα with FLUKA voxel by voxel: the comparison is shown for a longitudinal central cross section in figures 5.1-5.3. Looking the results, there is a good agreement between the model and MC simulations.

Figure 5.1: Energy deposition of $^4$He beam of 100 MeV in a water phantom obtained with FLUKA simulation and MONETα.

To better compare MONETα and FLUKA simulation, the results are obtained by selecting transverse cross section at fixed depths (see Fig.5.1-5.3).
5.2. Single Gaussian beam

Figure 5.2: Energy deposition of $^4He$ beam of 150 MeV in a water phantom obtained with FLUKA simulation and MONETα.

Figure 5.3: Energy deposition of $^4He$ beam of 200 MeV/u in a water phantom obtained with FLUKA simulation and MONETα.
These results are shown in figures 5.4-5.6: the FLUKA and the MONETα profile on the transverse plane at different depths are shown (top left and right respectively) and the relative error (bottom left) and the quantile-quantile (QQ) plot (bottom right) are consider as an estimation of the accuracy of the model.

The relative errors are calculated on the central axis. The QQ plot [120] is used to compare the quantiles of the model and MC distributions. In the analyzed case the agreement is well verified, since the plot does not show a significant deviation from the ideal 45° line.

For $^4\text{He}$ of energy 100 MeV/u, the results at 4 and 7 cm shown a correspondence between model and FLUKA: the relative error is less than 10% and the QQ plot is well verified.

In case of energy 150 MeV/u, the agreement between MONET and MC calculation at 10 and 15 cm improves. The relative error is about 5% and the QQ plot shows good correspondence.

Also for 200 MeV/u, we have a good results for depth of 15 cm with a relative error less than 5%, but the relative error increases at 25 cm (6-8%), as reported also by the QQ plot.

The maximum relative error is about 10%, showing a correspondence between the model and the MC calculation. The QQ plots indicates a similar results of relative errors: the agreement is satisfactory considering the dose and range uncertainties.

To quantify the compatibility of the two distributions I have also performed a Kolmogorov-Smirnov (KS) test using the maximum distance $D$ as a criterion to evaluate its accuracy. The maximum distance of KS test is a parameter, that allows to estimate the different fits quality in a relative manner.

For the distribution reported in Figures 5.4-5.6, the maximum value of $D$ is about $6 \times 10^{-3}$ indicating a good agreement.

In conclusion, MONETα is in good agreement with the FLUKA simulation in all analyzed energies. These results indicate the possible extension of the MONET code in case of $^4\text{He}$ with a good accuracy.

### 5.3 Lateral scan: Field Size Factor test

I have also analyzed the energy deposition in a lateral scan in order to estimate the accuracy of the MONETα code in the description of the tails of the distribution, that produce the low dose contribution. To this aim, I have performed a Field Size Factor (FSF) test and the values obtained for the model and the simulation are compared.

The model and the FLUKA code evaluate the energy deposition of different beams stacked together in a lateral scan. For the simulation, the scan is achieved by modifying the source routine according to the model. The MONETα code calculates the energy deposition for a single beam, after the
5.3. Lateral scan: Field Size Factor test

Figure 5.4: The energy deposition of $^4\text{He}$ beam of 100 MeV/u at 4 (top) and 7 (bottom) cm in water phantom.
5. Results for $^4\text{He}$ ions

Figure 5.5: The energy deposition of $^4\text{He}$ beam of 150 MeV/u at 10 (top) and 15 (bottom) cm in water phantom.
Figure 5.6: The energy deposition of $^4He$ beam of 200 MeV/u at 15 (top) and 25 (bottom) cm in water phantom.
energy profile is translated in order to obtain a lateral scan and the total distribution is given by a sum of all contribution. The field size factor [122] is evaluated using Eq. 4.2, considering the ratio between the energy deposition in different square field ($f = 4, 6, 8, 10, 12$ cm) and the same quantity in the square reference ($f_R = 10$).

Figure 5.7: FSF for the model and FLUKA. Top: Energy 100 MeV/u at $z=4$ cm (right) and $z=6$ (left). Middle: Energy 150 MeV/u at $z=10$ cm (right) and $z=15$ (left). Bottom: Energy 200 MeV/u at $z=15$ cm (right) and $z=25$ (left). A linear interpolation of the points is added to improve visualization.

In Fig. 5.7, the FSF variations as a function of square size $f$ are shown for different energies and depths. For $^4$He of 100 MeV/u, the trend is similar at 4 and 6 cm in water: the agree-
5.4. Calculation time

The agreement between MONETα and FLUKA is very good and the differences is less than 0.6%.

For 150 MeV/u, the agreement between the model and MC calculation is good: it is less than 1.2% at 10 cm and increases at 15 cm in water (0.9%).

Similar results are obtained for 200 MeV, where the agreement increases for depths near to the Bragg Peak (z=25 cm).

In general, the agreement between MONETα and FLUKA simulation improves with increasing depth: these results indicate a good description of the energy deposition in correspondence of the Bragg peak.

<table>
<thead>
<tr>
<th>E(MeV)</th>
<th>100/u</th>
<th>150/u</th>
<th>200/u</th>
</tr>
</thead>
<tbody>
<tr>
<td>FSF</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.4%</td>
<td>0.6%</td>
<td>0.5%</td>
</tr>
<tr>
<td>6</td>
<td>0.1%</td>
<td>0.1%</td>
<td>0.1%</td>
</tr>
<tr>
<td>8</td>
<td>0.0%</td>
<td>0.1%</td>
<td>0.0%</td>
</tr>
<tr>
<td>12</td>
<td>-0.0%</td>
<td>-0.0%</td>
<td>-0.0%</td>
</tr>
</tbody>
</table>

Table 5.1: FSF differences between the model and FLUKA for four fields, three depths and three energies.

In conclusion, the FSF tests show a good evaluation of the low dose contributions with MONETα code.

5.4 Calculation time

In addition to the accuracy, another advantage of MONET approach is the fast calculation time.

For the timing evaluation I used a DELL XPS computer with an INTEL i7 (8 cores), with 3.6 GHz CPU, 16 Gbyte RAM and a 64 bit. The times are estimated by calculating the the energy deposition for a single Gaussian beam and for the full lateral scan for proton and Helium ions.

On average, for each depth the calculation time ~ 2 seconds for the single beam and ~ 4 seconds for the full lateral scan. The MONET calculation times are faster than typical simulation times (~ 1 – 10 hours for $10^7$ primaries). Therefore MONET code can be competitive, in calculation accuracy and speed, with existing solutions.
5.5 Conclusions

In this chapter, I have investigated the possibility to describe the energy deposition for $^4He$ beams with the MONET approach, already validated for proton beams. The dose deposition for different therapeutic energies has been analyzed, comparing the distributions obtained with the model using the FLUKA code. In the case of single Gaussian beams, I have found a good agreement as indicated by the relative errors and the QQ plots. For the lateral scan, the maximum difference is less than 2%, a result similar to the study for proton beam. These results show a good evaluation of the energy deposition in all the considered cases. The number of free parameters is the same as in the proton case.

The results obtained demonstrate the possibility to extend the MONET code to the case of $^4He$ ions, making MONET$\alpha$ a possible new tool for the evaluation of the energy deposition for applications to Treatment Planning Systems (TPS).
Conclusions and future perspectives

In this thesis, the energy deposition of proton and Helium ion beams in a water target was investigated with the development of a new model. For the lateral profile, the MONET (MODEl of ion dosE for Therapy) code is based on the Molière theory of multiple Coulomb scattering, with the nuclear interactions added using a parametrization obtained by a fit of FLUKA simulation. The passage from the projected to a two-dimensional (2D) lateral distribution is performed with an algorithm that allows to reconstruct the radial distribution. For the longitudinal profile, MONET uses a new formula for evaluation of the average energy loss and the convolution with a Gaussian distribution for the straggling effect, while the nuclear contributions are included using a linear parametrization.

The results of the model for protons and Helium ions are compared to FLUKA simulations, considering both a simple initial Gaussian profile and a more complex lateral scan. Looking at the results, one can conclude that MONET is an accurate model for the evaluation of the energy deposition for proton and Helium ions in water.

The MONET code accounts for all the physical effects of the interaction of protons and Helium ions with water and is based on well known and validated theories. The advantage of our approach is that only four parameters are required to describe the nuclear component of the dose profile. Two parameters are for the lateral distribution (Cauchy-Lorentz function) and are evaluated by a fit at each depth and energy, while the two parameters for the linear parametrization of the longitudinal profile depend only on the energy of the beam and are evaluated only once.

Another advantage is the fast calculation time. Indicatively, for each depth the calculation time for the full 3D dose is $\sim 2$ seconds for the single beam and $\sim 4$ seconds for the full lateral scan. These times extrapolated to a full dose calculation are competitive with typical simulation times ($\sim 1 - 10$ hours).

The electromagnetic contribution can be easily extended for any hadronic projectile and target, as demonstrated in Appendix A. For the nuclear part,
Conclusions and future perspectives

the approach developed in the thesis is open to different developments: the parametrization of the nuclear interaction in different materials of clinical interest, the implementation of algorithms to account for inhomogeneities and the real materials composition of the patient and the creation of a database for the parameter of the nuclear interactions.

The MONET code can also be implemented for other particles, e.g. Carbon or Oxygen ions: Carbon beams are already clinically used in different facilities like CNAO and HIT, while Oxygen ions are a potential candidate, due to their higher relative biological effectiveness and reduced oxygen enhancement ratio. By increasing the atomic number, the effects of nuclear interactions become more relevant in the calculation of the energy deposition and for the future implementation of these ions, the nuclear interactions need to be further investigated and new experimental data are required.

Another important issue in particle therapy, only suggested in the thesis, is the theoretical evaluation of dose after the Bragg peak: a possible solution could be extending the expression for the fragmentation tails used for Helium to other ions.

Finally, a future perspective would be to implement MONET in a TPS as online/in-room fast dose evaluation tool.

Part of the studies presented in this thesis has been published in the papers in Reference [67] [69] [78] [79] [109]. A further complete article for energy deposition of Helium ions is in preparation.
Molière theory for compounds and layers

In Chapter 2, we have shown that Molière theory reproduces well not only angles, but also the lateral displacement in water for proton and $^4$He beam at therapeutic energies and in general is in very good agreement with the predictions of the FLUKA code [110].

The Molière theory is based on two well known parameters $\chi^2_c$ and $\chi^2_\alpha$ [79]. Here we generalize the formulae in the case of absorbers made by many layers of different materials [109].

We indicate with $\chi^2_W$ the kinematic independent part of $\chi^2_c$:

$$\chi^2_{Wij} = \theta_0 z_0^2 n_{ij} Z_{ij}^2 \rho_i A_T j$$  \hspace{1cm} (A.1)

where $\theta_0 = 0.1569 \times 10^{-6}$, $z_0$ is the projectile charge, the indices $i,j$ refer to the $i^{th}$ atom in the molecule of the $j^{th}$ layer, $\rho_j$ is the layer density (g/cm$^3$), $A_T j$ is the total atomic weight of the molecule of the layer $j$. For a single monoatomic layer with thickness $z$ (cm) and no energy loss and for a particle of momentum $p$ (GeV) and velocity $\beta$ the parameter $\chi^2_c$ is:

$$\chi^2_c = \chi^2_W \frac{z}{p^2 \beta^2}$$  \hspace{1cm} (A.2)

The general formula, taking into account layers, atoms of the molecules and energy loss becomes:

$$\chi^2_e = \sum_{j} \frac{1}{p_j^2 \beta_j^2} \sum_{i} \chi^2_{Wij} I_0(d_j, R_j, k_j)$$  \hspace{1cm} (A.3)

where $p_j$ and $\beta_j$ are momentum and velocity of the projectile at the entrance of the layer $j$ of thickness $d_j$. The integral $I_0$ takes into account the energy
loss with Øverås equation 2.43 and is given by:

\[ I_0(d, R, k) = \int_0^d \frac{1}{(1 - x/R)^k} dx = \frac{R(1 - d/R)^{1-k} - 1}{k-1}, \quad k \neq 1 \]  

(A.4)

The equation A.2 propagates in an independent way the effects of the layers through the stack and is entirely analytical, since the integral \( I_0 \) has an explicit solution.

The second Molière parameter \( \chi_\alpha \) can be extracted from the following equation:

\[
\chi^2_c \log \chi^2_\alpha = \sum_j^{\text{layers}} \frac{1}{p_j^2 \beta_j^2} \sum_i^{\text{atoms}} \chi^2_{Wij} \int_0^{d_j} \ln[\mu_{ij}^2(z) \chi^2_{0ij}(z)] - F_{ij}(z)/Z_{ij}(z) \frac{dz}{(1 - z/R_j)^k_j} \]  

(A.5)

where \( \chi_c^2 \) on the left side comes from equation A.2. The parameter \( \mu_{ij}^2(z) \) is given by:

\[
\mu_{ij}^2(z) = \left( 1.13 + 3.76 \frac{z_0^2 Z_{ij}^2}{137 \beta_j^2(z)} \right), \quad \chi_{0ij}(z) = 4.216 \times 10^{-6} \frac{Z_{ij}^{1/3}}{p_j(z)} \]  

(A.6)

and the Fano factor is:

\[
F_{ij}(z) = \ln \left( \frac{1130}{Z_{ij}^{1/3}(1/\beta_j^2(z) - 1)} \right) + u_i - \frac{\beta_j^2(z)}{2} \]  

(A.7)

where \( 3.6 < u_i < 5.8 \) from the light to the heavier elements [105].

The momenta and velocities \( p_j(z) \) and \( \beta_j(z) \) in equations A.6, A.7 must be evaluated at each integration step from equation 2.43, where \( p_j \) and \( \beta_j \) must be evaluated at the entrance of each layer.

The smooth behavior of the integrand in equation A.5 does not create computational problems and the integration can be performed with fast numerical methods.

Starting from the two fundamental parameters of equations A.2, A.5, the \( b \) parameter, that appears in the final formula for the distribution, becomes:

\[ b = \ln \frac{\chi^2_c}{\chi^2_\alpha} - 0.154432 \]  

(A.8)

and the \( B \) parameter, connected to the r.m.s. angle, which is solution of the equation:

\[ B - \ln B = b, \quad B \simeq 1.153 + 1.122 \ln \frac{\chi^2_c}{\chi^2_\alpha} \]  

(A.9)

The square of the r.m.s. angle, coming from the Gaussian first term of the power series of the Molière projected distribution [85], is given by:

\[ \langle \theta^2 \rangle = \frac{\chi^2_c B'}{2} \]  

(A.10)
where $B = B'$. When the Gaussian term is used, the area of the curve makes the r.m.s. of the curve greater than that of the Molière one. For this reason often a reduced r.m.s. is used, with the choice $B' = B - 1.2$ [82] [85] [55]. The Fermi-Eyges equations (Eq. 2.3-2.8) give the best agreement with this reduced r.m.s. angle [71]. In this case, the scattering length of Eq. 2.4, taking into account Eq. A.2, is:

$$T(z) = \frac{d}{dz} \left( \frac{\chi^2 B'}{2} \right)$$

(A.11)

In the Molière theory, the non-locality is contained in the $\ln(\chi^2_c/\chi^2_a)$ term of the $b$ and $B$ parameters. The degree of dependence of the successive layers is represented by $\chi^2_c$, which, from Eq A.3, is proportional to the absorber thickness $d_j$.

To apply the Molière theory, we have to pass from the scattering angle at the absorber exit to the displacement measured on a detection plane. The spatial displacement $x$ should be evaluated from the exit angle $\theta$ as $x = z_{\text{esp}} \theta$, where $z_{\text{esp}}$ is the effective scattering point coordinate already defined in Eq. 2.13. Gottschalk proposed in [55] to find the square of this distance as the sum in quadrature of the term $(D - z)\theta^2$, where $z$ is the current depth and $D$ the distance from the detection plane (usually placed at the end of the last layer), taking into account the energy loss and using the Highland approximation [124].

Bellinzona in [79] evaluated this distance with Eq. A.10, by summing in quadrature the $\chi^2_c$ contribution and multiplying the expression by the final $B$ value. This factor is due to pass from the angle to the displacement in the Molière distribution. In the case of multiple layers this formula can be modified as:

$$z_{\text{esp}}^2 = \left\langle (D - z)^2 \theta^2 \right\rangle / \left\langle \theta^2 \right\rangle = \frac{\sum_j I_2(d_j, D, R_j, R_j, k_j) \sum_i \chi^2_{ij}/(p^2_j) \beta^2_j}{\sum_j I_0(d_j, R_j, k_j) \sum_i \chi^2_{ij}/(p^2_j) \beta^2_j}$$

(A.12)

where the analytical solution of integrals $I_0$ are reported in Eq. A.4. The integral is $I_2(d, D, R, k)$ in case of $k \neq 1, 2, 3$ and $D = d$ is:

$$I_2(d, d, R, k) = \int_0^d \frac{(d - x)^2}{(1 - x/R)^k} dx = \frac{2R^3(1 - d/R)^{3-k} - 2dkR^2 + 6dR^2 - 2R^3}{(k-1)(k-2)(k-3)} - \frac{Rd^2}{k-1}$$

(A.13)
When the layer is not the last one, then $D > d$ and the integral becomes:

$$I_2(d, D, R, k) = \int_0^d \left(\frac{D - x}{1 - x/R}\right)^k dx = \frac{R(2kDR - 2kdR + 6dR - 6DR)(1 - d/R)^2 - k + 2R^2(1 - d/R)^3 - k}{(k - 1)(k - 2)(k - 3)} \frac{(-2kDR^2 + 6DR^2 - 2R^3) + \frac{R(D - d)(1 - d/R)^{1 - k} - RD^2}{k - 1}}{k - 1}, \quad k \neq 1 \quad (A.14)$$

The equation $A.12$ can be evaluated in closed form. Since this formula assumes the multiplication by the final logarithmic factor $B$, this parameter disappear in the ratio between the two r.m.s. Therefore, a non-local behavior for $z_{esp}$ is absent. In the case of a single layer, the equation $A.12$ becomes $z_{esp} = I_2/I_0$, in agreement with equations of Bellinzona [79]. For a single layer, the result is numerically identical to that of the Fermi-Eyges theory when equations 2.5-2.9 are used in equation 2.13.

The final Molière distribution with all modification for the parameters and with the substitution $\theta \rightarrow x/z_{esp}$, we can write as:

$$f_M(x) = \frac{1}{\pi \chi_{c z_{esp}}} \int_0^\infty \cos \left(\frac{x}{\chi_{c z_{esp}}} \eta\right) \exp \left[-\frac{\eta^2}{4} \left(b - \ln \frac{\eta^2}{4}\right)\right] d\eta \quad (A.15)$$

The equation $A.15$ is alternative to the Fermi-Eyges marginal distribution of equation 2.11 and, after the substitution $x/Z_{esp} \rightarrow \theta$, to the angular distribution 2.10.

### A.0.1 Comparison with Fermi Eyges theory

We compare the distributions of the two theories in the case of a beam impinging on a multilayer absorber [109] using as a benchmark the Monte Carlo FLUKA code [110] [111].

Since the layers are not independent of each others, if one divides an homogeneous scatterer in different slabs or layers, in principle multiple scattering theories do not give the same result as in the single layer of equal thickness. This effect has called the non locality and mathematically is contained in the logarithmic terms of the Fermi Eyges and Molière theories, in equations 2.8, A.5, A.8.

We have considered a 200 MeV proton beam on 25 cm of water (range of 25.9 cm) and then we have divided this thickness in ten thick layers of 2.5 cm. The results of the crucial parameters of the two theories are compared in table A.1.

We see that in general non local effects are confined below 3%. The Fermi-Eyges values are from equations 2.5, 2.9. When we use equation (2.8) instead of (2.9), we obtain results in agreement within 5% with those of table A.1 for the single layer case and in case of ten layer stack are less of about 15% of those of the single layer case. Therefore, the function 2.8 seems less stable.
Table A.1: Variations ($\Delta$) for the parameters of the Fermi-Eyges and Molière theory for 200 MeV protons in a 25 cm of water and in 10 layers of 2.5 cm each.

A comparison between the Molière and Fermi Eyges theory in a stack of different material (for example water and aluminium) at different depth, is shown in figure A.1. The good agreement between Molière theory and FLUKA is maintained in the case of a stack. Also in this case the Fermi Eyges theory is in good agreement with Molière and FLUKA in the first two decades, but is not able to reproduce the tails of the distribution.

<table>
<thead>
<tr>
<th>Fermi-Eyges</th>
<th>Molière</th>
</tr>
</thead>
<tbody>
<tr>
<td>par 1 layer</td>
<td>10 layers</td>
</tr>
<tr>
<td>$A_0$</td>
<td>0.00321</td>
</tr>
<tr>
<td>$A_1$</td>
<td>0.0201</td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.2624</td>
</tr>
<tr>
<td>$z_{esp}$</td>
<td>9.04</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure A.1: Lateral e.m. profile of 200 MeV proton point beam in a stack. Left: depth 8 cm water. Middle: depth 11 cm (9 cm water + 2 cm aluminium). Right: depth 20 cm (9 cm water + 3 cm aluminium + 8 cm water, residual range in water $\simeq 2.6$ cm).
A. Molièrë theory for compounds and layers
Lateral profile of $^4\text{He}$: comparison between Monet$\alpha$ and parametrizations

In this section, we have compared the parametrization currently used for protons and $^{12}\text{C}$ ions [67] [107] [125] [126], with the MONET$\alpha$ results for $^4\text{He}$ beams in water.

The parametrizations considered in this study are [69]:

- **Double Gaussian (DG)**
  The use of a double Gaussian function to describe the tails of the dose distribution was proposed by R. Fruhwirth and M. Regler [107] and was applied already in clinical TPS [125].
  \[
  f(y) = N \left\{ (1 - W) \frac{1}{\sqrt{2\pi}\sigma_1} \exp \left[ -\frac{y^2}{2\sigma_1^2} \right] + W \frac{1}{\sqrt{2\pi}\sigma_2} \exp \left[ -\frac{y^2}{2\sigma_2^2} \right] \right\}
  \]

- **Triple Gaussian (TG)**
  The triple Gaussian was used successfully for $^{12}\text{C}$ ion therapy [126].
  \[
  f(y) = N \left\{ (1 - W_1 - W_2) \frac{1}{\sqrt{2\pi}\sigma_1} \exp \left[ -\frac{y^2}{2\sigma_1^2} \right] + W_1 \frac{1}{\sqrt{2\pi}\sigma_2} \exp \left[ -\frac{y^2}{2\sigma_2^2} \right] + W_2 \frac{1}{\sqrt{2\pi}\sigma_3} \exp \left[ -\frac{y^2}{2\sigma_3^2} \right] \right\}
  \]

- **Gauss-Rutherford (GR)**
  The Gauss-Rutherford was an attempt to distinguish the effects of multiple scattering at small angles and of single nuclear scattering at large angles [67]. Recently, this parametrization is applied to $^4\text{He}$ beams in [68].
  \[
  f(y) = N \left\{ (1 - W) \frac{1}{\sqrt{2\pi}\sigma} \exp \left[ -\frac{y^2}{2\sigma^2} \right] + W \frac{2b^{3/2}}{\pi} \frac{1}{(y^2 + b)^2} \right\}
  \]
Further details of the parametrization can be found in [67]. To assess the accuracy of the MONET$\alpha$ for the lateral dose profile of $^4$He beams in water, we have analyzed three different energies (100, 150 and 200 MeV/u) at different depths (7, 10 and 15 cm respectively) and we have com-

Figure B.1: Energy of 100 MeV/u in water at a depth $z = 7$ cm. Top: Lateral distribution of Helium beam with the different models. The plotted residuals are calculated between the FLUKA simulation and the model. Bottom: QQ plot between the MC calculation and different lateral dose profile parametrizations.
pared the model results both with the parametrizations described above and with FLUKA simulations.

The results are reported in figures B.1–B.3. In the lateral distribution, the

gray line represents the level of 0.1% of the central axis dose: this value is typically considered negligible in terms of clinical significance.

Figure B.2: Energy of 150 MeV/u in water at a depth $z = 10$ cm.
Top: Lateral distribution of Helium beam as in Fig. B.1.
Bottom: QQ plot between the MC calculation and different lateral dose profile parametrizations.
We also plotted the residuals between the model and FLUKA simulation: with the profile normalized to unit area, on the energy scale of figures B.1-B.3, it is important to note that the residuals are in the order of $10^{-2}$ on the core and of $10^{-4}$ at increasing of the lateral distance.

We also present the QQ-plot to compare the quantiles of the model and the

Figure B.3: Energy of 200 MeV/u in water at a depth $z = 15$ cm. Top: Lateral distribution of Helium beam as in Fig. B.1. Bottom: QQ plot between the MC calculation and different lateral dose profile parametrizations.
parametrizations with MC distribution. This plot is useful to compare the quantiles of the model and MC distributions showing a 45° line in case of perfect match and allowing to assess the disagreement between MC and a model. We report the values of the average residual between the MC simulation, the parametrizations and the model in Tab. B.1.

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
& E = 100 \text{ MeV/u} & & E = 150 \text{ MeV/u} & & E = 200 \text{ MeV/u} \\
& 4 \text{ cm} & 7 \text{ cm} & 10 \text{ cm} & 15 \text{ cm} & 25 \text{ cm} & \\
\hline
DG & 0.009 & 0.009 & 0.0021 & 0.0015 & 0.0029 & 0.0017 \\
TG & 0.005 & 0.005 & 0.0011 & 0.0007 & 0.0016 & 0.001 \\
GR & 0.003 & 0.0004 & 0.0009 & 0.0008 & 0.0014 & 0.001 \\
MONET\alpha & 0.003 & 0.0005 & 0.0008 & 0.0004 & 0.0007 & 0.0005 \\
\hline
\end{array}
\]

Table B.1: Average of the residuals between the MC calculation and different lateral dose profile parametrizations for two depths at energies 100, 150 and 200 MeV/u. In each column the bold figures are the closest to the Monte Carlo simulation.

Looking at the plots B.1-B.3, we have found an agreement with both the model and the three parametrizations. At low energy (100 MeV/u), the model seems to overestimate the MC distribution at large lateral distance, while the multi-Gaussian parametrizations underestimate it. With increasing energy, the agreement improves considerably and we note a good correspondence between the model and the triple Gaussian, but the advantage of the model is that only 3 parameters (compared to the 6 of the Triple Gaussian) are necessary to describe the nuclear contributions.

In the comparison with the parametrizations, the model shows the best agreement with FLUKA at most energies: in particular the accuracy with the Monte Carlo is comparable with the Gauss-Rutherford parametrization at low energy, but improves up to a factor 2 at high energies (looking the Table B.1). The results of MONET\alpha, based on the Molière theory for multiple scattering and with only 3 parameters for the nuclear contribution, are equivalent or even better than those of the parametrizations. The accuracy of the MONET code motivates its application to treatment planning with \(^4\text{He}\) beams.
B. Lateral profile of $^4He$: comparison between Monet$\alpha$ and parametrizations
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