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Introduction.

Let $f$ be a germ of holomorphic function in two variables which vanishes at the origin,

$$f(x, y) \in \mathbb{C}\{x, y\}, \quad (x, y) \in \mathbb{C}^2, \quad f(0, 0) = 0.$$

The zero set of this function, $S = \{f(x, y) = 0\}$, defines a germ of analytic curve. Although the topological classification of such a germ is well known since the work of Zariski [52], the analytical classification is still widely open. In 2012, Hefez and Hernandes [7] solved the irreducible case and announced the two components case. In 2015, Genzmer and Paul [59] solved the case of topologically quasi-homogeneous functions. The main purpose of this thesis is to study the first topological class of non quasi-homogeneous functions. We describe the local moduli space of the foliations in this class and give analytic normal forms. We also prove the uniqueness of these normal forms. Finally, we present an algorithm to compute the dimension of the generic strata of the local moduli space of curves.

Position of the problem.

A germ of holomorphic function $f : (\mathbb{C}^2, 0) \to (\mathbb{C}, 0)$ is said to be quasi-homogeneous if and only if $f$ belongs to its jacobian ideal $J(f) = (\frac{\partial f}{\partial x}, \frac{\partial f}{\partial y})$. If $f$ is quasi-homogeneous, then there exist coordinates $(x, y)$ and positive coprime integers $k$ and $l$ such that the quasi-radial vector field $R = kx \frac{\partial}{\partial x} + ly \frac{\partial}{\partial y}$ satisfies $R(f) = d \cdot f$, where the integer $d$ is the quasi-homogeneous $(k, l)$-degree of $f$ [41]. The couple $(k, l)$ is referred to as the weight of the branches of $f$. In [59], Genzmer and Paul constructed analytic normal forms for topologically quasi-homogeneous functions, the holomorphic functions topologically equivalent to a quasi-homogeneous function.

In this thesis, we study one of the simplest topological classes beyond the quasi-homogeneous singularities, and we consider the following family of functions

$$f_{M,N} = \prod_{i=1}^{N} (y + a_i x) \prod_{i=1}^{M} (y + b_i x^2).$$

According to their reduction process, in general these functions are not quasi-homogeneous.
The symmetry $R$ mentioned above is a key tool to study the moduli space of quasi-homogeneous functions. In some sense, it allowed Genzmer and Paul to compactify the moduli space and to describe it globally from a local study. However, in our case, we lack the existence of such a symmetry and thus we have to introduce a new approach.

For any convergent series $f$ in $\mathbb{C}\{x,y\}$, we can recognize three different associated mathematical objects: a germ of holomorphic function defined by the sum of this series, a germ of foliation whose leaves are the connected components of the level curves $f = \text{constant}$, and an embedded curve $f = 0$. Therefore, there are three different analytic equivalence relations:

- The classification of functions (or right equivalence):
  \[ f_1 \sim_r f_2 \iff \exists \phi \in \text{Diff}(\mathbb{C}^2,0), f_2 = f_1 \circ \phi. \]

- The classification of foliations (or left-right equivalence):
  \[ f_1 \sim f_2 \iff \exists \phi \in \text{Diff}(\mathbb{C}^2,0), \psi \in \text{Diff}(\mathbb{C},0), \psi \circ f_2 = f_1 \circ \phi. \]

- The classification of curves:
  \[ f_1 \sim_c f_2 \iff \exists \phi \in \text{Diff}(\mathbb{C}^2,0), u \in \mathcal{O}_2, u(0) \neq 0, uf_2 = f_1 \circ \phi. \]

In what follows, we are going to consider the last two equivalence relations for foliations and curves. The comparison between the first two analytical classifications has been studied in [45]. We emphasize that in our work, we will always require that the conjugacies which appear above will respect a fixed numbering of the branches of $f = 0$. In other words, if we number the branches, we require that the classification keeps this numbering invariant (what is referred to as the marked moduli space).

We denote by $T_{M,N}$ the set of holomorphic functions which are topologically equivalent to $f_{M,N}$,

\[ T_{M,N} = \{ f \in \mathbb{C}\{x,y\} \mid \exists \phi \in \text{Hom}(\mathbb{C}^2,0), \psi \in \text{Hom}(\mathbb{C},0), \psi \circ f = f_{M,N} \circ \phi \}. \]

The main purpose of this thesis is to describe the moduli space $\mathcal{M}_{M,N}$ which is the topological class $T_{M,N}$ up to left-right equivalence

\[ \mathcal{M}_{M,N} = T_{M,N} / \sim. \]

In chapter 2, we give a universal family of analytic normal forms and prove its global uniqueness.
In chapter 3, we study the moduli space of curves which is the space $\mathcal{M}_{M,N}$ up to the third equivalence relation. In particular, we present an algorithm to compute its generic dimension.

Chapter 4 presents another universal family of analytic normal forms which is globally unique as well. Indeed, there is no canonical model for the distribution of the set of parameters on the branches. So, with this family, we can see that the previous family is not the only one and that it is possible to construct normal forms by considering another distribution of the parameters.

Finally, concerning the globalization, we discuss in chapter 5 a strategy based on geometric invariant theory and why it does not work so far.

Chapter 1 is a general introduction about foliations including definitions and properties of objects used in this thesis.

**Presentation of the results.**

A general result of J.F. Mattei [29] implies in particular that the tangent space to the moduli space $\mathcal{M}_{M,N}$ is given by the first Čech cohomology group $H^1(D, \Theta_F)$, where $D$ is the exceptional divisor of the desingularization of $f_{M,N}$, and $\Theta_F$ is the sheaf of germs of vector fields tangent to the desingularized foliation of the foliation induced by $df_{M,N} = 0$.

So, a first step towards studying the moduli space $\mathcal{M}_{M,N}$ is to compute the dimension of the group $H^1(D, \Theta_F)$. Let $Q_{M,N}$ be the region in the union of the real half planes $(X,Y)$, $X \geq 0$ and $Y \geq 0$, delimited by $Y - X + (M - 1) > 0$ and $2Y - X - (N - 1) < 0$.

![Figure 2 – The region $Q_{M,N}$ for $M = N = 6$](image)

**Proposition.** The dimension $\delta_{M,N}$ of the first cohomology group $H^1(D, \Theta_F)$ is equal to the number of the integer points in the region $Q_{M,N}$ which can be expressed by the following formula

$$\delta_{M,N} = \frac{(M + N - 2)(M + N - 3)}{2} + \frac{(M - 1)(M - 2)}{2}.$$
In view of this proposition, a universal family must depend on $\delta_{M,N}$ parameters. For that, we denote by $\mathcal{P}$ the following open set of $\mathbb{C}^{\delta_{M,N}}$

$$\mathcal{P} = \{ (\cdots, a_{k,i}, \cdots, b_{k',i'}, \cdots) \text{ such that } a_{1,i} \neq 0, b_{1,j} \neq 0, 1 \text{ and } a_{1,i} \neq a_{1,j}, b_{1,i'} \neq b_{1,j'} \text{ for } i \neq j \text{ and } i' \neq j' \},$$

where the indexes $k,i,k'$ and $i'$ satisfy some inequalities which will be developed later. We take a parameter $p = (\cdots, a_{k,i}, \cdots, b_{k,i'}, \cdots) \in \mathcal{P}$ and introduce the family of functions

$$N_p^{(M,N)} = xy(y + x^2) \prod_{i=1}^{N-1} \left( y + \sum_{k=1}^i a_{k,i} x y^{k-1} \right) \prod_{i=1}^{M-2} \left( y + \sum_{k=1}^{N-1+2i} b_{k,i} x^{k+1} \right).$$

These functions seem to be good candidates for parameterizing the moduli space $\mathcal{M}_{M,N}$. The first main result of chapter 2 ensures that at the infinitesimal level, they are actually analytic normal forms. More precisely, if we consider the saturated foliation $F_p^{(M,N)}$ defined by the one-form $dN_p^{(M,N)}$ on $\mathbb{C}^{2+\delta_{M,N}}$, then we can show that:

**Theorem** (Local existence). For any $p_0$ in $\mathcal{P}$, the germ of unfolding $\{ F_p^{(M,N)}, p \in (\mathcal{P}, p_0) \}$ is a universal equireducible unfolding -following [29]- of the foliation $F_p^{(M,N)}$.

In particular, for any equireducible unfolding $F_t$, $t \in (\mathcal{T}, t_0)$ which defines $F_{p_0}^{(M,N)}$ for $t = t_0$, there exists a map $\lambda : (\mathcal{T}, t_0) \to (\mathcal{P}, p_0)$ such that the family $F_t$ is analytically equivalent to $N_{\lambda(t)}^{(M,N)}$. Furthermore, the differential of $\lambda$ at the point $t_0$ is unique. As for the uniqueness of the map $\lambda$, it follows from the uniqueness of the normal forms.

To study the uniqueness of these normal forms, we consider the diffeomorphism defined by $h_\lambda(x,y) = (\lambda x, \lambda^2 y)$ and so we have:

$$N_p \circ h_\lambda = \lambda^{2M+2N-1} N_{\lambda \cdot p},$$

$$\lambda \cdot p = \lambda \cdot (a_{k,i}, b_{k,i}) = (\lambda^{2k-3} a_{k,j}, \lambda^{k-1} b_{k,i}).$$

This action of $\mathbb{C}^*$ cannot be used to localize the uniqueness problem as done in [59] because, contrary to the quasi-homogeneous case, the topological class of the family

$$\lambda \mapsto \frac{N_p \circ h_\lambda}{\lambda^{2M+2N-1}}$$

jumps while $\lambda$ goes to zero. However, we are still able to prove the following:

**Theorem** (Global uniqueness). The foliations defined by $N_p$ and $N_q$, $p$ and $q$ are in $\mathcal{P}$, are equivalent if and only if there exists $\lambda$ in $\mathbb{C}^*$ such that $p = \lambda \cdot q$.

In chapter 3, we consider the third equivalence relation on the moduli space $\mathcal{M}_{M,N}$, and so we get the moduli space of the associated curve

$$S = \{ f_{M,N} = 0 \}.$$
The third main purpose of this thesis is to describe this moduli space, or in other words, to study the associated Zariski problem in the generic case. This problem has only some answers: Zariski [52] for the very first treatment of some particular cases, Hefez and Hernandes [5][6][7] for the irreducible curves, Granger [28] and Genzmer and Paul [58] for the homogeneous topological class and [25] for some results which are particular cases of the quasi homogeneous topological class treated later by Genzmer and Paul [59]. Here, we follow the strategy introduced by Genzmer and Paul: on the moduli space of foliations $\mathcal{M}_{M,N}$, we consider the integrable distribution $C$ whose leaves correspond to the foliations such that the related invariant analytic sets -the separatrix of the foliation- define the same curve up to $\sim_c$. Studying the family of vector fields induced by the distribution $C$ on $\mathcal{M}_{M,N}$, we present a formula to compute the dimension of the generic strata of this local moduli space. If we let

$$
\tau_0 = \sum_{r=0}^{N-4} q_{N+1+r} - \left( \left\lfloor \frac{N - 3 + 2r}{3} \right\rfloor + \left[ \frac{r}{2} \right] - \left[ \frac{r - 1}{2} \right] + 2 \right)
$$

where $q_k = \left\lfloor \frac{k+N-2}{2} \right\rfloor + M - k$ denotes the number of integer points in the intersection between the region of moduli and the straight line of equation $(y_4 = k - 1)$ if $N \leq k \leq N + 2M - 5$, then we have the following:

**Theorem.** The dimension of the generic strata of the moduli space of $S = \{f_{M,N} = 0\}$ is given by

1. if $M, N \neq 2$ and $N$ is even:

   $$
   \tau_{M,N} = \tau_0 + 3N - 7 + (M - 3) \left( \frac{N}{2} + 2 \right) + \frac{(N-4)(N-6)}{4}
   $$

   $$
   + \sum_{i=0}^{\frac{N-3}{4}} \left( M - 4 - \left\lfloor \frac{2i+1}{3} \right\rfloor \right)
   $$

2. if $M, N \neq 2$ and $N \neq 3$ is odd:

   $$
   \tau_{M,N} = \tau_0 + 3N - 7 + (M - 3) \left( \frac{N-1}{2} + 2 \right) + \frac{(N-5)^2}{4}
   $$

   $$
   + \sum_{i=0}^{\frac{N+1}{4}-3} \left( M - 4 - \left\lfloor \frac{2i}{3} \right\rfloor \right)
   $$

3. if $N = 3$, $M \neq 2$:

   $$
   \tau_{M,N} = q_4 + 3M + 3N - 17 + \sum_{r=1}^{2M-6} \left( q_{r+4} - \left\lfloor \frac{r}{2} \right\rfloor - 2 \right)
   $$
4. if $M = 2, N \neq 2$:

$$\tau_{M,N} = 2N - 5 + \sum_{d=2}^{\lfloor \frac{N-1}{2} \rfloor} (N - 2d - 1)$$

5. if $N = 2$:

$$\tau_{M,N} = 2(M - 2) + \sum_{q_{r+3} \geq \left\lceil \frac{r+2}{2} \right\rceil + \frac{r}{2} - \left\lfloor \frac{r-1}{2} \right\rfloor} q_{r+3} - \left( \left\lceil \frac{r+2}{2} \right\rceil + \frac{r}{2} - \left\lfloor \frac{r-1}{2} \right\rfloor \right),$$

where exceptionally $q_{N+1} = M - 3$.

Finally, we remark that the previous family of normal forms is not the only family of normal forms. Considering the same space of parameters $\mathcal{P}$, for $p \in \mathcal{P}$, we define another analytic normal form by

$$N_{p}^{(M,N)} = xy(y + x) \prod_{i=1}^{N-2} \left( y + \sum_{k=1}^{i} a_{k,i} x y^{k-1} \right) \prod_{i=1}^{M-1} \left( y + \sum_{k=1}^{N-3+2i} b_{k,i} x^{k+1} \right).$$

In the previous construction of normal forms, we fixed the curve $y + x^2 = 0$ and distributed the parameters on the remaining $N - 1$ branches of weight $(1, 1)$ and $M - 2$ branches of weight $(1, 2)$. However, here we choose to fix the curve $y + x = 0$, and so it remains $N - 2$ branches of weight $(1, 1)$ and $M - 1$ branches of weight $(1, 2)$ on which we distribute the parameters. If we consider the saturated foliation $F_{p}^{(M,N)}$ defined by the one-form $dN_{p}^{(M,N)}$ on $\mathbb{C}^{2+\delta_{M,N}}$, we show similarly in chapter 4 that for any $p_0$ in $\mathcal{P}$ the germ of unfolding $\{F_{p}^{(M,N)}, p \in (\mathcal{P}, p_0)\}$ is a universal equireducible unfolding of the foliation $F_{p_0}^{(M,N)}$. Moreover, we also show that this family is globally unique.
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Chapter 1

Basics and properties.

A holomorphic foliation $\mathcal{F}$ of dimension $p$ on a complex manifold $M$ of dimension $n$ is the data of an atlas
$$\left\{ \psi_i : U_i \subset M \rightarrow \mathbb{C}^p \times \mathbb{C}^{n-p} \right\}$$
such that the change of charts mappings are holomorphic and of the form
$$(x,t) \mapsto (\psi(x,t),\phi(t)), \quad x = (x_1,\ldots,x_p), t = (t_1,\ldots,t_{n-p}).$$
It can be also given by a covering by open sets $\{U_i\}_{i \in J}$ equipped with submersions
$$(H_i : U_i \rightarrow \mathbb{C}^{n-p})_{i \in I}$$
satisfying, on every intersection $U_i \cap U_j$, the gluing condition
$$H_j = \psi_{ij} \circ H_i$$
for a biholomorphism $\psi_{ij} : H_i(U_i \cap U_j) \rightarrow H_j(U_i \cap U_j)$ [12]. On the open set $U_i$, the relation $x$ and $y$ belong to the same component connected by arc of a fiber of $H_i$ defines an equivalence relation $R_i$. Every equivalence class of the equivalence relation on $M$ generated by the family of relations $(R_i)_{i \in I}$ is called a leaf of the foliation $\mathcal{F}$. The gluing conditions ensure that the relations $R_i$ and $R_j$ coincide on $U_i \cap U_j$.

1.1 A germ of foliation in $\mathbb{C}^2$.

A germ of singular holomorphic foliation $\mathcal{F}$ in $\mathbb{C}^2$ corresponds to the data of a germ of holomorphic 1-form
$$a(x,y)dx + b(x,y)dy$$ (1.1)
up to the action of the group of germs of unities $\mathcal{O}_2^*$. Here, the functions $a$ and $b$ are germs of holomorphic functions which vanish at the origin of $\mathbb{C}^2$. The singular set of the foliation is the zero set of $a$ and $b$. When the singular set is of codimension 1, $a$ and $b$ have a non-trivial common factor in $\mathbb{C}\{x,y\}$. The foliation associated to the 1-form
$$\frac{a(x,y)}{\gcd(x,y)}dx + \frac{b(x,y)}{\gcd(x,y)}dy$$
extends the foliation (1.1) to a regular foliation outside the origin. It is called the saturated foliation associated to the foliation defined by (1.1). From now on, the singularity of (1.1) is supposed to be isolated, which is to say that $a$ and $b$ do not have a common factor in $\mathbb{C} \{x, y\}$.

**Reduced singularity.**

A germ of foliation is said to be reduced if there exists a system of coordinates in which it is defined by a 1-form of the form

$$\lambda xdy + \mu ydx + ..., \quad \mu \neq 0, \quad \frac{\lambda}{\mu} \notin \mathbb{Q}^\times.$$

This quotient is an important invariant of the foliation. It is called the Camacho-Sad index of foliation \cite{10}. This singularity of the foliation is said to be of type \cite{42}

1. hyperbolic if $\frac{\lambda}{\mu} \notin \mathbb{R}$,
2. node if $\frac{\lambda}{\mu} \in \mathbb{R}^\times$,
3. saddle if $\frac{\lambda}{\mu} \in \mathbb{R}^+\backslash \mathbb{R}_{\mathbb{Q}^\times}$,
4. saddle-node if $\lambda = 0$,
5. resonant if $\frac{\lambda}{\mu} \in \mathbb{Q}$.

We note that a reduced singularity produces only reduced singularities after a standard blow-up centered at the singularity. We are going to explain now the principle of reduction of non-reduced singularities.

**Reduction of singularities of a foliation.**

Regarding the reduction of non-reduced singularities, the notion of a reduced singularity with respect to a germ of curve specifies that of a reduced singularity. It leads to a reduction of singularities which is finer than that associated to the simple notion of a reduced singularity.

**Definition 1.1.1.** Let $F$ be a germ of foliation and $S$ a germ of curve. The couple $(F, S)$ is said to be reduced if one of the following conditions is satisfied

1. $F$ is reduced and singular and $S$ is invariant.
2. $F$ is regular, $S$ is not invariant and all the leaves of $F$ are transverse to $S$.

To define the reduction of singularities, we call a blow-up process at $0 \in \mathbb{C}^2$ the data of a commutative diagram
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\[ M^h \xrightarrow{E^h} \ldots \xrightarrow{} M^j \xrightarrow{E^j} M^{j-1} \xrightarrow{} \ldots \xrightarrow{} E^1 \xrightarrow{} M^0 = \mathbb{C}^2 \]

\[ \Sigma^h \xrightarrow{} \ldots \xrightarrow{} \Sigma^j \xrightarrow{} \Sigma^{j-1} \xrightarrow{} \ldots \xrightarrow{} \Sigma^0 = \{0\} \quad (1.2) \]

\[ S^h \xrightarrow{} \ldots \xrightarrow{} S^j \xrightarrow{} S^{j-1} \xrightarrow{} \ldots \xrightarrow{} S^0 = \{0\} \]

where \( M^j \) is a complex analytic variety of dimension 2; \( \Sigma^j \), called the singularity set, is a finite set of points contained in the curve \( D^j := (E^1 \circ \ldots \circ E^j)^{-1}(S^0) \), called the \( j \)th exceptional divisor of the blow-up; \( E^{j+1} \) is the standard blow-up of center \( S^j \), called the \( j \)th center of blow-up. The application \( E_h := E^1 \circ \ldots \circ E^h \) is called the total morphism of the process. We denote by \( \text{Comp}(D^j) \) the set of irreducible components of \( D^j \). The integer \( h \) is called the height of the blow-up process and the triplet \( (M^h, D^h, \Sigma^h) \) the tree of the blow-up process. The triplet \( (M^0, D^0, \Sigma^0) \) is the socle of the process.

Considering a germ of foliation \( F \), the theorem of Seidenberg says that:

**Theorem 1.1.1** ([8],[31]). There exists a blow-up process of height \( h \) such that

1. for every \( j = 0, \ldots, h \), the center \( S^j \) is the set of non-reduced singularities of \( E^{j*}F \) with respect to the divisor \( D^j \),

2. for every \( j = 0, \ldots, h \), the set \( \Sigma^j \) is the set of singularities of the foliation \( E^{j*}F \),

3. \( S^h = \emptyset \).

The second condition of the definition (1.1.1) avoids the situation of a foliation locally regular whose one of the leaves would be tangent to the divisor. When the considered blow-up process is the minimal among those which satisfy the properties of theorem (1.1.1), we talk about the reduction process of \( F \) and the tree \( (M, D, \Sigma) := (M^h, D^h, \Sigma^h) \) is called the reduction tree of \( F \). This tree and its total morphism are unique up to the permutation of the order of some intermediate blow-up applications.

A separatrix is an irreducible component of the closure of an invariant curve of the regular foliation induced by \( F \) outside the singularity whose closure is an analytic curve. The existence of a reduction process is a basic point in the proof of the classic theorem:

**Theorem 1.1.2** ([10]). Every germ of singular holomorphic foliation admits at least a separatrix.

As every separatrix can be lifted through the reduction tree to a curve which is transverse to the divisor turning it into a smooth separatrix of a reduced singularity, the reduction process of a foliation desingularizes the singularities of the separatrices. The strategy adopted for the proof of theorem (1.1.2) is to show, by a combinatorial argument, the
existence of a reduced singularity for the reduced foliation admitting a separatrix transverse to the divisor of the reduction tree. This curve contracts then at the origin to a germ of analytic curve constituting a separatrix.

If the divisor of the reduction tree is not an invariant curve, then the foliation is said to be \textit{dicritical} and it is said to be \textit{non-dicritical} in the contrary case. This alternative corresponds to the presence or not of a finite number of separatrices.

If the reduced foliation does not have any saddle-node singularity, then it is said to be of a \textit{generalized curve} type. It is not required for the foliation to be non-dicritical. The foliations of a generalized curve type admit a reduction process which is easy to describe:

\textbf{Theorem 1.1.3} ([11]). \textit{The reduction processes of a germ of foliation of a generalized curve type and its separatrices are the same.}

This result explains the terminology \textit{generalized curve}. In this thesis, we work with foliations defined by holomorphic functions. Thus, they are clearly non-dicritical and of a generalized curve type.

To describe the topology of the reduction tree, there is a combinatorial invariant controlling the topological type of the reduction process: so, using the notations of (1.2), the dual tree $A^\ast (\mathcal{F})$ of a foliation $\mathcal{F}$ is defined by the data of an oriented graph whose set of vertices is the set $\text{Comp}(D^0)$; two vertices $D$ and $D'$ are linked by an edge if and only if $D \cdot D' = 1$.

\section{Equireducible unfolding.}

Let $\mathcal{F}_0$ be a germ of holomorphic foliation at $0 \in \mathbb{C}^2$ with isolated singularity 0. An unfolding of $\mathcal{F}_0$ of base $P = (\mathbb{C}^p, 0)$ is the data of a germ of saturated foliation $\mathcal{F}_p$ of codimension 1 at the origin of $(\mathbb{C}^{2+p}, 0)$ of singular set $\Sigma(\mathcal{F}_p)$ such that the leaves of $\mathcal{F}_p$ are transverse to the fibers of the projection

$$\Pi : (\mathbb{C}^{2+p}, 0) \to P, \quad \Pi(x, t) = t,$$

with $x = (x_1, x_2), t = (t_1, ..., t_p)$, and such that we have the equality

$$i^\ast(\mathcal{F}_p) = \mathcal{F}_0,$$

where $i : (\mathbb{C}^2, 0) \hookrightarrow (\mathbb{C}^{2+p}, 0)$ designs the embedding $i(x) = (x, 0)$.

In other words, it is the data of a germ of holomorphic 1-form

$$\Omega = A_1(x, t)dx_1 + A_2(x, t)dx_2 + \sum_{j=1}^{p} C_j(x, t)dt_j, \quad (1.3)$$

such that

1. $A_1, A_2$ and $C_1, ..., C_p$ are germs of holomorphic functions at a neighborhood of $\{0\},$
2. $\Omega$ is integrable, i.e. $\Omega \wedge d\Omega \equiv 0$.

3. The singular set $\Sigma(F_p)$ is the zero set of the ideal $(A_1, A_2, C_1, \ldots, C_p) \subset \mathcal{O}_{2+p}$.

4. $(C_1, \ldots, C_p)$ is a sub-ideal of $\sqrt{(A_1, A_2)}$.

The last condition corresponds to the transversality of the leaves and the fibers.

Two unfoldings $F_p$ and $F'_p$ of the same base $P$ are said to be holomorphically conjugated, or equivalent, if there exists a germ of holomorphic automorphism $\phi$ of $(\mathbb{C}^{2+p}, 0)$ such that

$$\phi^*F_p = F'_p \quad \text{and} \quad \Pi \circ \phi = \Pi.$$ 

When $\phi$ is only a $C^k$-homeomorphism, we say that $F_p$ and $F'_p$ are $C^k$-conjugated. An unfolding $F_p$ is said to be trivial if it is conjugated to a constant unfolding $F_0 \times P$, i.e. defined by (1.3) with

$$A_i(x, t) \equiv A_i(x, 0), \quad C_j(x, t) \equiv 0, \quad i = 1, 2, \quad j = 1, \ldots, p.$$ 

The equireducibility of an unfolding corresponds to the existence of reduction of singularities in family:

**Definition 1.2.1.** We say that an unfolding $F_p$ of $F_0$ of base $P = (\mathbb{C}^p, 0)$ is equireducible if there exists a sequence of blow-ups $E_{i,p}^i : M_{i,p}^i \to M_{i-1,p}^i$ such that

1. The singular sets $\Sigma_{i,p}^i$ are smooth; the centers $S_{i,p}^i$ are constituted of irreducible components of $\Sigma_{i,p}^i$; $S_{i,p}^h = \emptyset$.

2. Considering $E_{i,p} := E_{1,p}^1 \circ \ldots \circ E_{i,p}^i$, the restrictions of $\Pi_{i,p} := \Pi \circ E_{i,p}$ on $\Sigma_{i,p}^i$ are étale.

3. The foliations $E_{i,p}^i F_p$ are transverse to the fibers of $\Pi_{i,p}$ at every regular point.

4. The succession of blow-ups obtained by restricting every $E_{i,p}$ to the fibers of $\Pi_{i,p}$ and $\Pi_{i-1,p}$ is exactly the succession of blow-ups of the reduction process of $F_0$.

The argument followed in the proof of Theorem A is mainly based on the following result about equireducible unfoldings.

**Theorem 1.2.1 (J.F. Mattei [29]).** If $F_p$ is an equireducible unfolding of $F_0$, then $\tilde{F}_p := E_{h,p}^h F_p$ is locally analytically trivial.

If $F_0$ is defined by an exact one-form, then we can suppose that the unfolding is given by the one-form

$$dF_p = \frac{\partial F_p}{\partial x} dx + \frac{\partial F_p}{\partial y} dy + \sum_{r=1}^{p} \frac{\partial F_p}{\partial p_r} dp_r.$$ 

Let $m$ be any regular or singular point of the exceptional divisor $D$, in some local chart $(x_i, y_i)$ of $D$. According to the proof of the previous theorem, for each parameter $p_r$, we can find a local vector field in some neighborhood $U$ of $m$

$$X_r = \alpha_r(x_i, y_i, p) \frac{\partial}{\partial x_i} + \beta_r(x_i, y_i, p) \frac{\partial}{\partial y_i} - \frac{\partial}{\partial p_r},$$
such that $d\tilde{F}_p (X_r) = 0$, which can also be written as
\[
\frac{\partial \tilde{F}_p}{\partial p_r} = \alpha_r (x_i, y_i, p) \frac{\partial \tilde{F}_p}{\partial x_i} + \beta_r (x_i, y_i, p) \frac{\partial \tilde{F}_p}{\partial y_i},
\]
(1.4)
The local trivialization $\varphi_U$ on $U$ is obtained by successive integrations of the vector fields $X_r$. A direct corollary of the previous theorem is the following:

**Corollary 1.2.1 ([29])**. If $\mathcal{F}_p$ is an equireducible unfolding of $\mathcal{F}_0$, then $\mathcal{F}_p$ is topologically trivial.

Following [29], the set of the classes of equireducible unfoldings $\tilde{\mathcal{F}}_p$ of $\tilde{\mathcal{F}}_0$ up to analytic equivalence is in bijection with the first non abelian cohomology group $H^1 (D, G_P)$, where $G_P$ is the sheaf on $D$ of the germs of automorphisms of the trivial deformation on $M \times P$ which commute with the projection on $P$, and are equal to the identity on the divisor. This map is defined by the cocycle $\{ \varphi_{U,V} \}$ induced by the local trivializations $\varphi_U$ previously obtained. Consider the sheaf $\Theta_{\mathcal{F}_0}$ of germs of vector fields tangent to the desingularized foliation $\tilde{\mathcal{F}}_0$ of the foliation $\mathcal{F}_0$. We adopt the following definition:

**Definition 1.2.2.** We call class of infinitesimal equireducible unfolding of $\mathcal{F}_0$ every element of the first Cech cohomology group $H^1 (D, \Theta_{\mathcal{F}_0})$.

For each direction defined by $v$ in $T_0 P$, the derivative of $\{ \varphi_{U,V} \}$ in this direction defines a map from $T_0 P$ into $H^1 (D, \Theta_{\mathcal{F}_0})$. We denote this map by $T \mathcal{F}_p$: if $X_U$ is a collection of local vector fields solutions of (1.4), then the cocycle $\{ X_{U,V} = X_U - X_V \}$ evaluated at $p = 0$ is the image of the direction $\partial/\partial p_r$ in $H^1 (D, \Theta_{\mathcal{F}_0})$ by $T \mathcal{F}_p$. We also have that:

**Theorem 1.2.2 ([29])**. For every linear application $L$ of $T_0 P$ into $H^1 (D, \Theta_{\mathcal{F}_0})$, there exists an equireducible unfolding $\mathcal{F}_p$ of base $P$ such that $L = T \mathcal{F}_p$.

The geometric meaning of this theorem is that the $\mathbb{C}$-space $H^1 (D, \Theta_{\mathcal{F}_0})$ can be interpreted as the tangent space to $H^1 (D, G_P)$ at $\mathcal{F}_0$. The following result is the main tool of the proof of Theorem A:

**Theorem 1.2.3 ([29])**. The unfolding $\mathcal{F}_p$, $p \in P$ is universal among the equireducible unfoldings of $\mathcal{F}_0$ if and only if the map $T \mathcal{F}_p : T_0 P \to H^1 (D, \Theta_{\mathcal{F}_0})$ is a bijective map.
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First universal family of normal forms of foliations.

The purpose of this chapter is to describe the local moduli space of the foliations in the topological class $\mathcal{T}_{M,N}$ and give a universal family of analytic normal forms. We give the infinitesimal description and local parametrization of the moduli space $\mathcal{M}_{M,N}$ using the cohomological tools considered by J.F. Mattei in [29]: the tangent space to the moduli space is given by the first Cech cohomology group $H^1(D, \Theta_F)$, where $D$ is the exceptional divisor of the desingularization of $f_{M,N}$, and $\Theta_F$ is the sheaf of germs of vector fields tangent to the desingularized foliation of the foliation induced by $df_{M,N} = 0$. Using a particular covering of $D$, we give a presentation of the space $H^1(D, \Theta_F)$ in section (2.1). In section (2.2), we exhibit a universal family of analytic normal forms (Theorem A). This way, we obtain local description of $\mathcal{M}_{M,N}$. We give the proof of the main result for the particular case $M = N = 3$ in section (2.3) and for the general case in section (2.4). The last section (2.5) is devoted to the proof of the global uniqueness of these normal forms (Theorem B).

2.1 The dimension of $H^1(D, \Theta_F)$.

The foliations induced by the elements of $\mathcal{T}_{M,N}$ can be desingularized after two standard blow-ups of points. So, we consider the composition of two blow-ups $E : (\mathcal{M}, D) \rightarrow (\mathbb{C}^2, 0)$ with its exceptional divisor $D = E^{-1}(0)$. On the manifold $\mathcal{M}$, we consider the three charts $V_2(x_2, y_2)$, $V_3(x_3, y_3)$ and $V_4(x_4, y_4)$ in which $E$ is defined by $E(x_2, y_2) = (x_2y_2, y_2)$, $E(x_3, y_3) = (x_3, x_3^2y_3)$ and $E(x_4, y_4) = (x_4y_4, x_4y_4^2)$. In particular, once $M \geq 2$ and $N \geq 2$, any function in $\mathcal{T}_{M,N}$ is not topologically quasi-homogeneous since the weighted desingularization process is a topological invariant [49].

Notation. Let $Q_{M,N}$ be the region in the union of the real half planes $(X,Y)$, $X \geq 0$ and $Y \geq 0$, delimited by

\[
Y - X + (M - 1) > 0 \\
2Y - X - (N - 1) < 0
\]
Proposition 2.1.1. The dimension $\delta_{M,N}$ of the first cohomology group $H^1(D, \Theta_F)$ is equal to the number of the integer points in the region $Q_{M,N}$ which can be expressed by the following formula

$$\delta_{M,N} = \frac{(M+N-2)(M+N-3)}{2} + \frac{(M-1)(M-2)}{2}.$$ 

Proof. We consider the vector field $\theta_f$ with an isolated singularity defined by

$$\theta_f = -\frac{\partial f}{\partial x} \frac{\partial}{\partial y} + \frac{\partial f}{\partial y} \frac{\partial}{\partial x}.$$ 

We consider the following covering of the divisor introduced above $D = V_2 \cup V_3 \cup V_4$. The sheaf $\Theta_F$ is a coherent sheaf, and according to Siu [60], the covering $\{V_2, V_3, V_4\}$ can be supposed to be Stein. Thus, the first cohomology group $H^1(D, \Theta_F)$ is given by the quotient

$$H^1(D, \Theta_F) = \frac{H^0(V_2 \cap V_4, \Theta_F) \oplus H^0(V_3 \cap V_4, \Theta_F)}{\delta(H^0(V_2, \Theta_F) \oplus H^0(V_3, \Theta_F) \oplus H^0(V_4, \Theta_F))},$$
where \( \delta \) is the operator defined by \( \delta(X_2, X_3, X_4) = (X_2 - X_4, X_3 - X_4) \). In order to compute each term of the quotient, we consider the following vector field

\[
\theta_{is} = \frac{E^i \theta_j}{x_3^{M+N-2} y_4^{2M+N-3}}.
\]

This vector field has isolated singularities and defines the foliation on the two intersections \( V_2 \cap V_4 \) and \( V_3 \cap V_4 \). Therefore, we have \( H^0(V_2 \cap V_4, \Theta_F) = \mathcal{O}(V_2 \cap V_4) \cdot \theta_{is} \) and \( H^0(V_3 \cap V_4, \Theta_F) = \mathcal{O}(V_3 \cap V_4) \cdot \theta_{is} \), and each element \( \theta_{24} \) in \( H^0(V_2 \cap V_4, \Theta_F) \) and \( \theta_{34} \) in \( H^0(V_3 \cap V_4, \Theta_F) \) can be written

\[
\theta_{24} = \left( \sum_{i \in \mathbb{N}, j \in \mathbb{Z}} \lambda_{ij} x_1^i y_4^j \right) \cdot \theta_{is} \quad \text{and} \quad \theta_{34} = \left( \sum_{i \in \mathbb{Z}, j \in \mathbb{N}} \lambda_{ij} x_1^i y_4^j \right) \cdot \theta_{is}.
\]

Similarly, we find that the elements \( \theta_2 \) in \( H^0(V_2, \Theta_F) \) and \( \theta_3 \) in \( H^0(V_3, \Theta_F) \) can be written

\[
\theta_2 = \left( \sum_{i \in \mathbb{N}} \alpha_{ij} x_1^i y_4^j \right) \cdot \theta_{is} \quad \text{and} \quad \theta_3 = \left( \sum_{i \in \mathbb{N}} \beta_{ij} x_1^i y_4^j \right) \cdot \theta_{is}.
\]

The cohomological equation describing \( H^1(D, \Theta_F) \) is thus equivalent to

\[
\begin{align*}
\theta_{24} &= \theta_2 - \theta_4 \\
0 &= \theta_3 - \theta_4
\end{align*}
\]

\[
\iff
\begin{align*}
\theta_{24} &= \theta_2 - \theta_4 \\
0 &= \theta_3 - \theta_4
\end{align*}
\]

which means that its dimension corresponds to the number of elements which do not have a solution in any of the above two systems. This implies that the dimension of the cohomology group is equal to the number of integer points in the region \( \mathcal{Q}_{M,N} \) that can be expressed by the following formula

\[
\delta_{M,N} = \frac{(M + N - 2)(M + N - 3)}{2} + \frac{(M - 1)(M - 2)}{2}.
\]

\[ \square \]

### 2.2 The local normal forms.

We denote by \( \mathcal{P} \) the following open set of \( \mathbb{C}^{3M,N} \)

\[
\mathcal{P} = \{ (\cdots, a_{k,i}, \cdots, b_{k',i'}, \cdots) \text{ such that } a_{1,i} \neq 0, b_{1,j} \neq 0, 1 \text{ and }
\]

\[
a_{1,i} \neq a_{1,j}, b_{1,i'} \neq b_{1,i'} \text{ for } i \neq j \text{ and } i' \neq j' \},
\]

where the indexes \( k,i,k' \) and \( i' \) satisfy the following system of inequalities

\[
\begin{align*}
0 &\leq k - 1 \leq i - 1 \\
-(N - 2) &\leq 2k - i - 1 \leq 2i - 2 \\
-(M - 2) &\leq k' - i' - 1 \leq N - 3 + 2i' \\
0 &\leq k' - 1 \leq N - 2 + 2i'
\end{align*}
\]
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For \( p \in \mathcal{P} \), we define the analytic normal form by

\[
N_p^{(M,N)} = xy(y + x^2) \prod_{i=1}^{N-1} \left( y + \sum_{k=1}^{i} a_{k,i} x y^{k-1} \right) \prod_{i=1}^{M-2} \left( y + \sum_{k=1}^{N-1+2i} b_{k,i} x^{k+1} \right).
\]

We consider the saturated foliation \( \mathcal{F}_p^{(M,N)} \) defined by the one-form \( dN_p^{(M,N)} \) on \( \mathbb{C}^{2+\delta_{M,N}} \).

The first main result is the following:

**Theorem A.** For any \( p_0 \) in \( \mathcal{P} \) the germ of unfolding \( \{ \mathcal{F}_p^{(M,N)}, p \in (\mathcal{P}, p_0) \} \) is a universal equireducible unfolding of the foliation \( \mathcal{F}_p^{(M,N)} \).

As mentioned in the introduction, this means that for any equireducible unfolding \( \mathcal{F}_t \), \( t \in (\mathcal{T}, t_0) \) which defines \( \mathcal{F}_p^{(M,N)} \) for \( t = t_0 \), there exists a map \( \lambda : (\mathcal{T}, t_0) \to (\mathcal{P}, p_0) \) such that the family \( \mathcal{F}_t \) is analytically equivalent to \( N_{\lambda(t)} \). The differential of \( \lambda \) at the point \( t_0 \) is unique and the uniqueness of the map \( \lambda \) follows from Theorem B.

Consider the sheaf \( \Theta_{\mathcal{F}_0^{(M,N)}} \) of germs of vector fields tangent to the desingularized foliation \( \tilde{\mathcal{F}}_{p_0}^{(M,N)} \) of the foliation \( \mathcal{F}_p^{(M,N)} \) induced by \( dN_{p_0}^{(M,N)} = 0 \). In chapter 1, we said that according to [29], one can define the derivative of the deformation as a map from \( T_{p_0} \mathcal{P} \) into \( H^1(D, \Theta_{\mathcal{F}_0^{(M,N)}}) \). We denote this map by \( T\mathcal{F}_{p_0}^{(M,N)} \): since, according to theorem (1.2.1), after desingularization any equireducible unfolding is locally analytically trivial, there exists \( X_i, i \in \{2, 3, 4\} \), a collection of local vector fields solutions of

\[
\frac{\partial \tilde{N}_p^{(M,N)}}{\partial p_{1,i}} = \alpha_{1,i}(x_1, y_1, a_{1,i}, b_{1,i}) \frac{\partial N_p^{(M,N)}}{\partial x_1} + \beta_{1,i}(x_1, y_1, a_{1,i}, b_{1,i}) \frac{\partial N_p^{(M,N)}}{\partial y_1}, \tag{2.1}
\]

where \( p_{1,i} \in \{a_{1,i}, b_{1,i}\} \). The cocycle \( \{X_2, A = X_2 - X_4, X_3, A = X_3 - X_4\} \) evaluated at \( p = p_0 \) is the image of the direction \( \frac{\partial}{\partial p_{1,i}} \) in \( H^1(D, \Theta_{\mathcal{F}_0^{(M,N)}}) \) by \( T\mathcal{F}_{p_0}^{(M,N)} \). To prove Theorem A, we will make use of the following result stated before in chapter 1:

**Theorem 2.2.1** ([29]). The unfolding \( \mathcal{F}_t, t \in (\mathcal{T}, t_0) \) is universal among the equireducible unfoldings of \( \mathcal{F}_{t_0} \) if and only if the map \( T\mathcal{F}_{t_0} : \mathcal{T}_{t_0} \to H^1(D, \Theta_{\mathcal{F}_0^{(M,N)}}) \) is a bijective map.

Theorem A is thus a consequence of the following proposition.

**Proposition 2.2.1.** We consider the unfolding \( \tilde{\mathcal{F}}_p^{(M,N)} \) defined by the blowing up of \( N_p^{(M,N)}, p \in (\mathcal{P}, p_0) \). The image of the family \( \left\{ \frac{\partial}{\partial a_{k,i}}, \frac{\partial}{\partial b_{k,i}} \right\}_{k,i} \) in \( H^1(D, \Theta_{\mathcal{F}_0^{(M,N)}}) \) by \( T\mathcal{F}_{p_0}^{(M,N)} \) is linearly free.

Let \( S \) be the subset of \( \mathcal{P} \) defined by its elements at the first level \( k = k' = 1 \) i.e.

\[
S = \{ \cdots, a_{1,i}, \cdots, b_{1,i}, \cdots \} \text{ such that } 1 \leq i \leq N - 1 \text{ and } 1 \leq i' \leq M - 2 \}.
\]
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We denote by $A_1$ the square matrix of size $M + N - 3$, representing the decomposition of the images of $\left\{ \frac{\partial}{\partial a_{1,i}}, \frac{\partial}{\partial b_{1,i}} \right\}$ in $H^1(D, \Theta_{\mathcal{F}(M,N)}^{(p_0)})$ by $T\mathcal{F}_p^{(M,N)}$ on the corresponding basis. We note that the corresponding basis is in bijection with the set

$$\left\{ x^\alpha y^\beta / (\alpha, \beta) = (0, 1-i), 1 \leq i \leq N - 1 \text{ or } (\alpha, \beta) = (-i, 0), 1 \leq i \leq M - 2 \right\}.$$

Therefore, the proof of the proposition results from the following two lemmas.

**Lemma 2.2.1.** The matrix $A_1$ is invertible.

**Lemma 2.2.2.** The square matrix $A$ of size $\delta_{M,N}$, representing the decomposition of the images of $\left\{ \frac{\partial}{\partial a_{k,i}}, \frac{\partial}{\partial b_{k,i}} \right\}_{k,i}$ in $H^1(D, \Theta_{\mathcal{F}(M,N)}^{(p_0)})$ by $T\tilde{\mathcal{F}}_p(p_0)$ on its basis, is an invertible matrix.

2.3 Proof of Theorem A for $M = N = 3$.

In this section we give the proof of lemma (2.2.1) and lemma (2.2.2) for the case $M = N = 3$. In this case, the function $f_{M,N}$ is given by

$$f_{3,3} = \prod_{i=1}^{3} (y + a_{1,i}x) \prod_{i=1}^{3} (y + b_{1,i}x^2),$$

and the dimension $\delta_{M,N}$ of the first cohomology group $H^1(D, \Theta_{\mathcal{F}})$ is equal to $\delta_{3,3} = 7$, where the region $Q_{M,N}$ is given by the following figure.

![Figure 2.3 – The region $Q_{3,3}$](image)

Considering the open set $\mathcal{P}$ of $\mathbb{C}^{\delta_{3,3}}$ in this case

$$\mathcal{P} = \{(a_{1,1}, a_{1,2}, a_{2,1}, b_{1,1}, b_{2,1}, b_{3,1}, b_{4,1}) \text{ such that } a_{1,1}, a_{1,2} \neq 0, b_{1,1} \neq 0, 1 \text{ and } a_{1,1} \neq a_{1,2}\},$$

for $p \in \mathcal{P}$, the analytic normal form is given by

$$N_p^{(3,3)} = xy \left( y + x^2 \right) (y + a_{1,1}x) \left( y + a_{1,2}x + a_{2,2}xy \right) \left( y + b_{1,1}x^2 + b_{2,1}x^3 + b_{3,1}x^4 + b_{4,1}x^5 \right).$$
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Proof of Lemma 2.2.1 for $M = N = 3$. The matrix $A_1$ is given by

$$A_1 = \frac{1}{y_4} \frac{1}{x_4} \begin{pmatrix} \frac{\partial}{\partial a_{1,1}} & \frac{\partial}{\partial a_{1,2}} & \frac{\partial}{\partial b_{1,1}} \\ e_{1,1} & e_{1,2} & e_{1,3} \\ e_{2,1} & e_{2,2} & e_{2,3} \\ e_{3,1} & e_{3,2} & e_{3,3} \end{pmatrix}.$$  

We start by computing the entries $e_{3,1}$ and $e_{3,2}$. In the chart $V_4$, we have to solve

$$\frac{\partial \tilde{N}_p^{(3,3)}}{\partial a_{1,i}} = \alpha_{1,i}(x_4, y_4, a_{1,1}, a_{1,2}, b_{1,1}) \frac{\partial \tilde{N}_p^{(3,3)}}{\partial x_4} + \beta_{1,i}(x_4, y_4, a_{1,1}, a_{1,2}, b_{1,1}) \frac{\partial \tilde{N}_p^{(3,3)}}{\partial y_4}.$$  

(2.2)

Since $E$ is defined on $V_4$ by $E(x_4, y_4) = (x_4 y_4, x_4 y_4^2)$, we find that

$$\tilde{N}_p^{(3,3)}(x_4, y_4) = x_4^6 y_4^9 (1 + x_4) (y_4 + a_{1,1}) (y_4 + a_{1,2} + a_{2,2} x_4 y_4^2)$$

$$\quad (1 + b_{1,1} x_4 + b_{2,1} x_4^2 y_4 + b_{3,1} x_4^3 y_4^2 + b_{4,1} x_4^4 y_4^3).$$

We have

$$\frac{\partial \tilde{N}_p^{(3,3)}}{\partial a_{1,1}} = \frac{\tilde{N}_p^{(3,3)}}{y_4 + a_{1,1}} = \frac{y_4^9}{a_{1,1}} (Q(x_4) + y_4(...))$$

$$\frac{\partial \tilde{N}_p^{(3,3)}}{\partial a_{1,2}} = \frac{\tilde{N}_p^{(3,3)}}{y_4 + a_{1,2} + a_{2,2} x_4 y_4^2} = \frac{y_4^9}{a_{1,2}} (Q(x_4) + y_4(...))$$

with

$$Q(x_4) = a_{1,1} a_{1,2} x_4^6 (1 + x_4)(1 + b_{1,1} x_4)$$

and where the suspension points $(...)$ correspond to auxiliary holomorphic functions in $(x_4, y_4)$. Since $\tilde{N}_p^{(3,3)} = y_4^9 (Q(x_4) + y_4(...))$, we find that

$$\frac{\partial \tilde{N}_p^{(3,3)}}{\partial a_{1,1}} = y_4^9 (Q'(x_4) + y_4(...))$$

$$\frac{\partial \tilde{N}_p^{(3,3)}}{\partial a_{1,2}} = 9y_4^8 Q(x_4) + y_4^9(...).$$

(2.3)

Setting $\beta_{1,i} = y_4 \tilde{\beta}_{1,i}$, we deduce from (2.2) that

$$\frac{Q(x_4)}{a_{1,i}} = \alpha_{1,i}(x_4, 0) Q'(x_4) + 9 \tilde{\beta}_{1,i}(x_4, 0) Q(x_4) + y_4(...).$$

(2.4)

Using Bézout identity, there exist polynomials $W$ and $Z$ in $x_4$ such that

$$Q \wedge Q' = W Q' + Z Q$$

where $Q \wedge Q'$ is the great common divisor of $Q$ and $Q'$. We can choose the polynomial function $W$ to be of degree 2. We denote by

$$S(x_4) = x_4 (1 + x_4)(1 + b_{1,1} x_4)$$
the polynomial function satisfying \( Q = (Q \lor Q')S \). Therefore we obtain a solution of (2.2) in the chart \( V_1 \) of the form
\[
\begin{align*}
\alpha_{1,i} & = \frac{W(x_4)S(x_4)}{a_{1,i}} + y_4(...) \\
\beta_{1,i} & = \frac{y_4 Z(x_4)S(x_4)}{a_{1,i}} + y_4^2(...) \\
i.e. \ X^{(4)}_{1,i} & = \frac{W(x_4)S(x_4)}{a_{1,i}} \frac{\partial}{\partial x_4} + y_4(...).
\end{align*}
\]
Similarly, in the chart \( V_3 \) we have to solve
\[
\frac{\partial \tilde{N}_p^{(3,3)}}{\partial a_{1,i}} = \alpha_{1,i}(x_3, y_3, a_{1,1}, a_{1,2}, b_{1,1}) \frac{\partial \tilde{N}_p^{(3,3)}}{\partial x_3} + \beta_{1,i}(x_3, y_3, a_{1,1}, a_{1,2}, b_{1,1}) \frac{\partial \tilde{N}_p^{(3,3)}}{\partial y_3}. \tag{2.5}
\]
We have
\[
\tilde{N}_p^{(3,3)}(x_3, y_3) = x_3^2 y_3^3 (y_3 + 1)(x_3 y_3 + a_{1,1})(x_3 y_3 + a_{1,2} + a_{2,2} x_3^2 y_3)
\]
\[(y_3 + b_{1,1} + b_{2,1} x_3 + b_{3,1} x_3^2 + b_{4,1} x_3^3).
\]
Similarly, we write
\[
\frac{\partial \tilde{N}_p^{(3,3)}}{\partial a_{1,1}} = \tilde{N}_p^{(3,3)}(3y_3 + a_{1,1}) = \frac{x_3^2}{a_{1,1}} (P(y_3) + x_3(...))
\]
\[
\frac{\partial \tilde{N}_p^{(3,3)}}{\partial a_{1,2}} = \frac{\tilde{N}_p^{(3,3)}}{x_3 y_3 + a_{1,2} + a_{2,2} x_3^2 y_3} = \frac{x_3^3}{a_{1,2}} (P(y_3) + x_3(...))
\]
with
\[P(y_3) = a_{1,1} a_{1,2} y_3 (y_3 + 1)(y_3 + b_{1,1}).\]
Since \( \tilde{N}_p^{(3,3)} = x_3^2 (P(y_3) + x_3(...)) \), we obtain
\[
\frac{\partial \tilde{N}_p^{(3,3)}}{\partial x_3} = 9 x_3^8 P(y_3) + x_3^2(...)
\]
\[
\frac{\partial \tilde{N}_p^{(3,3)}}{\partial y_3} = x_3^3 (P'(y_3) + x_3(...)). \tag{2.6}
\]
Setting \( \alpha_{1,i} = x_3 \alpha_{1,i} \), we deduce from (2.5) that
\[
\frac{P(y_3)}{a_{1,i}} = 9 \tilde{\alpha}_{1,i}(0, y_3) P(y_3) + \beta_{1,i}(0, y_3) P'(y_3) + x_3(...).
\]
We set \( P \lor P' = UP' + VP \) and \( P = (P \lor P')S \) with
\[
R(y_3) = y_3 (y_3 + 1)(y_3 + b_{1,1})
\]
Also, we can assume that the degree of \( U \) is 2, and so we obtain the solution
\[
\begin{align*}
\alpha_{1,i} & = \frac{x_3^2}{U(y_3) R(y_3)} V(y_3) R(y_3) + x_3^2(...) \\
\beta_{1,i} & = \frac{U(y_3) R(y_3)}{a_{1,i}^2} + x_3^3(...) \\
i.e. \ X^{(3)}_{1,i} & = \frac{U(y_3) R(y_3)}{a_{1,i}^2} \frac{\partial}{\partial y_3} + x_3(...).
\end{align*}
\]
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To compute the cocycle we write \( X_{1,i}^{(3)} \) in the chart \( V_4 \). Using the standard change of coordinates \( x_4 = 1/y_3 \) and \( y_4 = x_3y_3 \) and since we have

\[
U(y_3) = \frac{\tilde{U}(x_4)}{x_4^2} \quad \text{and} \quad R(y_3) = \frac{S(x_4)}{x_4^2}
\]

where \( \tilde{U} \) is a polynomial function, we find the first part of the first term of the cocycle

\[
X_{1,i}^{(3,4)} = X_{1,i}^{(3)} - X_{1,i}^{(4)} = -\frac{S(x_4)}{a_{1,i}} \left[ \frac{\tilde{U}(x_4)}{x_4^2} + W(x_4) \right] \frac{\partial}{\partial x_4} + y_4(\ldots).
\]

Let \( \Theta_0 \) be a holomorphic vector field with isolated singularities defining \( \tilde{\mathcal{F}}_{\mathcal{P}_0}^{(3,3)} \) on \( V_3 \cap V_4 \). We have

\[
X_{1,i}^{(3,4)} = \Phi_{1,i}^{(3,4)} \Theta_0.
\]

We can choose \( \Theta_0 = \frac{E^*\Theta_{N_p}^{(3,3)}}{y_3} \) with \( \Theta_{N_p}^{(3,3)} = \frac{\partial N_p^{(3,3)}}{\partial x} \frac{\partial}{\partial y} - \frac{\partial N_0^{(3,3)}}{\partial x} \frac{\partial}{\partial y} \). According to Proposition (2.1.1), the set of the coefficients of the Laurent’s series of \( \Phi_{1,i}^{(3,4)} \) characterizes the class of \( X_{1,i}^{(3,4)} \) in \( H^1(D, \Theta_{\tilde{\mathcal{F}}_{\mathcal{P}_0}^{(3,3)}}) \). Using the relations

\[
\frac{\partial}{\partial x} = \frac{2}{y_4} \frac{\partial}{\partial x_4} - \frac{1}{x_4} \frac{\partial}{\partial y_4} \quad \text{and} \quad \frac{\partial}{\partial y} = -\frac{1}{y_4^2} \frac{\partial}{\partial x_4} + \frac{1}{x_4 y_4} \frac{\partial}{\partial y_4},
\]

we write

\[
\Theta_0 = \frac{1}{x_4^2 y_4^6} \left( -\frac{1}{x_4^2} \frac{\partial}{\partial x_4} - \frac{1}{x_4 y_4} \frac{\partial}{\partial y_4} \right).
\]

Now, according to (2.3), we get the equality

\[
\Phi_{1,i}^{(3,4)} = \frac{1}{9 a_{1,i} a_{1,1} a_{1,2}} \left[ \frac{\tilde{U}(x_4)}{x_4^2} + W(x_4) \right] + y_4(\ldots).
\]

Since \( \tilde{U}(x_4) \) is of degree 2, then the coefficient of \( 1/x_4 \) in the Laurent series of \( \frac{\tilde{U}(x_4)}{x_4^2} \) is zero. So the entries \( e_{3,1} \) and \( e_{3,2} \) are zero.

We proceed similarly to compute the entry \( e_{3,3} \). So, in the chart \( V_4 \), we have to solve the following equation

\[
\frac{\partial N_p^{(3,3)}}{\partial b_{1,1}} = \eta_{1,1}(x_4, y_4, a_{1,1}, a_{1,2}, b_{1,1}) \frac{\partial N_p^{(3,3)}}{\partial x_4} + \gamma_{1,1}(x_4, y_4, a_{1,1}, a_{1,2}, b_{1,1}) \frac{\partial N_p^{(3,3)}}{\partial y_4}. \tag{2.7}
\]

Following the same algorithm, we obtain the second part of the first term of the cocycle

\[
Y_{1,1}^{(3,4)} = Y_{1,1}^{(3)} - Y_{1,1}^{(4)} = -\frac{S(x_4)}{1 + b_{1,1} x_4} \left[ \frac{\tilde{U}(x_4)}{x_4^2} + x_4 W(x_4) \right] \frac{\partial}{\partial x_4} + y_4(\ldots).
\]
Now we compute the second cocycle. In the chart where $A$ is a root of the polynomial which is different from zero. We note that

\[ \Psi^{(3,4)}_{1,1} \]

where $\Psi^{(3,4)}_{1,1}$ is a polynomial in $(x_4, y_4)$ of degree 1. This yields the following expression of $e_{3,3}$

\[ e_{3,3} = \frac{b_{1,1}^2}{9a_{1,1}a_{1,2}} \tilde{U} \left( -\frac{1}{b_{1,1}} \right) \]

which is different from zero. We note that $\tilde{U} \left( -\frac{1}{b_{1,1}} \right)$ is different from zero because $-b_{1,1}$ is a root of the polynomial $P$ which satisfies the Bézout identity $P \wedge P' = UP' + VP$.

Now we compute the second cocycle. In the chart $V_4$, we can write $\tilde{N}_{P}^{(3,3)}$ as

\[ \tilde{N}_{P}^{(3,3)}(x_4, y_4) = x_4^6 \left( A(y_4) + y_4^9x_4(...) \right) \]

where $A(y_4) = y_4^9(y_4 + a_{1,1})(y_4 + a_{1,2})$. So, we obtain the following expressions

\[ \frac{\partial \tilde{N}_{P}^{(3,3)}}{\partial a_{1,1}} = \frac{x_4^6}{y_4 + a_{1,1}} \left( A(y_4) + y_4^9x_4(...) \right) \]
\[ \frac{\partial \tilde{N}_{P}^{(3,3)}}{\partial x_4} = 6x_4^5A(y_4) + y_4^9x_4^6(...) \]
\[ \frac{\partial \tilde{N}_{P}^{(3,3)}}{\partial y_4} = x_4^6 \left( A'(y_4) + y_4^9x_4(...) \right) \]

Setting $\alpha_{1,i} = x_4\tilde{a}_{1,i}$, we deduce from (2.2) that

\[ \frac{A(y_4)}{y_4 + a_{1,i}} = 6\alpha_{1,i}(0, y_4)A(y_4) + \beta_{1,i}(0, y_4)A'(y_4) + y_4^9x_4(...) \]

Using Bézout identity, there exist polynomials $B$ and $C$ in $y_4$ such that

\[ A \wedge A' = BA' + CA. \]

As before, we can choose the polynomial function $B$ to be of degree 2. We denote by $D(y_4) = y_4(y_4 + a_{1,1})(y_4 + a_{1,2})$ the polynomial function satisfying $A = (A \wedge A')D$. Therefore we obtain a solution of (2.2) in the chart $V_4$

\[ X_{1,i}^{(4)} = \frac{B(y_4)D(y_4)}{y_4 + a_{1,i}} \frac{\partial}{\partial y_4} + x_4(...). \]
Similarly, in the chart $V_2$ we write

$$\hat{N}_p^{(3,3)}(x_2, y_2) = y_2^6(J(x_2) + x_2^2y_2(...))$$

with

$$J(x_2) = x_2(1 + a_{1,1}x_2)(1 + a_{1,2}x_2).$$

We set $J \wedge J' = \mathcal{K}J' + LJ = 1$. Again, we can assume that the degree of $\mathcal{K}$ is 2 and so we obtain the solution

$$X^{(2)}_{1,i} = \frac{x_2}{1 + a_{1,i}x_2}K(x_2)J(x_2)\frac{\partial}{\partial x_2} + y_2(...).$$

Using the change of coordinates $x_4 = x_2^2y_2$ and $y_4 = 1/x_2$, we find the first part of the second term of the cocycle

$$X^{(2,4)}_{1,i} = X^{(2)}_{1,i} - X^{(4)}_{1,i} = -\frac{1}{y_4 + a_{1,i}}\left[\frac{\hat{K}(y_4)A(y_4)}{y_4^4} + B(y_4)D(y_4)\right] \frac{\partial}{\partial y_4} + x_4(...)$$

where $\hat{K}$ is the polynomial function satisfying $K(x_2) = \frac{\hat{K}(y_4)}{y_4^4}$.

Finally, we obtain the following expression of $\Phi^{(2,4)}_{1,i}$

$$\Phi^{(2,4)}_{1,i} = -\frac{1}{6(y_4 + a_{1,i})}\left[\frac{\hat{K}(y_4)}{y_4^4} + B(y_4)\right] + x_4(...).$$

Similarly, we find that $\Phi^{(2,4)}_{1,i}$ can be written as

$$\Phi^{(2,4)}_{1,i} = -\frac{1}{6}\left[\frac{\hat{K}(-a_{1,i})}{a_{1,i}^2} \frac{1}{y_4} + \frac{\hat{K}(-a_{1,i})}{a_{1,i}^2} \frac{B(0)}{y_4^4} + \frac{R(y_4)}{y_4^4} + y_4(...\right] + x_4(...).$$

So, the entries $(e_{ji})_{1\leq i,j\leq 2}$ are given by

$$e_{ji} = \begin{cases} \frac{\hat{K}(-a_{1,i})}{6a_{1,i}^2} & \text{if } j = 1 \\ -\frac{1}{6}\left(\hat{K}(-a_{1,i}) + \frac{B(0)}{a_{1,i}^2}\right) & \text{if } j = 2. \end{cases}$$

A simple computation shows that the determinant of the block matrix formed by these entries is given by

$$\det(e_{ji})_{1\leq i,j\leq 2} = \frac{\hat{K}(-a_{1,1})\hat{K}(-a_{1,2})}{36a_{1,1}^4a_{1,2}^4} \left[\left(\frac{1}{a_{1,1}} - \frac{1}{a_{1,2}}\right) + B(0)\left(\frac{a_{1,1}^3}{\hat{K}(-a_{1,1})} - \frac{a_{1,2}^3}{\hat{K}(-a_{1,2})}\right)\right].$$
Let us compute the terms \( \tilde{K}(\cdot) \) and \( B(0) \). In fact, we know that \( \tilde{K}(y_4) = y_4^2 K(x_2) \) with \( y_4 = 1/x_2 \). This implies that

\[
\tilde{K}(\cdot) = a_{1,i}^2 K \left( -\frac{1}{a_{1,i}} \right).
\]

But, we also know that \( K \left( -\frac{1}{a_{1,i}} \right) = \frac{1}{J' \left( -\frac{1}{a_{1,i}} \right)} \). Computing the term \( J' \left( -\frac{1}{a_{1,i}} \right) \), we get the following expressions

\[
\tilde{K}(a_{1,1}) = \frac{-a_{1,1}^2}{a_{1,2} \left( \frac{1}{a_{1,2}} - \frac{1}{a_{1,1}} \right)} \quad \text{and} \quad \tilde{K}(a_{1,2}) = \frac{-a_{1,2}^2}{a_{1,1} \left( \frac{1}{a_{1,1}} - \frac{1}{a_{1,2}} \right)}.
\]

A simple computation using Bézout identity shows that the term \( B(0) \) is given by

\[
B(0) = \frac{1}{9a_{1,1}a_{1,2}}.
\]

Finally, we get the following expression of the determinant

\[
\det(e_{ji})_{1 \leq i,j \leq 2} = \frac{-11}{324 a_{1,1}^2 a_{1,2}^2 (a_{1,2} - a_{1,1})},
\]

which is different from zero because \( a_{1,1} \neq a_{1,2} \).

**Proof of Lemma 2.2.2** for \( M = N = 3 \). After proving the invertibility of the matrix \( A_1 \), it remains to study the propagation of these coefficients along the higher levels. In fact, the decomposition of the vector fields \( X_\alpha \) and \( Y_\beta \) on the basis \( \{X_{1,2}, X_{1,3}, X_{2,1}, Y_{1,2}, Y_{1,3}, Y_{2,1}\} \)

\[
\frac{\partial \tilde{N}_{p}^{(3,3)}}{\partial a_{k,i}} = \alpha_{k,i}(x_4, y_4, a_{k,i}, b_{k,i}) \frac{\partial \tilde{N}_{p}^{(3,3)}}{\partial x_4} + \beta_{k,i}(x_4, y_4, a_{k,i}, b_{k,i}) \frac{\partial \tilde{N}_{p}^{(3,3)}}{\partial y_4}
\]

\[
\frac{\partial \tilde{N}_{p}^{(3,3)}}{\partial b_{k,i}} = \eta_{k,i}(x_4, y_4, a_{k,i}, b_{k,i}) \frac{\partial \tilde{N}_{p}^{(3,3)}}{\partial x_4} + \gamma_{k,i}(x_4, y_4, a_{k,i}, b_{k,i}) \frac{\partial \tilde{N}_{p}^{(3,3)}}{\partial y_4}.
\]

We note that we have the following relations

\[
\frac{\partial \tilde{N}_{p}^{(3,3)}}{\partial a_{k,2}} = x_4 y_4 \frac{\partial \tilde{N}_{p}^{(3,3)}}{\partial a_{1,2}} \quad \text{and} \quad \frac{\partial \tilde{N}_{p}^{(3,3)}}{\partial b_{k,2}} = x_4^{k-1} y_4^{k-1} \frac{\partial \tilde{N}_{p}^{(3,3)}}{\partial b_{1,2}}, \quad k = 2, 3, 4.
\]

This implies that if \( X_{k,i} = \alpha_{k,i} \frac{\partial}{\partial x_4} + \beta_{k,i} \frac{\partial}{\partial y_4} \) and \( Y_{k,i} = \eta_{k,i} \frac{\partial}{\partial x_4} + \gamma_{k,i} \frac{\partial}{\partial y_4} \) are solutions of (2.12) and (2.13) respectively for \( k = 1 \), then we obtain solutions for the other values of \( k \) setting

\[
X_{2,2} = x_4^2 y_4^2 X_{1,2} \quad \text{and} \quad Y_{k,i} = x_4^{k-1} y_4^{k-1} Y_{1,1}.
\]

This propagation can be described using the region \( Q_{M,N} \) as shown in figure (2.3). In fact, the decomposition of the vector fields \( X^{(2,4)}_{k,i}, X^{(3,4)}_{k,i}, Y^{(2,4)}_{k,i}, \) and \( Y^{(3,4)}_{k,i} \) on the basis

\[
P_{2,2} = x_4 y_4^2 P_{1,2}
\]
of $H^1 \left( D, \Theta^{(M,N)}_p \right)$ corresponds to the decomposition of the series $\Phi_{k,i}^{(2,4)}$, $\Phi_{k,i}^{(3,4)}$, $\Psi_{k,i}^{(2,4)}$ and $\Psi_{k,i}^{(3,4)}$ on the basis 
\[ \left\{ 1/x_4, 1/y_4, x_4 y_4, y_4, x_4^2 y_4^2, x_4^2 y_4^3 \right\}. \]

As a consequence of the previous relations, this decomposition can be expressed by the following matrix
\[ A = \begin{bmatrix} A_1 & 0 & 0 & 0 \\ * & A_2 & 0 & 0 \\ * & * & A_3 & 0 \\ * & * & * & A_4 \end{bmatrix} \]
where $A_1$ is as in the previous lemma and $A_k$, $k = 2, 3, 4$, is given by
\[ A_2 = \frac{x_4 y_4}{y_4} \begin{pmatrix} e_{1,2} & 0 \\ e_{3,3} \end{pmatrix}, \quad A_3 = \frac{x_4 y_4^2}{y_4} \begin{pmatrix} 0 \\ e_{3,3} \end{pmatrix}, \quad A_4 = \frac{x_4^2 y_4^3}{y_4} \begin{pmatrix} 0 \\ e_{3,3} \end{pmatrix}. \]

The fact that $e_{1,2} = \frac{1}{6a_{1,2}(a_{1,1}-a_{1,2})}$ is different from zero shows that the whole matrix $A$ is invertible.

**Remark.** If we consider the germs of functions defined by
\[ N_p^{(3,3)} = xy (y + x^2) (y + a_{1,1} x) (y + a_{1,2} x + a_{2,2} x^2) (y + b_{1,1} x^2 + b_{2,1} x^3 + b_{3,1} x^4 + b_{4,1} x^5), \]
we find that the matrix $A$ is not invertible everywhere. In fact, in this case, we have the relation
\[ \frac{\partial}{\partial a_{2,2}} = x_4 y_4 \frac{\partial}{\partial a_{1,1}}, \]
and so the matrix $A_2$ is given by
\[ A_2 = \frac{x_4 y_4}{y_4} \begin{pmatrix} e_{2,2} & 0 \\ 0 & e_{3,3} \end{pmatrix}. \]

The fact that the term $e_{2,2} = \frac{a_{1,2}-10a_{1,1}}{6a_{1,2}^2}$ vanishes on the hypersurface of equation $(a_{1,2} - 10a_{1,1} = 0)$, shows that this family of functions is not universal, it is only "generically" universal.

2.4 Proof of Theorem A for the general case.

In this section, we give the proof of lemma (2.2.1) and lemma (2.2.2) for the general case.
Proof of Lemma 2.2.1. The matrix $A_1$ is given by

$$A_1 = \begin{pmatrix}
\frac{\partial}{\partial a_{1,1}} & \frac{\partial}{\partial a_{1,2}} & \ldots & \frac{\partial}{\partial a_{1,N-1}} \\
\frac{\partial}{\partial b_{1,1}} & \frac{\partial}{\partial b_{1,2}} & \ldots & \frac{\partial}{\partial b_{1,M-2}}
\end{pmatrix} = \begin{pmatrix}
\frac{1}{y_4} & y_4 & 1 \\
\frac{1}{y_4} & \frac{1}{y_4} & 1 \\
\vdots & \vdots & \vdots \\
\frac{1}{y_4} & \frac{1}{y_4} & 1 \\
M_1 & M_2 & \\
\vdots & \vdots & \\
M_3 & M_4 & \\
\frac{1}{y_4} & \frac{1}{y_4} & \frac{1}{y_4}
\end{pmatrix}.$$

We start by computing the matrix $M_3$. In the chart $V_4$, we have to solve

$$\frac{\partial \tilde{N}_{p}^{(M,N)}}{\partial a_{1,i}} = a_{1,i}(x_4, y_4, a_{1,i}, b_{1,i}) \frac{\partial \tilde{N}_{p}^{(M,N)}}{\partial x_4} + \beta_{1,i}(x_4, y_4, a_{1,i}, b_{1,i}) \frac{\partial \tilde{N}_{p}^{(M,N)}}{\partial y_4}. \quad (2.15)$$

Since $E$ is defined on $V_4$ by $E(x_4, y_4) = (x_4 y_4, x_4 y_4^2)$, we find that

$$\tilde{N}_{p}^{(M,N)}(x_4, y_4) = x_4^{2M+N} y_4^{2M+N} (1 + x_4)^{M-1} \left( \prod_{i=1}^{N-1} \left( y_4 + \sum_{k=1}^{i} a_{k,i} x_4^{k-1} y_4^{2k-2} \right) \prod_{i=1}^{M-2} \left( 1 + \sum_{k=1}^{N-1+2i} b_{k,i} x_4^{k} y_4^{k-1} \right) \right).$$

We have

$$\frac{\partial \tilde{N}_{p}^{(M,N)}}{\partial a_{1,i}} = \tilde{N}_{p}^{(M,N)} \left( \frac{y_4^{2M+N}}{a_{1,i}} \right) \left( Q(x_4) + y_4(\ldots) \right)$$

with

$$Q(x_4) = x_4^{M+N} \left( 1 + x_4 \right) \prod_{j=1}^{N-1} a_{1,j} \prod_{j=1}^{M-2} (1 + b_{1,j} x_4)$$

and where the suspension points $\ldots$ correspond to auxiliary holomorphic functions in $(x_4, y_4)$. Since $\tilde{N}_{p}^{(M,N)} = y_4^{2M+N} (Q(x_4) + y_4(\ldots))$, we find that

$$\frac{\partial \tilde{N}_{p}^{(M,N)}}{\partial y_4} = y_4^{2M+N} (Q'(x_4) + y_4(\ldots))$$

$$\frac{\partial \tilde{N}_{p}^{(M,N)}}{\partial a_{1,i}} = (2M+N) y_4^{2M+N-1} Q(x_4) + y_4^{2M+N} (\ldots) \quad (2.16)$$

Setting $\beta_{1,i} = y_4^{\tilde{b}_{1,i}}$, we deduce from (2.15) that

$$\frac{Q(x_4)}{a_{1,i}} = a_{1,i}(x_4, 0) Q'(x_4) + (2M+N) \tilde{b}_{1,i}(x_4, 0) Q(x_4) + y_4(\ldots) \quad (2.17)$$
Using Bézout identity, there exist polynomials \( W \) and \( Z \) in \( x_4 \) such that
\[
Q \land Q' = WQ' + ZQ
\]
where \( Q \land Q' \) is the great common divisor of \( Q \) and \( Q' \). We can choose the polynomial function \( W \) to be of degree \( M - 1 \). We denote by
\[
S(x_4) = x_4(1 + x_4) \prod_{i=1}^{M-2} (1 + b_{1,i}x_4)
\]
the polynomial function satisfying \( Q = (Q \land Q')S \). Therefore we obtain a solution of (2.15) in the chart \( V_4 \) of the form
\[
\alpha_{1,i} = \frac{W(x_4)S(x_4)}{a_{1,i}} + y_4(...)
\]
\[
\beta_{1,i} = \frac{y_4}{2M+N} \frac{Z(x_4)S(x_4)}{a_{1,i}} + y_4^2(...)
\]
and so we obtain the solution
\[
X_{1,i}^{(4)} = \frac{W(x_4)S(x_4)}{a_{1,i}} \frac{\partial}{\partial x_4} + y_4(...).
\]

Similarly, in the chart \( V_3 \) we write
\[
\tilde{N}_p^{(M,N)} = x_3^{2M+N}(P(y_3) + x_3(...))
\]
with
\[
P(y_3) = y_3(y_3 + 1) \prod_{j=1}^{N-1} a_{1,j} \prod_{j=1}^{M-2} (y_3 + b_{1,j}).
\]

We set \( P \land P' = UP' + VP \) and \( P = (P \land P')R \) with
\[
R = y_3(y_3 + 1) \prod_{i=1}^{M-2} (y_3 + b_{1,i}).
\]

Also, we can assume that the degree of \( U \) is \( M - 1 \) and so we obtain the solution
\[
X_{1,i}^{(3)} = \frac{U(y_3)R(y_3)}{a_{1,i}} \frac{\partial}{\partial y_3} + x_3(...).
\]

To compute the cocycle we write \( X_{1,i}^{(3)} \) in the chart \( V_4 \). Using the standard change of coordinates \( x_4 = 1/y_3 \) and \( y_4 = x_3y_3 \) and since we have
\[
U(y_3) = \frac{\tilde{U}(x_4)}{x_4^{M-1}} \quad \text{and} \quad R(y_3) = \frac{S(x_4)}{x_4^{M+1}}
\]
where \( \tilde{U} \) is a polynomial function, we find the first part of the first term of the cocycle
\[
X_{1,i}^{(3,4)} = X_{1,i}^{(3)} - X_{1,i}^{(4)} = -\frac{S(x_4)}{a_{1,i}} \left[ \frac{\tilde{U}(x_4)}{x_4^{2M-2}} + W(x_4) \right] \frac{\partial}{\partial x_4} + y_4(...).
Let $\Theta_0$ be a holomorphic vector field with isolated singularities defining $\tilde{\mathcal{F}}^{(M,N)}_{p_0}$ on $V_3 \cap V_4$. We have

$$X_{1,i}^{(3,4)} = \Phi_{1,i}^{(3,4)} \Theta_0.$$ 

We can choose $\Theta_0 = \frac{E^* \Theta_{N_p^{(M,N)}}}{x_4^{M+N-2} y_4^{M+N-1}}$ with $\Theta_{N_p^{(M,N)}} = \frac{\partial N_p^{(M,N)}}{\partial x} \frac{\partial}{\partial y} - \frac{\partial N_p^{(M,N)}}{\partial y} \frac{\partial}{\partial x}$. According to Proposition (2.1.1), the set of the coefficients of the Laurent’s series of $\Phi_{1,i}^{(3,4)}$ characterizes the class of $X_{1,i}^{(3,4)}$ in $H^1(D, \Theta_{\mathcal{F}_p^{(M,N)}})$. Now, according to (2.1.6), we get the equality

$$\Phi_{1,i}^{(3,4)} = \frac{1}{(2M + N) a_{1.i} \prod_{j=1}^{N-1} a_{1.j}} \left[ \frac{\tilde{U}(x_4)}{x_4^{2M-3}} + W(x_4) \right] + y_4(...).$$

Since $\tilde{U}(x_4)$ is of degree $M - 1$, then the coefficients of $1/x_4^l$ for $1 \leq l \leq M - 2$ in the Laurent series of $\frac{\tilde{U}(x_4)}{x_4^{2M-3}}$ are zeros. So the matrix $M_3$ is the zero matrix.

We proceed similarly to compute the matrix $M_4$. So, in the chart $V_4$, we have to solve the following equation

$$\frac{\partial N_p^{(M,N)}}{\partial b_{1.i}} = \eta_{1,i}(x_4, y_4, a_{1,i}, b_{1,i}) \frac{\partial N_p^{(M,N)}}{\partial x_4} + \gamma_{1,i}(x_4, y_4, a_{1,i}, b_{1,i}) \frac{\partial N_p^{(M,N)}}{\partial y_4}. \quad (2.18)$$

Following the same algorithm, we obtain the second part of the first term of the cocycle

$$Y_{1,i}^{(3,4)} = Y_{1,i}^{(3)} - Y_{1,i}^{(4)} = -\frac{S(x_4)}{1 + b_{1.i} x_4} \left[ \frac{\tilde{U}(x_4)}{x_4^{2M-3}} + x_4 W(x_4) \right] \frac{\partial}{\partial x_4} + y_4(...).$$

Setting $Y_{1,i}^{3,4} = \Psi_{1,i}^{3,4} \Theta_0$, we obtain the following expression of $\Psi_{1,i}^{3,4}$

$$\Psi_{1,i}^{3,4} = \frac{1}{(2M + N) \prod_{j=1}^{N-1} a_{1,j} (1 + b_{1,i} x_4)} \left[ \frac{\tilde{U}(x_4)}{x_4^{2M-3}} + x_4 W(x_4) \right] + y_4(...).$$

Now, to study the invertibility of the matrix $M_4$, we write

$$\tilde{U}(x_4) = \sum_{l=0}^{M-1} u_l x_4^l \text{ and } \frac{1}{1 + b_{1,i} x_4} = \sum_{s=0}^{\infty} (-1)^s b_{1,i}^s x_4^s.$$

So, we obtain the following equality

$$\frac{\tilde{U}(x_4)}{(1 + b_{1,i}) x_4^{2M-3}} = \sum_{j=1}^{M-2} d_{ji} \frac{1}{x_4^{M-j-1}} + \frac{T(x_4)}{x_4^{2M-3}} + x_4(...) + \text{ cst},$$

where $T$ is a polynomial in $x_4$ of degree $M - 2$ and $d_{ji}$ is given by

$$d_{ji} = \sum_{r=0}^{M-1} (-1)^{M-r+j} u_r b_{1,i}^{M+j-r-2} = (-1)^{M+j} b_{1,i}^{M+j-2} \tilde{U}(\frac{-1}{b_{1,i}}).$$
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This yields the following expression of $\Psi_{1,i}^{(3,4)}$

$$\Psi_{1,i}^{(3,4)} = \frac{1}{(2M + N)\prod_{j=1}^{N-1} a_{1,j}} \sum_{j=1}^{M-2} \frac{(-1)^j b_{1,i}^{2M-j-3}}{x_4^j} \hat{U} \left( \frac{-1}{b_{1,i}} \right) + \frac{T(x_4)}{x_4^{2M-3} + x_4(...)} + \text{cst} \right] + y_4(...).$$

Thus, the matrix $M_4 = (m_{ji})_{1\leq i,j \leq M-2}$ is given by

$$m_{ji} = \frac{(-1)^j b^{2M-j-3}}{(2M + N)\prod_{j=1}^{N-1} a_{1,j}} \hat{U} \left( \frac{-1}{b_{1,i}} \right) \forall 1 \leq i, j \leq M - 2$$

which defines a Vandermonde matrix. We note that $\hat{U} \left( \frac{-1}{b_{1,i}} \right)$ is different from zero for all $1 \leq i \leq M - 2$ because the different values $\{-b_{1,i}\}_{1 \leq i \leq M-2}$ are roots of the polynomial $P$ which satisfies the Bézout identity $P \wedge P' = U P' + V P$. So the matrix $M_4$ is invertible.

Now we compute the second cocycle. In the chart $V_4$, we can write $\tilde{N}_P^{(M,N)}$ as

$$\tilde{N}_P^{(M,N)} = x_4^{M+N} \left( A(y_4) + y_4^{2M+N} x_4(...) \right)$$

where $A(y_4) = y_4^{2M+N} \prod_{j=1}^{N-1} (y_4 + a_{1,j})$. So, we obtain the following expressions

$$\frac{\partial \tilde{N}_p^{(M,N)}}{\partial y_4} = x_4^{M+N} \left( A(y_4) + y_4^{2M+N} x_4(...) \right)$$

we deduce from (2.15) that

$$\frac{A(y_4)}{y_4 + a_{1,i}} = (M + N)\tilde{a}_{1,i}(0, y_4)A(y_4) + \beta_{1,i}(0, y_4)A'(y_4) + y_4^{2M+N-1} x_4(...).$$

Using Bézout identity, there exist polynomials $B$ and $C$ in $y_4$ such that

$$A \wedge A' = BA' + CA.$$

As before, we can choose the polynomial function $B$ to be of degree $N-1$. We denote by $D(y_4) = y_4 \prod_{j=1}^{N-1} (y_4 + a_{1,j})$ the polynomial function satisfying $A = (A \wedge A') D$. Therefore we obtain a solution of (2.15) in the chart $V_4$

$$X_1^{(4)} = \frac{B(y_4) D(y_4)}{y_4 + a_{1,i}} \frac{\partial}{\partial y_4} + x_4(...).$$

Similarly, in the chart $V_2$ we write

$$\tilde{N}_p^{(M,N)} = y_2^{M+N} (J(x_2) + x_2^2 y_2(...))$$
Finally, we obtain the following expression of $\tilde{z}$

where $\tilde{K}$ is the polynomial function satisfying $K(x_2) = \frac{\tilde{K}(y_4)}{y_4^{4}}$.

Using the change of coordinates $x_4 = x_2^2 y_2$ and $y_4 = \frac{1}{x_2}$, we find the first part of the second term of the cocycle

$$X^{(2,4)}_{1,i} = X^{(2)}_{1,i} - X^{(4)}_{1,i} = - \frac{1}{y_4 + a_{1,i}} \left[ \tilde{K}(y_4) A(y_1) + B(y_1) D(y_4) \right] \frac{\partial}{\partial y_4} + x_4(...)$$

Finally, we obtain the following expression of $\Phi_{1,i}^{(2,4)}$

$$\Phi_{1,i}^{(2,4)} = \left[ \frac{-1}{(M + N)(y_4 + a_{1,i})} \frac{\tilde{K}(y_4)}{y_4^{2N-2}} + B(y_4) \right] + x_4(...)$$

Similarly, we find that $\Phi_{1,i}^{(2,4)}$ can be written as

$$\Phi_{1,i}^{(2,4)} = \frac{-1}{M + N} \sum_{j=1}^{N-1} \frac{(-1)^{N+j-1} \tilde{K}(-a_{1,i})}{a_{1,i}^{N+j}} \frac{1}{y_4^{N-j-1}} + \frac{B(0)}{a_{1,i}} + \frac{R(y_4)}{y_4^{2N-2}} + y_4(...)$$

So, the matrix $M_1 = (m_{ji})_{1 \leq i,j \leq N-1}$ is given by

$$m_{ji} = \begin{cases} \frac{(-1)^{N+j}}{(M + N) a_{1,i}^{N+j}} \tilde{K}(-a_{1,i}) & \text{for } j \neq N - 1 \\ \frac{1}{M + N} \left( \frac{-1}{a_{1,i}} \tilde{K}(-a_{1,i}) - \frac{B(0)}{a_{1,i}} \right) & \text{for } j = N - 1. \end{cases}$$

A simple computation shows that the determinant of the matrix $M_1$ is given by

$$\det(M_1) = \frac{(-1)^{N^2-1}}{(M + N)^{N-1}} \prod_{i=1}^{N-1} \tilde{K}(-a_{1,i}) a_{1,i}^{N+1} \left[ \prod_{1 \leq i < j \leq N-1} \left( \frac{1}{a_{1,i}} - \frac{1}{a_{1,j}} \right) - B(0) \sum_{i=1}^{N-1} (-1)^i a_{1,i}^N \tilde{K}(-a_{1,i}) M_{(N-1)i} \right]$$
where $\mathcal{M}_{(N-1)i} = \prod_{1 \leq j < j' \leq N-1} \left( \frac{1}{a_{1,j}} - \frac{1}{a_{1,j'}} \right)$ is the determinant of the matrix obtained by deleting the $(N - 1)$th row and $i$th column of the Vandermonde $(N - 1)$-matrix of $\left\{ \frac{-1}{a_{1,j}} \right\}_{1 \leq i \leq N-1}$.

Let us compute the term $B(0) \sum_{i=1}^{N-1} (-1)^i a_{1,i}^N \mathcal{M}_{(N-1)i}$. In fact, we know that
\[ \tilde{K}(y_4) = y_4^{N-1} K(x_2) \text{ with } y_4 = 1/x_2. \] This implies that
\[ \tilde{K}(-a_{1,i}) = (-a_{1,i})^{N-1} \]

But, we also know that $K(-\frac{1}{a_{1,i}}) = \frac{1}{J'(\frac{1}{a_{1,i}})}$. Computing the term $J'(\frac{1}{a_{1,i}})$, we get the following expression
\[ \tilde{K}(-a_{1,i}) = \prod_{j=1}^{N-1} a_{1,j} \left( \frac{1}{a_{1,j}} - \frac{1}{a_{1,i}} \right). \]

Moreover, one can see that the term $(-1)^i \prod_{j=1}^{N-1} \left( \frac{1}{a_{1,j}} - \frac{1}{a_{1,i}} \right) \mathcal{M}_{(N-1)i}$ is equal to
\[ (-1)^{\alpha+i} \prod_{1 \leq i < j \leq N-1} \left( \frac{1}{a_{1,i}} - \frac{1}{a_{1,j}} \right), \]
where $\alpha$ is equal to the number of integer numbers in the interval $[i + 1, N - 1]$. If $N$ is even, $(-1)^{\alpha+i}$ is equal to $-1$ but when $N$ is odd it is equal to $1$. This implies that we have the following equality
\[ B(0) \sum_{i=1}^{N-1} (-1)^i a_{1,i}^N \mathcal{M}_{(N-1)i} = - (N-1) B(0) \prod_{j=1}^{N-1} a_{1,j} \prod_{1 \leq i < j \leq N-1} \left( \frac{1}{a_{1,i}} - \frac{1}{a_{1,j}} \right). \]

A simple computation using Bézout identity shows that the term $B(0)$ is given by
\[ B(0) = \frac{1}{(2M + N) \prod_{j=1}^{N-1} a_{1,j}}. \]

Finally, we get the following expression of the determinant of the matrix $M_1$
\[ \det(M_1) = \frac{(-1)^{N^2-1}}{(M + N)^{N-1}} \frac{2M + 2N - 1}{2M + N} \prod_{i=1}^{N-1} \tilde{K}(-a_{1,i}) \prod_{1 \leq i < j \leq N-1} \left( \frac{1}{a_{1,i}} - \frac{1}{a_{1,j}} \right). \]

Like for $\tilde{U}$, we also have that $\tilde{K}(-a_{1,i})$ is different from zero for all $1 \leq i \leq N - 1$ and $a_{1,i}$ is different from $a_{1,j}$ for all $i \neq j$. This ensures that the matrix $M_1$ is invertible.

**Proof of Lemma 2.2.2.** After proving the invertibility of the matrix $A_1$, it remains to study the propagation of these coefficients along the higher levels. In fact, we have to solve the following equations
\[ \frac{\partial N_p^{(M,N)}}{\partial a_{k,i}} = \alpha_{k,i}(x_4, y_4, a_{k,i}, b_{k,i}) \frac{\partial N_p^{(M,N)}}{\partial x_4} + \beta_{k,i}(x_4, y_4, a_{k,i}, b_{k,i}) \frac{\partial N_p^{(M,N)}}{\partial y_4}. \]
We note that we have the following relations
\[
\frac{\partial \widetilde{N}^{(M,N)}_p}{\partial b_{k,i}} = \eta_{k,i}(x_4, y_4, a_{k,i}, b_{k,i}) \frac{\partial \widetilde{N}^{(M,N)}_p}{\partial x_4} + \gamma_{k,i}(x_4, y_4, a_{k,i}, b_{k,i}) \frac{\partial \widetilde{N}^{(M,N)}_p}{\partial y_4},
\]
\[
(2.24)
\]
This implies that if \( X_{k,i} = \alpha_{k,i} \frac{\partial}{\partial x_4} + \beta_{k,i} \frac{\partial}{\partial y_4} \) and \( Y_{k,i} = \eta_{k,i} \frac{\partial}{\partial x_4} + \gamma_{k,i} \frac{\partial}{\partial y_4} \) are solutions of (2.23) and (2.24) respectively for \( k = 1 \), then we obtain solutions for the other values of \( k \) setting \( X_{k,i} = x_4^{k-1} y_4^{2k-2} X_{1,i} \) and \( Y_{k,i} = x_4^{k-1} y_4^{k-1} Y_{1,i} \).

As a consequence of the previous relations, this decomposition can be expressed by the following matrix
\[
A = \begin{bmatrix}
A_1 & 0 & 0 & \cdots & 0 \\
* & A_2 & 0 & \cdots & 0 \\
* & * & A_3 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
* & * & * & \cdots & A_{N+2M-5}
\end{bmatrix}
\]
where \( A_1 = \begin{bmatrix} M_1 & M_2 \\ M_3 & M_4 \end{bmatrix} \) and \( A_k \) is given by

\[
\begin{pmatrix}
\frac{\partial}{\partial a_{k,1}} & \cdots & \frac{\partial}{\partial a_{k,N-k}} \\
\vdots & \ddots & \vdots \\
\frac{\partial}{\partial b_{k-1,1}} & \cdots & \frac{\partial}{\partial b_{k-1,N-k}} \\
\frac{\partial}{\partial b_{k,1}} & \cdots & \frac{\partial}{\partial b_{k,M-2}}
\end{pmatrix}
\]

\[
\begin{pmatrix}
M_1 \\
M_2 \\
\vdots \\
M_{N-k} \\
M_{N-1}
\end{pmatrix}
\]
\[
\begin{pmatrix}
0 & \cdots & 0 & \cdots & 0
\end{pmatrix}
\]
if \( 2 \leq k \leq N-1 \)

This propagation can be described using the region \( Q_{M,N} \) as shown in figure (2.2). In fact, the decomposition of the vector fields \( X_{k,i}^{(2,4)} \), \( X_{k,i}^{(3,4)} \), \( Y_{k,i}^{(2,4)} \) and \( Y_{k,i}^{(3,4)} \) on the basis of \( H^1(D, \Theta_{F^{(M,N)}}) \) corresponds to the decomposition of the series \( \Phi_{k,i}^{(2,4)} \), \( \Phi_{k,i}^{(3,4)} \), \( \Psi_{k,i}^{(2,4)} \) and \( \Psi_{k,i}^{(3,4)} \) on the basis
\[
\left\{ x_i y_j \mid (i,j) \in \mathbb{N} \times \mathbb{Z} \cup \mathbb{Z} \times \mathbb{N} \text{ such that } j - 2i + (N - 1) > 0 \text{ and } j - i - (M - 1) < 0 \right\}.
\]
Let \( h \) be the diffeomorphism defined by: \( h(x, y) = (\lambda x, \lambda^2 y) \). We have:

\[
N_p \circ h_\lambda = \lambda^{2M+2N-1} N_{\lambda^p} \text{ with } \lambda \cdot p = \lambda \cdot (a_{k,i}, b_{k,i}) = (\lambda^{2k-3} a_{k,i}, \lambda^{k-1} b_{k,i}).
\]

Again, this action of \( \mathbb{C}^* \) cannot be used to "localize" the uniqueness problem as done in [59] because, contrary to the quasi-homogeneous case, the topological class of the function \( N_p h_\lambda \) jumps while \( \lambda \) goes to zero. However, we have:
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Theorem B. The foliations defined by \( N_p \) and \( N_q \), \( p \) and \( q \) are in \( \mathcal{P} \), are equivalent if and only if there exists \( \lambda \) in \( \mathbb{C}^* \) such that \( p = \lambda \cdot q \).

We start by the following lemma:

**Lemma 2.5.1.** Let \( X \) be a germ of formal vector field given by its decomposition into the sum of its homogeneous components \( X = X_{\nu_0+1} + X_{\nu_0+2} + \ldots \). If \( N_p \circ e^{X_{\nu_0+1}+\ldots} = N_q \), then for all \( 1 \leq i \leq N-1 \) and \( 1 \leq k \leq \nu_0 \) we have \( a_{k,i} = a'_{k,i} \) and for all \( 1 \leq i \leq M-2 \) and \( 1 \leq k \leq \nu_i \) we have \( b_{k,i} = b'_{k,i} \), where \( \nu_i + 1 \) is the order of tangency of \( \tilde{\phi} \), the lifted biholomorphism of \( \phi = e^X \) by the blowing up \( E_1 \) defined by \( E_1(x_1, y_1) = (x_1, x_1 y_1) \).

**Proof.** We consider the decomposition of the normal form into its homogeneous components:

\[
N_p = N_p^{(M+N)} + N_p^{(M+N+1)} + \ldots
\]

Since we have

\[
(e^{X_{\nu_0+1}+\ldots})^* N_p = N_p + X_{\nu_0+1}.N_p + \ldots,
\]

we obtain that \( N_p^{(M+N+l)} = N_q^{(M+N+l)} \) for \( l \) from 0 to \( \nu_0 - 1 \). The expression of \( N_p^{(M+N+l)} \) only depends on the variables \( a_{k,i} \) for \( k \leq l + 1 \) and \( b_{k,i} \) for \( k \leq l \). Setting \( \tilde{\phi} = e^{X_{\nu_1+1}+\ldots} \), the initial hypothesis leads to the following equality

\[
\tilde{\phi} \circ N_p = N_q,
\]

where

\[
\tilde{N}_p (x_1, y_1) = x_1 y_1 (y_1 + x_1) \prod_{i=1}^{N-1} \left( y_1 + \sum_{k=1}^{i} a_{k,i} x_1 x_1^{-1} y_1^{-1} \right) \prod_{i=1}^{M-2} \left( y_1 + \sum_{k=1}^{N-1+2i} b_{k,i} x_1^k \right).
\]

Similarly we obtain \( \tilde{N}_p^{(M+1+l)} = \tilde{N}_q^{(M+1+l)} \) for \( l \) from 0 to \( \nu_0 - 1 \). The expression of \( \tilde{N}_p^{(M+1+l)} \) only depends on the variables \( a_{k,i} \) for \( k \leq l \) (except for \( l = 0 \) as \( \tilde{N}_p^{(M+1)} \) depends on \( a_{1,i} \) and \( b_{k,i} \) for \( k \leq l + 1 \). Now, we claim that for all \( l \) from 0 to \( \nu_0 - 1 \),

\[
N_p^{(M+N+l)} = N_q^{(M+N+l)} \text{ and } \tilde{N}_p^{(M+1+l)} = \tilde{N}_q^{(M+1+l)} \iff a_{k,i} = a'_{k,i} \text{ and } b_{k,i} = b'_{k,i} \forall k \leq l+1.
\]

This fact can be proved by induction on \( l \leq \nu_0 - 1 \). For \( l = 0 \), we have the following two equalities

\[
N_p^{(M+N)} = N_q^{(M+N)} \text{ and } \tilde{N}_p^{(M+1)} = \tilde{N}_q^{(M+1)}.
\]

Since the conjugacy preserves a fixed numbering of the branches, we obtain that \( a_{1,i} = a'_{1,i} \) and \( b_{1,i} = b'_{1,i} \). Suppose that \( a_{k,i} = a'_{k,i} \) and \( b_{k,i} = b'_{k,i} \) for \( l < \nu_0 - 1 \). Then we have \( N_p^{(M+N+l)} = N_q^{(M+N+l)} \) with

\[
N_p^{(M+N+l)} = \sum_{i=1}^{N-1} a_{l+1,i} x_1 y_1 \frac{N_p^{(M+N)}}{y + a_{1,i} x_1} + \sum_{i=1}^{M-2} b_{l+1,i} x_1^{l+1} \frac{N_p^{(M+N)}}{y} + H_{a,b}(x, y),
\]

where

\[
H_{a,b}(x, y) = \sum_{i=1}^{N-1} a_{l+1,i} x_1 y_1 \frac{N_p^{(M+N)}}{y + a_{1,i} x_1} + \sum_{i=1}^{M-2} b_{l+1,i} x_1^{l+1} \frac{N_p^{(M+N)}}{y}.
\]

This concludes the proof of Lemma 2.5.1.
where $H_{a,b}$ is a function which depends on $a_{k,i}$ for $k < l + 1$ and $b_{k,i}$ for $k < l$. This implies that $a_{l+1,i} = a'_{l+1,i}$. Similarly, we have $\tilde{N}_p^{(M+1+l)} = \tilde{N}_q^{(M+1+l)}$ with

$$\tilde{N}_p^{(M+1+l)} = \sum_{i=1}^{N-1} \frac{a_{l+1,i}}{y_1} \frac{\tilde{N}_p^{(M+1)}}{a_{l,1,i}} + \sum_{i=1}^{M-2} b_{l+1,i} x_1^{l+1} + \tilde{H}_{a,b}(x_1, y_1)$$

where the first term exists only if $l$ is even and greater than or equal to two and $\tilde{H}_{a,b}(x_1, y_1)$ is a function which depends on $a_{k,i}$ for $k < l$ and $b_{k,i}$ for $k < l + 1$. This implies that $b_{l+1,i} = b'_{l+1,i}$.

Now, we know that $\nu_0 \leq \nu_1$. So we claim that for all $\nu_0 \leq \nu_1 - 1$,

$$\tilde{N}_p^{(M+1+l)} = \tilde{N}_q^{(M+1+l)} \iff b_{k,i} = b'_{k,i} \ \forall k \leq l + 1.$$

For $l = \nu_0$, we know that $a_{\nu_0,i} = a'_{\nu_0,i}$ and $b_{\nu_0,i} = b'_{\nu_0,i}$. Similarly we obtain that $b_{\nu_0+1,i} = b'_{\nu_0+1,i}$. Suppose that $b_{k,i} = b'_{k,i}$ for $l < \nu_1 - 1$. Then we have $\tilde{N}_p^{(M+1+l)} = \tilde{N}_p^{(M+l)}$ where

$$\tilde{N}_p^{(M+1+l)} = \sum_{i=1}^{N-1} \frac{a_{l+1,i}}{y_1} \frac{\tilde{N}_p^{(M+1)}}{a_{l,1,i}} + \sum_{i=1}^{M-2} b_{l+1,i} x_1^{l+1} \tilde{N}_p^{(M+1)} + \tilde{H}_{a,b}(x_1, y_1).$$

To show that $b_{l+1,i} = b'_{l+1,i}$, it is enough to show that $k_1 < \nu_0 + 1$. In fact, by definition we have $k_1 = \frac{l+3-k_2}{2}$. So, using that $l \leq \nu_1 - 1$, $k_2 > 1$ and that $\nu_1 \leq 2\nu_0$, we conclude that $k_1 < \nu_0 + 1$.

A process of blowing-up $E$ is said to be a \textit{chain process} if, either $E$ is the standard blowing-up of the origin of $\mathbb{C}^2$, or $E = E' \circ E''$ where $E'$ is a chain process and $E''$ is the standard blowing-up of the of a point that belongs to the smooth part of the highest irreducible component of $E'$. The length of a chain process of blowing-up is the total number of blowing-up and the height of an irreducible component $D$ of the exceptional divisor of $E$ is the minimal number of blown-up points so that $D$ appears. A chain process of blowing-up admits \textit{privileged systems of coordinates} $(x, y)$ in a neighborhood of the component of maximal height such that $E$ is written

$$E : (x, t) \mapsto (x, tx^h + t_{h-1}x^{h-1} + t_{h-2}x^{h-2} + \ldots + t_1x).$$

The values $t_i$ are the positions of the successive centers in the successive privileged coordinates and $x = 0$ is a local equation of the divisor.

Let $\phi$ be a germ of biholomorphism tangent to the identity map at order $\nu_0 + 1 \geq 2$ and fixing the curves $\{x = 0\}$ and $\{y = 0\}$. The function $\phi$ is written

$$(x, y) \mapsto (x + A_{\nu_0}(x, y) + \ldots, y + B_{\nu_0}(x, y) + \ldots)$$

where $A_{\nu_0}$ and $B_{\nu_0}$ are homogeneous polynomials of degree $\nu_0$. The following lemma can be proved by induction on the height of the component:
Lemma 2.5.2. The biholomorphism \( \phi \) can be lifted-up through any chain process \( E \) of blowing-up with length smaller \( \nu_0 + 1 \): there exists \( \tilde{\phi} \) such that \( E \circ \tilde{\phi} = \phi \circ E \). The action of \( \tilde{\phi} \) on any component of the divisor of height less than \( \nu_0 \) is trivial. Its action on any component of height \( \nu_0 + 1 \) is written in privileged coordinates

\[
(0, t) \mapsto (0, t + t_1 B_{\nu_0}(1, t_1) - t_1 A_{\nu_0}(1, t))
\]

where \( t_1 \) is the coordinate of the blown-up point on the first component of the irreducible divisor.

Definition 2.5.1. A germ of biholomorphism \( \phi \) is said is said to be dicritical if \( \phi \) written

\[
(x, y) \mapsto (x + A_\nu(x, y) + \ldots, y + B_\nu(x, y) + \ldots),
\]

\( xB_\nu(x, y) - yA_\nu(x, y) \) vanishes.

We can now prove the main Theorem B of this section.

Proof of Theorem B. Suppose that there exists a conjugacy relation

\[
N_p \circ \phi = \psi \circ N_q. \tag{2.27}
\]

Following [45], we can suppose that \( \psi \) is a homothety \( \gamma \text{Id} \). The biholomorphism \( \phi \) can be supposed tangent to the identity. In fact, since \( \phi \) lets the curves \( \{x = 0\}, \{y = 0\} \) and \( \{y + x^2 = 0\} \) invariant, then it can be written

\[
(x, y) \mapsto (\lambda x(1 + A_{\nu_0}(x, y) + \ldots), \lambda^2 y(1 + B_{\nu_0}(x, y) + \ldots)),
\]

for some \( \lambda \neq 0 \). Then

\[
N_p \circ \phi \circ h_\lambda^{-1} = \gamma N_q \circ h_\lambda^{-1} = cN_{\lambda^{-1} \cdot q},
\]

where \( c \) stands for some non vanishing number. Since \( \phi \circ h_\lambda^{-1} \) is tangent to the identity, we find that \( c = 1 \). Thus, setting for the sake of simplicity \( q = \lambda^{-1} \cdot q \) and \( \phi = \phi \circ h_\lambda^{-1} \), we are led to the relation

\[
N_p \circ \phi = N_q,
\]

where \( \phi \) can be written under the form (2.26).

The proof reduces to show that in this situation, we have \( p = q \). Using Lemma (2.5.1), we know that for all \( 1 \leq i \leq N - 1 \) and \( 1 \leq k \leq \nu_0 \) we have \( a_{k,i} = a'_{k,i} \) and for all \( 1 \leq i \leq M - 2 \) and \( 1 \leq k \leq \nu_1 \) we have \( b_{k,i} = b'_{k,i} \). This means that, based on the structure of the normal form, to show that for any \( k \leq N - 1 \), \( a_{k,i} = a'_{k,i} \), it is enough to show that \( \nu_0 \geq N - 1 \). In the same way, to show that for any \( k \leq 2M - N - 5 \), \( b_{k,i} = b'_{k,i} \), it is enough to show that \( \nu_1 \geq N + 2M - 5 \). Thus, the proof results from the following proposition:

Proposition 2.5.1. If \( N_p \circ \phi = N_q \), then the following assertions hold:
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1. If \( \phi \) is dicritical then \( p = q \).

2. If \( \phi \) is non-dicritical then \( \nu_0 \geq N \).

3. If \( \phi \) and \( \tilde{\phi} \) are non-dicritical then \( \nu_1 \geq 2M + N - 5 \).

4. If \( \tilde{\phi} \) is dicritical then \( p = q \).

Proof. 1. If \( \nu_0 \geq 2M + N - 5 \) then \( \nu_1 \geq 2M + N - 5 \) and \( \nu_0 \geq N - 1 \). So, by Lemma (2.5.1), we have \( p = q \). Suppose that \( \nu_0 < 2M + N - 5 \). Since \( \phi \) is tangent to the identity, then it is the time one of the flow of a formal dicritical vector field

\[ \phi = \hat{e}^X. \]

Its homogeneous part of degree \( \nu_0 + 1 \) is radial and is written \( \phi_{\nu_0} R \) where \( \phi_{\nu_0} \) stands for a homogeneous polynomial function of degree \( \nu_0 \) and \( R \) for the radial vector field \( x\partial_x + y\partial_y \). The initial hypothesis can be expressed as follows

\[ (\hat{e}^X)^* N_p = N_p + \phi_{\nu_0} R N_p + \ldots = N_q. \]

In this relation, the valuation of \( \phi_{\nu_0} R N_p \) is at least \( \nu_0 + M + N \). Lemma (2.5.1) implies that the first non-trivial homogeneous part of the previous relation is of valuation \( \nu_0 + M + N \) and it is written

\[ N_p^{(\nu_0 + M + N)} + \phi_{\nu_0} R N_p^{(M+N)} = N_q^{(\nu_0 + M + N)}. \]

Since \( N_p^{(M+N)} \) is homogeneous, then this relation becomes

\[ N_p^{(\nu_0 + M + N)} - N_q^{(\nu_0 + M + N)} + (M + N) \phi_{\nu_0} N_p^{(M+N)} = 0. \]

The homogeneous component of degree \( \nu_0 + M + N \) in \( N_p \) is written

- If \( \nu_0 + 1 \leq N - 1 \), then

\[ N_p^{(\nu_0 + M + N)} = \sum_{i=1}^{N-1} a_{\nu_0+1,i} x y^{\nu_0} \frac{N_p^{(M+N)}}{y + a_{1,i} x} + \sum_{i=1}^{M-2} b_{\nu_0,i} x^{\nu_0 + 1} \frac{N_p^{(M+N)}}{y} + H_{a,b}(x,y) \]

where \( H_{a,b} \) is a function which depends on \( a_{k,i} \) for \( k < \nu_0 + 1 \) and \( b_{k,i} \) for \( k < \nu_0 \). Since \( a_{1,i} = a_{\nu_0+1,i} \) and \( b_{\nu_0,i} = b_{\nu_0+1,i} \), then the difference \( N_p^{(\nu_0 + M + N)} - N_q^{(\nu_0 + M + N)} \) is written

\[ N_p^{(M+N)} \left( \sum_{i=1}^{N-1} \lambda_i x y^{\nu_0} \right) , \]

where \( \lambda_i = a_{\nu_0+1,i} - a_{\nu_0+1,i} \). Therefore, the polynomial function \( \phi_{\nu_0} \) must coincide with

\[ -\frac{1}{M + N} \sum_{i=1}^{N-1} \frac{\lambda_i x y^{\nu_0}}{y + a_{1,i} x} \]

which happens to be polynomial if and only if \( \lambda_i \) vanishes for all \( i \) and therefore \( \phi_{\nu_0} \) must be the zero polynomial.
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- If \( \nu_0 + 1 > N - 1 \), then
\[
N_p^{(\nu_0+M+N)} = \sum_{i=1}^{M-2} b_{\nu_0,i} x_{\nu_0+1}^i N_p^{(M+N)} y + H_{a,b}(x,y)
\]

where \( H_{a,b} \) is a function which depends on \( b_k \) for \( k = \nu_0 \). Since \( b_{\nu_0,i} = b_{\nu_0,0}^i \), then the difference \( N_p^{(\nu_0+M+N)} - N_p^{(\nu_0+M+N)} \) is zero. As a consequence \( \phi_{\nu_0} \) must be the zero polynomial.

2. We suppose that \( \nu_0 < N \). We know that \( \phi \) can be written as follows
\[
(x, y) \mapsto (x(1 + A_{\nu_0}(x,y) + \ldots), y(1 + B_{\nu_0}(x,y) + \ldots))
\]

Since the action of \( \phi \) on any component of height \( \nu_0 + 1 \) conjugates the complete cones, then the function \( tB_{\nu_0}(1,t) - tA_{\nu_0}(1,t) \) vanishes on \( \{0, \infty, a_{1,1}, \ldots, a_{1,N-1}\} \), which is the common tangent cone of \( P_1 \) and \( N_q \). Since the degree of \( tB_{\nu_0}(1,t) - tA_{\nu_0}(1,t) \) is at most \( \nu_0 + 1 \), then it is the zero polynomial. Hence,
\[
xyB_{\nu_0}(x,y) - xyA_{\nu_0}(x,y) = 0,
\]
which is impossible since \( \phi \) is non-dicritical.

3. Suppose that \( \nu_1 < 2M + N - 5 \). The functions \( A_{\nu_0} \) and \( B_{\nu_0} \) are homogeneous of degree \( \nu_0 \). So, we write them as
\[
A_{\nu_0}(x, y) = \sum_{i+j=\nu_0} \alpha_{i,j} x^i y^j \quad \text{and} \quad B_{\nu_0}(x, y) = \sum_{i+j=\nu_0} \beta_{i,j} x^i y^j.
\]

Since \( \nu_0 \geq N \), then the function \( f(t) \), defined by
\[
f(t) = tB_{\nu_0}(1,t) - tA_{\nu_0}(1,t) = t \sum_{i+j=\nu_0} (\beta_{i,j} - \alpha_{i,j}) t^j,
\]
vanishes at \( \{0, \infty, a_{1,1}, \ldots, a_{1,N-1}\} \). The biholomorphism \( \tilde{\phi} \) is given by \( \tilde{\phi} = E_1^{-1} \circ \phi \circ E_1 \). So, it can be written as
\[
\tilde{\phi}(x_1, y_1) = (x_1(1 + A(x_1, x_1y_1)), y_1(1 + B(x_1, x_1y_1) - A(x_1, x_1y_1) + \ldots))
\]
where the lifted homogeneous parts of degree \( \nu_0 \) of \( A \) and \( B \) has the form
\[
A_{\nu_0}(x_1, x_1y_1) = \sum_{i+j=\nu_0} \alpha_{i,j} x_1^{\nu_0} y_1^j \quad \text{and} \quad B_{\nu_0}(x_1, x_1y_1) = \sum_{i+j=\nu_0} \beta_{i,j} x_1^{\nu_0} y_1^j.
\]

Since the order of tangency of \( \tilde{\phi} \) is \( \nu_0 + 1 \) then there exists \( i \) and \( j \) satisfying \( i + j = \nu_0 \) such that \( \alpha_{i,j} = 0 \) or \( \beta_{i,j} = 0 \). Let \( j_0 \) be the smallest such \( j \). So, we have
\[
\tilde{\phi}(x_1, y_1) = (x_1(1 + \tilde{A}_{\nu_1}(x_1, y_1) + \ldots), y_1(1 + \tilde{B}_{\nu_1}(x_1, y_1) + \ldots)),
\]
where
\[ \tilde{A}_{\nu_1}(x_1, y_1) = \sum_{i+j=\alpha_0 \leq j_0} \alpha'_{i,j} x_1^i y_1^j \quad \text{and} \quad \tilde{B}_{\nu_1}(x_1, y_1) = \sum_{i+j=\alpha_0 \leq j_0} (\beta'_{i,j} - \alpha'_{i,j}) x_1^i y_1^j. \]

So, the order of tangency of \( \tilde{\phi}, \nu_1 + 1 \), is equal to \( \nu_0 + \alpha_0 + 1 \). We define the function \( \tilde{f} \) by
\[ \tilde{f}(t) = t \tilde{B}_{\nu_1}(1, t) - t \tilde{A}_{\nu_1}(1, t). \]

We know that \( \nu_1 \geq \nu_0 \geq N \). Since the action of \( \tilde{\phi} \) on any component of height \( \nu_1 + 1 \) conjugates the complete cones, then, if \( \nu_1 = N \), the function \( \tilde{f} \) vanishes at 0, 1 and \( \infty \). Since \( \tilde{\phi} \) is non-dicritical then \( \alpha_0 + 1 \) must be greater than or equal to 3. This implies that \( j_0 \geq 2 \) and so for all \( j < 2 \) satisfying \( i + j = \nu_0 \), we have \( \alpha_{i,j} = \beta_{i,j} = 0 \). However, the function \( f(t) = t^3 \sum_{i+j=\nu_0} (\beta_{i,j} - \alpha_{i,j}) t^{j-2} \) vanishes at \( \{0, \infty, a_{1,1}, \ldots, a_{1,N-1}\} \). Since \( \tilde{\phi} \) is non-dicritical, then \( \nu_0 - 2 \) must be greater than or equal to \( N \). This implies that \( \nu_1 \) must be at least \( N + 4 \) which is impossible. Thus, \( \nu_1 \) must be greater than \( N \). We proceed similarly at each level. Finally, if \( \nu_1 = 2M + N - 6 \), then the function \( \tilde{f} \) vanishes at \( \{0, 1, \infty, b_{1,1}, \ldots, b_{1,M-3}\} \). Since \( \tilde{\phi} \) is non-dicritical, then \( \alpha_0 + 1 \) must be at least \( M \). This implies that \( j_0 \geq M - 1 \). Similarly, we must have \( \nu_0 - M + 1 \geq N \). As a consequence, \( \nu_1 \) must be at least \( 2M + N - 2 \) which is impossible.

4. The proof is similar to that of the first point, noting that we necessarily have \( a_{k,i} = a'_{k,i} \) for all \( 1 \leq i \leq N - 1 \) and \( 1 \leq k \leq \nu_0 \).
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The dimension of the moduli space of curves.

This chapter is devoted to the study of the distribution $\mathcal{C}$ related to the following equivalence relation on the moduli space $\mathcal{M}_{M,N}$ of foliations: two points in $\mathcal{M}_{M,N}$ are equivalent if and only if the separatrices of the corresponding class of foliations are in the same analytic class of curves. In section (3.1), we describe the infinitesimal generators of the distribution $\mathcal{C}$ and give some properties about them. The main result of this section is proposition (3.1.4) in which we show the algebraic independence of some coefficients of the $\mathcal{O}_2$-generator of $\mathcal{C}$. Section (3.2) presents an algorithm to compute the dimension of the generic strata of the local moduli space of curves (Theorem C). Finally, we give some examples in section (3.3).

3.1 The infinitesimal generators of $\mathcal{C}$.

We first recall general facts proved in [58], which are valid in every topological class. Let $\mathcal{F}$ be a foliation defined by a holomorphic function $f$ (or more generally by any generic non dicritical differential form $\omega$), and let $S$ be the curve defined by $f = 0$ (or by the separatrix set of $\omega$). Let $E : M \to (\mathbb{C}^2, 0)$ be the desingularization map of the foliation, and $D$ its exceptional divisor. We denote by $\tilde{f}$, $\tilde{\mathcal{F}}$ and $\tilde{S}$ the pull back by $E$ on $M$ of $f$, $\mathcal{F}$ and $S$. The tangent space to the point $[S]$ in the moduli space of curves is the cohomological group $H^1(D, \Theta_S)$ where $\Theta_S$ is the sheaf on $D$ of germs of vector fields tangent to $\tilde{S}$ [30]. The inclusion of $\Theta_\mathcal{F}$ into $\Theta_S$ induces a map $i$:

$$ H^1(D, \Theta_\mathcal{F}) \xrightarrow{i} H^1(D, \Theta_S) $$

whose kernel represents the directions of unfolding of foliations with trivial associate unfolding of curves.

**Definition 3.1.1.** An open set $U$ of $M$ is a quasi-homogeneous open set (relatively to $f$) if there exists a holomorphic vector field $R_U$ on $U$ such that $R_U(\tilde{f}) = \tilde{f}$. 
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In our case, we can always cover $D$ by three quasi-homogenous open sets $V_2$, $V_3$ and $V_4$. The cocycle of the quasi-homogeneity $[R_{3,4}, R_{2,4}]$ of $\mathcal{F}$ is the element of $H^1(D, \Theta_\mathcal{F})$ induced by $(R_3 - R_4, R_2 - R_4)$.

Noting that $H^1(D, \Theta_\mathcal{F})$ has a natural structure of $\mathcal{O}_2$-module, we have:

**Theorem 3.1.1 ([58]).** The kernel of the map $i$ is generated by the cocycle of quasi-homogeneity, i.e.:

$$\ker(i) = \{ h \cdot [R_{3,4}, R_{2,4}], h \in \mathcal{O}_2 \}.$$

In particular, the distribution induced by these directions is integrable and defines a singular foliation $\mathcal{C}$ on $\mathcal{P}$.

Let $X_{m,n}$ be the vector fields on $\mathcal{P}$ generated by $x^m y^n \cdot [R_{3,4}, R_{2,4}]$. We give the expression of $X_{0,0}$ in the basis $\left\{ \frac{\partial}{\partial m_{k,i}}, \frac{\partial}{\partial n_{k,i}} \right\}_{k,i}$ of the vector space generated by the set $\mathcal{P}$:

**Proposition 3.1.1.** The $\mathcal{O}_2$-generator of $\mathcal{C}$ is given by:

$$X_{0,0} = [R_{3,4} - R_4, R_2 - R_4] = \frac{-1}{2M+2N-1} \left( \sum_{i=1}^{N-1} \sum_{k=1}^{i} (2k - 3)a_{k,i} \frac{\partial}{\partial a_{k,i}} + \sum_{i=1}^{M-2} \sum_{k=1}^{i} (k - 1)b_{k,i} \frac{\partial}{\partial b_{k,i}} \right).$$

**Proof.** Let $p$ be in $\mathcal{P}$ and consider the following deformation

$$(\lambda, p) \in (\mathbb{C}, 1) \times (\mathcal{P}, p) \mapsto N_{p, \lambda} (x, y) = N_p (\lambda x, \lambda^2 y) = \lambda^{2M+2N-1} N_{\lambda p} (x, y).$$

This deformation is analytically trivial in $\lambda$. Hence, its related cocycle is trivial. Blowing the deformation up yields

$$\tilde{N}_{p, \lambda} (x_4, y_4) = \lambda^{2M+2N-1} x_4^{M+N} y_4^{2M+N} (1 + x_4) \prod_{i=1}^{N-1} \left( y_4 + \sum_{k=1}^{i} \lambda^{2k-3} a_{k,i} x_4^{k-1} y_4^{2k-2} \right),$$

and so we have

$$\frac{\partial N_{p, \lambda}}{\partial \lambda} = (2M + 2N - 1) \lambda^{-1} + \sum_{i=1}^{N-1} \frac{(2k - 3) \lambda^{2k-4} a_{k,i} x_4^{k-1} y_4^{2k-2}}{y_4 + \sum_{k=1}^{i} \lambda^{2k-3} a_{k,i} x_4^{k-1} y_4^{2k-2}} + \sum_{i=1}^{M-2} \sum_{k=1}^{i} (k - 1) \lambda^{k-2} b_{k,i} x_4^{k-1} y_4^{k-1}. $$

The vector field $R_4$ is defined as a solution on $V_4$ of $R_4 \tilde{N}_{p} = \tilde{N}_{p}$. Moreover, $\frac{\partial}{\partial a_{k,i}}$ and $\frac{\partial}{\partial b_{k,i}}$ are defined by the cocycle related to the vector fields $X_{k,i}^{(j)}$ and $Y_{k,i}^{(j)}$ respectively.
such that \( X^{(j)}_{k,i} \tilde{N}_p = \frac{\partial \tilde{N}_p}{\partial x_{k,i}} \) and \( Y^{(j)}_{k,i} \tilde{N}_p = \frac{\partial \tilde{N}_p}{\partial y_{k,i}} \). Setting \( \lambda = 1 \), we obtain

\[
\frac{\partial \tilde{N}_p}{\partial \lambda} \bigg|_{\lambda=1} = \left( (2M + 2N - 1)R_4 + \sum_{i=1}^{N-1} \sum_{k=1}^{i} (2k - 3) a_{k,i} X^{(4)}_{k,i} \right.
\]
\[
+ \sum_{i=1}^{M-2N-1+2i} \sum_{k=1}^{i} (k - 1) b_{k,i} Y^{(4)}_{k,i} \bigg) \tilde{N}_p, \lambda
\]
\[
= C^{(4)} N_p, \lambda.
\]

The same computation in the other two charts leads to

\[
C^{(3)} = \left( (2M + 2N - 1)R_3 + \sum_{i=1}^{N-1} \sum_{k=1}^{i} (2k - 3) a_{k,i} X^{(3)}_{k,i} + \sum_{i=1}^{M-2N-1+2i} \sum_{k=1}^{i} (k - 1) b_{k,i} Y^{(3)}_{k,i} \right)
\]
\[
C^{(2)} = \left( (2M + 2N - 1)R_2 + \sum_{i=1}^{N-1} \sum_{k=1}^{i} (2k - 3) a_{k,i} X^{(2)}_{k,i} + \sum_{i=1}^{M-2N-1+2i} \sum_{k=1}^{i} (k - 1) b_{k,i} Y^{(2)}_{k,i} \right).
\]

The triviality of the cocycle induced by \( (C^{(3)}, C^{(2)}, C^{(4)}) \) ends the proof.

We shall make use of the following result:

**Proposition 3.1.2** (\([58]\)). The vector field \( X_{m,n} \) on \( \text{Vect}(\mathcal{P}) \) is related to the cocycle \( x^m y^n \cdot [R_3 - R_4, R_2 - R_4] \) if and only if there exists a germ of vector field

\[
Z_{m,n} = \alpha_{m,n}(x, t, p) \frac{\partial}{\partial x} + \beta_{m,n}(x, t, p) \frac{\partial}{\partial y}
\]

such that

\[
X_{m,n} \cdot N_p = Z_{m,n} \cdot N_p + x^m y^n N_p.
\]

From now on, we denote by \( q_k = \left\lfloor \frac{k+N-2}{2} \right\rfloor + M - k \) the number of integer points in the intersection between the region of moduli and the straight line of equation \( y_4 = k - 1 \) if \( N \leq k \leq N + M - 5 \).

We consider the following two subspaces of the vector space generated by the set \( \mathcal{P} \)

\[
\mathcal{P}_a = \text{Vect} \left\{ \frac{\partial}{\partial x_{k,i}} \right\}_{i=1,\ldots,N-1}^{k=1,\ldots,i} \quad \text{and} \quad \mathcal{P}_b = \text{Vect} \left\{ \frac{\partial}{\partial y_{k,i}} \right\}_{k=1,\ldots,N-1+2i}^{i=1,\ldots,M-2}.
\]

For \( 1 \leq l_a \leq N - 1 \) (respectively \( 1 \leq l_b \leq N + 2M - 5 \)), we denote by \( \mathcal{P}^{l_a}_a \) (respectively \( \mathcal{P}^{l_b}_b \)) the level of height \( l_a \) (respectively \( l_b \)) of the subspace \( \mathcal{P}_a \) (respectively \( \mathcal{P}_b \)), i.e.

\[
\mathcal{P}^{l_a}_a = \text{Vect} \left\{ \frac{\partial}{\partial x_{k,i}} \right\}_{i=1,\ldots,N-1}^{k=1,\ldots,l_a} \quad \text{if} \quad 1 \leq l_a \leq N
\]
\[
\mathcal{P}^{l_b}_b = \left\{ \begin{array}{ll}
\text{Vect} \left\{ \frac{\partial}{\partial x_{k,i}} \right\}_{i=1,\ldots,M-2}^{k=1,\ldots,l_b} & \text{if} \quad 1 \leq l_b \leq N
\end{array} \quad \text{and} \quad \begin{array}{ll}
\text{Vect} \left\{ \frac{\partial}{\partial y_{k,i}} \right\}_{k=1,\ldots,N-1+2i}^{i=1,\ldots,M-2} & \text{if} \quad N + 1 \leq l_b \leq N + 2M - 5.
\end{array}
\right.
\]
We have the following direct decomposition of $P$ 
\[ P = \bigoplus_{1 \leq b \leq N-1} \text{Vect} \left\{ P^b_a, P^b_b \right\} \bigoplus_{b=0}^{b=N+2M-5} P^b_b. \]

The decomposition of each vector field $X$ on $P$ is denoted by 
\[ X = X^{\nu} + X^{\nu+1} + \ldots + X^{N+2M-5} \]
where $X^{\nu} = X^{a,\nu} + X^{b,\nu}$, such that $\nu_b = \nu_a$, is the first non vanishing component of $X$.

Now, we consider the following two subsets of the region $Q_{M,N}$ corresponding to the subspaces $P_a$ and $P_b$ respectively
\[ I_a = \left\{ (i,j) \mid 0 \leq i \leq N - 2 \text{ and } - (N - 2) + 2i \leq j \leq i \right\} \]
\[ I_b = \left\{ (i,j) \mid 0 \leq j \leq N - 1 \text{ and } - (M - 2) + j \leq i \leq j - 1 \text{ and } N \leq j \leq N + 2M - 6 \text{ and } - (M - 2) + j \leq i \leq j - 1 - (M - 2 - q_{f+1}) \right\} \]
where the levels $l_a$ and $l_b$ are given by the straight lines of equations $x_4 = l_a - 1$ and $y_4 = l_b - 1$ respectively.

Let $\Theta_0$ be a holomorphic vector field with isolated singularities defining $\tilde{\mathcal{F}}_{p_0}^{(M,N)}$ on the two intersections $V_2 \cap V_4$ and $V_3 \cap V_4$. We denote by $[x^i_4y^j_4]$ the class of $x^i_4y^j_4(\Theta_0,0)$ (respectively $x^i_4y^j_4(0,\Theta_0)$) in $H^1 \left( D, \Theta_{\tilde{\mathcal{F}}_{p_0}^{(M,N)}} \right)$ if $(i,j) \in I_a$ (respectively $(i,j) \in I_b$).

Below, we describe some properties of the distribution induced by the vector fields $X_{m,n}$.

**Proposition 3.1.3.** 1. The coefficients of $\frac{\partial}{\partial x^a_i}$ and $\frac{\partial}{\partial y^a_i}$ in the basis 
\[ \left\{ [x^i_4y^j_4] \mid (i,j) \in \mathbb{N} \times \mathbb{Z} \cup \mathbb{Z} \times \mathbb{N} \text{ s.t. } j - 2i + (N - 1) > 0 \text{ and } j - i - (M - 1) < 0 \right\} \]
are in the ring $\mathbb{C}(a_1, b_1, a_2, \ldots, a_{N-1}, b_2, \ldots, b_{N+2M-5,})$. 

Figure 3.1 – The Corresponding decomposition of the region $Q_{M,N}$ for $N = 5, M = 7$
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2. The coefficients of $X_{m,n}$ in the basis $\left\{ \frac{\partial}{\partial a_{k,i}}, \frac{\partial}{\partial b_{k,i}} \right\}_{k,l}$ are in the ring $\mathbb{C}(a_{1,\cdot}, b_{1,\cdot})[a_{2,\cdot}, \ldots, a_{N-1,\cdot}, b_{2,\cdot}, \ldots, b_{N+2M-5,\cdot}]$.

3. For any $m, n$, we have

$$[(2M + 2N - 1)X_{0,0}, X_{m,n}] = (m + 2n)X_{m,n}. $$

The coefficients of $X_{m,n}^\mu$ and $X_{m,n}^{b,\nu}$ are homogeneous with respect to the weight $X_{0,0}$ of degrees $(m + 2n - (2\nu - 3))$ and $(m + 2n - (\nu - 1))$ respectively. In particular, they only depend on the variables $a_j, b_j$, respectively, where $j \leq \nu - 1$.

Proof. 1. In the proof of Theorem A in the previous chapter, the equations (2.23) and (2.24) can be solved the following way: looking at the homogeneous part of order $\nu$ yields

$$J_\nu \left( \frac{\partial \tilde{N}_p}{\partial a_{k,i}} \right) = \sum_{r+s=\nu} J_r (\alpha_{k,i}) J_s \left( \frac{\partial \tilde{N}_p}{\partial x_4} \right) + J_r (\beta_{k,i}) J_s \left( \frac{\partial \tilde{N}_p}{\partial y_4} \right)$$

$$J_\nu \left( \frac{\partial \tilde{N}_p}{\partial b_{k,i}} \right) = \sum_{r+s=\nu} J_r (\eta_{k,i}) J_s \left( \frac{\partial \tilde{N}_p}{\partial x_4} \right) + J_r (\gamma_{k,i}) J_s \left( \frac{\partial \tilde{N}_p}{\partial y_4} \right).$$

Hence, we find the following induction relations

$$J_{\nu-\nu_0} (\alpha_{k,i}) J_{\nu_0} \left( \frac{\partial \tilde{N}_p}{\partial x_4} \right) + J_{\nu-\nu_0} (\beta_{k,i}) J_{\nu_0} \left( \frac{\partial \tilde{N}_p}{\partial y_4} \right)$$

$$= J_{\nu} \left( \frac{\partial \tilde{N}_p}{\partial a_{k,i}} \right) - \sum_{r+s=\nu, s \neq \nu_0} J_r (\alpha_{k,i}) J_s \left( \frac{\partial \tilde{N}_p}{\partial x_4} \right) + J_r (\beta_{k,i}) J_s \left( \frac{\partial \tilde{N}_p}{\partial y_4} \right)$$

$$J_{\nu-\nu_0} (\eta_{k,i}) J_{\nu_0} \left( \frac{\partial \tilde{N}_p}{\partial x_4} \right) + J_{\nu-\nu_0} (\gamma_{k,i}) J_{\nu_0} \left( \frac{\partial \tilde{N}_p}{\partial y_4} \right)$$

$$= J_{\nu} \left( \frac{\partial \tilde{N}_p}{\partial b_{k,i}} \right) - \sum_{r+s=\nu, s \neq \nu_0} J_r (\eta_{k,i}) J_s \left( \frac{\partial \tilde{N}_p}{\partial x_4} \right) + J_r (\gamma_{k,i}) J_s \left( \frac{\partial \tilde{N}_p}{\partial y_4} \right),$$

where $\nu_0 = 3M + 2N - 1$. The coefficients of $J_{\nu_0} \left( \frac{\partial \tilde{N}_p}{\partial x_4} \right)$ and $J_{\nu_0} \left( \frac{\partial \tilde{N}_p}{\partial y_4} \right)$ depend only on the variables $a_{1,\cdot}$ and $b_{1,\cdot}$. Moreover, the coefficients of $J_\nu \left( \frac{\partial \tilde{N}_p}{\partial x_4} \right)$ and $J_\nu \left( \frac{\partial \tilde{N}_p}{\partial y_4} \right)$ are polynomial. Hence, an induction on $\nu$ ensures that for all $\nu$ the coefficients of $J_\nu (\alpha_{k,i})$, $J_\nu (\beta_{k,i})$, $J_\nu (\eta_{k,i})$, and $J_\nu (\gamma_{k,i})$ can be chosen rational in $a_{1,\cdot}$ and $b_{1,\cdot}$, and polynomial in the variables $a_{k,\cdot}$ and $b_{k,\cdot}$, $k \geq 2$. The same result holds for the relations (2.23) and (2.24) in the other two charts. Now, following the computation of the cocycle in the proof of Theorem A makes it obvious that the coefficients in its Laurent development are in $\mathbb{C}(a_{1,\cdot}, b_{1,\cdot})[a_{2,\cdot}, \ldots, a_{N-1,\cdot}, b_{2,\cdot}, \ldots, b_{N+2M-5,\cdot}]$. So are the coordinates of $\frac{\partial}{\partial a_{k,i}}$ and $\frac{\partial}{\partial b_{k,i}}$ in the standard basis.

2. Combining proposition (3.1.1) and the previous point ensures that the coefficients of $X_{0,0}$ in the standard basis are in $\mathbb{C}(a_{1,\cdot}, b_{1,\cdot})[a_{2,\cdot}, \ldots, a_{N-1,\cdot}, b_{2,\cdot}, \ldots, b_{N+2M-5,\cdot}]$. Since
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3. From proposition (3.1.2), we know that there exists a vector field $X = A(\cdot) \frac{\partial}{\partial x} + B(\cdot) \frac{\partial}{\partial y}$ such that

$$x^m y^n N_p + Z \cdot N_p = X_{m,n} \cdot N_p.$$ 

In particular and using proposition (3.1.1), there exists a vector field $R$ such that

$$\frac{1}{2M + 2N - 1} R \cdot N_p = N_p - X_{0,0} \cdot N_p.$$ 

It is clear that the vector field $R = x \frac{\partial}{\partial x} + 2y \frac{\partial}{\partial y}$ satisfies the above relation. We note that $[R', X_{m,n}] = 0$. Therefore, we can perform the following computation

$$[X_{0,0}, X_{m,n}] \cdot N_p = X_{0,0} (x^m y^n N_p + Z \cdot N_p) - X_{m,n} (N_p - c_0 R' \cdot N_p)$$

$$= x^m y^n (N_p - c_0 R' \cdot N_p) + X_{0,0} \cdot Z \cdot N_p - x^m y^n N_p$$

$$- Z \cdot N_p + c_0 R' (x^m y^n N_p + Z \cdot N_p)$$

$$= -c_0 x^m y^n R' \cdot N_p + [X_{0,0}, Z] \cdot N_p + Z \cdot X_{0,0} \cdot N_p - Z \cdot N_p$$

$$+ c_0 x^m y^n R' \cdot N_p + (m + 2n) c_0 x^m y^n N_p + c_0 R' \cdot Z \cdot N_p$$

$$= [X_{0,0}, Z] \cdot N_p + Z (N_p - c_0 R' \cdot N_p) - Z \cdot N_p$$

$$+ (m + 2n) c_0 x^m y^n N_p + c_0 R' \cdot Z \cdot N_p$$

$$= [X_{0,0}, Z] \cdot N_p + c_0 [R', Z] \cdot N_p + (m + 2n) c_0 x^m y^n N_p,$$

where $c_0 = \frac{1}{2M + 2N - 1}$. Since the vector $[X_{0,0}, Z]$ is written under the form $(\cdot) \frac{\partial}{\partial x} + (\cdot) \frac{\partial}{\partial y}$, the previous relation ensures that $[X_{0,0}, X_{m,n}] = (m + 2n) c_0 X_{m,n}$. Now, if we decompose the vector field $X_{m,n}$ on the basis $\left\{ \frac{\partial}{\partial x_i}, \frac{\partial}{\partial y_i} \right\}_{k,l}$ and inject this decomposition in the Lie bracket, it follows

$$[X_{0,0}, X_{m,n}] = \sum_{\nu \geq m+n+1} \left[ X_{0,0}, X_{\nu}^\nu \right]$$

$$= \sum_{\nu \geq m+n+1} \left[ X_{0,0}, \sum \alpha_{m,n}^\nu (p) \frac{\partial}{\partial a_{\nu,i}} + \sum \beta_{m,n}^\nu (p) \frac{\partial}{\partial b_{\nu,i}} \right]$$

$$= \sum_{\nu \geq m+n+1} \left[ X_{0,0} \cdot \alpha_{m,n}^\nu (p) + c_0 (2 \nu - 3) \alpha_{m,n}^\nu (p) \right] \frac{\partial}{\partial a_{\nu,i}}$$

$$+ \left( X_{0,0} \cdot \beta_{m,n}^\nu (p) + c_0 (\nu - 1) \beta_{m,n}^\nu (p) \right) \frac{\partial}{\partial b_{\nu,i}}.$$
Hence, identifying the coefficients in the basis \( \left\{ \frac{\partial}{\partial a_{k,l}}, \frac{\partial}{\partial b_{k,l}} \right\} \) leads to the following relations
\[
X_{0,0} \cdot \alpha^{\nu,i}_{m,n}(p) + c_0(2\nu - 3)\alpha^{\nu,i}_{m,n}(p) = (m + 2n)c_0\alpha^{\nu,i}_{m,n},
\]
\[
X_{0,0} \cdot \beta^{\nu,i}_{m,n}(p) + c_0(\nu - 1)\beta^{\nu,i}_{m,n}(p) = (m + 2n)c_0\beta^{\nu,i}_{m,n}.
\]
Therefore \( \alpha^{\nu,i}_{m,n} \) (respectively \( \beta^{\nu,i}_{m,n} \)) is homogeneous with respect to \( X_{0,0} \). Its weight is \( -c_0(2\nu - 3 - (m + 2n)) \) (respectively \( -c_0(\nu - 1 - (m + 2n)) \)). In particular, since \( m + 2n > 1 \), \( \alpha^{\nu,i}_{m,n} \) (respectively \( \beta^{\nu,i}_{m,n} \)) does not depend on \( a_j \), (respectively \( b_j \)) with \( j \geq \nu \) since it is of weight \( -c_0(2j - 3) \) (respectively \( -c_0(j - 1) \)).

\( \square \)

We can write the standard basis of \( H^1\left( D, \Theta_{X^{(M,N)}_{P_0}} \right) \) as \( B = B_a \cup B_b \) where
\[
B_a = \left\{ x_4^i y_4^j \mid (i, j) \in I_a \right\},
\]
\[
B_b = \left\{ x_4^i y_4^j \mid (i, j) \in I_b \right\}.
\]
If we denote by \( \left\langle \frac{\partial}{\partial a_{1,i}}, x_4^i y_4^j \right\rangle \) the coefficient of \( x_4^i y_4^j \) in the decomposition of \( \frac{\partial}{\partial a_{1,i}} \) on the standard basis of \( H^1\left( D, \Theta_{X^{(M,N)}_{P_0}} \right) \), then we have the following:

**Lemma 3.1.1.** The term \( \left\langle \frac{\partial}{\partial a_{1,i}}, x_4^i y_4^j \right\rangle \) is equal to the coefficient of \( \frac{1}{x_4^{i-1}} \) in the development of \( \Phi_1(x_4) \) in Laurent series where \( \Phi_1(x_4) \) is given by
\[
\Phi_1(x_4) = \frac{-2(M+N+1)}{(2\nu) a_{1,i}\prod_{j=1}^{M+1} a_{1,j}(1+x_4)} \left( \frac{\tilde{U}(x_4)}{x_4^M} + W(x_4) \right)
\]
\[
+ \frac{1}{(2\nu) a_{1,i}^2 \prod_{j=1}^{M+1} a_{1,j}} \left( \frac{\tilde{U}(x_4)}{x_4^{2M-2}} + W(x_4) \right).
\]
where \( W \) and \( \tilde{U} \) are the polynomial functions of degree \( M - 1 \) defined in the proof of Theorem A.

**Proof.** We proceed similarly like in the proof of Theorem A. In the chart \( V_4 \), we have to solve
\[
\frac{\partial \Delta^{(M,N)}_p}{\partial a_{1,i}} = \alpha_{1,i}(x_4, y_4, a_{1,i}, b_{1,i}) \frac{\partial \Delta^{(M,N)}_p}{\partial x_4} + \beta_{1,i}(x_4, y_4, a_{1,i}, b_{1,i}) \frac{\partial \Delta^{(M,N)}_p}{\partial y_4}. \tag{3.1}
\]
Since \( E \) is defined on \( V_4 \) by \( E(x_4, y_4) = (x_4 y_4, y_4^2) \), we find that
\[
\Delta^{(M,N)}_p(x_4, y_4) = x_4^{M+N} y_4^{2M+N} (1 + x_4)
\]
\[
\prod_{i=1}^{N-1} \left( y_4 + \sum_{k=1}^{i} a_{k,i} x_4^{k-1} y_4^{2k-2} \right) \prod_{i=1}^{M-2} \left( 1 + \sum_{k=1}^{N-1+2i} b_{k,i} x_4^{k-1} y_4^{2k-2} \right).
\]
We have
\[
\frac{\partial \tilde{N}_p(M,N)}{\partial a_{1,i}} = \frac{y_4 + \sum_{k=1}^N a_{k,i} x_4^{k-1} y_4^{2k-2}}{y_4 + a_{1,i}} (Q(x_4, y_4) + y_4^2)\
\]
with
\[
Q(x_4, y_4) = x_4^{M+N} (1 + x_4) \prod_{j=1}^{N-1} (y_4 + a_{1,j}) \prod_{j=1}^{M-2} (1 + b_{1,j} x_4 + b_{2,j} x_4^2 y_4)\
\]
and where the suspension points (...) correspond to auxiliary holomorphic functions in \((x_4, y_4)\). We can write
\[
Q(x_4, y_4) = Q(x_4) + y_4 Q_1(x_4) + y_4^2 (\ldots),\
\]
with
\[
Q(x_4) = x_4^{M+N} (1 + x_4) \prod_{j=1}^{N-1} a_{1,j} \prod_{j=1}^{M-2} (1 + b_{1,j} x_4)\
\]
and
\[
Q_1(x_4) = x_4^{M+N} (1 + x_4) \left( \prod_{j=1}^{N-1} a_{1,j} x_4^2 \sum_{j=1}^{M-2} b_{2,j} \prod_{i=1, i \neq j}^{M-2} (1 + b_{1,i} x_4) \right) + \sum_{j=1}^{N-1} \prod_{i=1}^{M-2} a_{1,i} \prod_{i=1}^{M-2} (1 + b_{1,i} x_4) .\
\]
Since \(\tilde{N}_p(M,N) = y_4^{2M+N} (Q(x_4) + y_4 Q_1(x_4) + y_4^2 (\ldots))\), we find that
\[
\frac{\partial \tilde{N}_p(M,N)}{\partial x_4} = y_4^{2M+N} (Q'(x_4) + y_4 Q'_1(x_4) + y_4^2 (\ldots))\
\]
\[
\frac{\partial \tilde{N}_p(M,N)}{\partial y_4} = y_4^{2M+N-1} ((2M + N) Q(x_4) + (2M + N + 1) y_4 Q_1(x_4) + y_4^2 (\ldots)) (3.2)\
\]
Setting \(\beta_{1,i} = y_4 \tilde{\beta}_{1,i}\), we deduce from (3.1) that
\[
\frac{Q_1(x_4)}{a_{1,i}} - \frac{Q(x_4)}{a_{1,i}} = \alpha_{1,i}(x_4, 0) Q'(x_4) + (2M + N) \tilde{\beta}_{1,i}(x_4, 0) Q(x_4)\
\]
\[
\quad + (2M + N + 1) \tilde{\beta}_{1,i}(x_4, 0) Q_1(x_4),\
\]
where \(\alpha_{1,i}(x_4, y_4) = \alpha_{1,i}(x_4, 0) + \alpha_{1,i}(x_4) y_4 + y_4^2 (\ldots)\) and \(\tilde{\beta}_{1,i}(x_4, y_4) = \tilde{\beta}_{1,i}(x_4, 0) + \beta_{1,i}(x_4) y_4 + y_4^2 (\ldots)\). Using Bézout identity, there exist polynomials \(W\) and \(Z\) in \(x_4\) such that
\[
Q \wedge Q' = W Q' + Z Q\
\]
Thus, we obtain a solution of (3.1) in the chart $V_4$ of the form

$$X_{1,i}^{(4)} = \left( \frac{W(x_4)S(x_4)}{a_{1,i}} - \frac{W(x_4)S(x_4)}{a_{1,i}^2} \right) \frac{\partial}{\partial x_4} + \left( \frac{1}{2M+N} \frac{Z(x_4)S(x_4)}{a_{1,i}} \right) \frac{\partial}{\partial y_4} + y_4^2(...).$$

Similarly, in the chart $V_3$ we write

$$\tilde{N}_p^{(M,N)} = x_3^{2M+N}(P(y_3) + x_3P_1(y_3) + x_3^2(...))$$

with

$$P(y_3) = y_3(y_3 + 1) \prod_{j=1}^{N-1} a_{1,j} \prod_{j=1}^{M-2} (y_3 + b_{1,j})$$

and

$$P_1(y_3) = y_3(y_3 + 1) \left( \prod_{j=1}^{N-1} a_{1,j} \sum_{j=1}^{M-2} b_{2,j} \prod_{i=1}^{M-2} (y_3 + b_{1,i}) + \sum_{j=1}^{N-1} y_3 \prod_{i=1}^{N-1} a_{1,i} \prod_{i=1}^{M-2} (y_3 + b_{1,i}) \right).$$
We set $P \wedge P' = UP' + VP$ and $P = (P \wedge P')R$ with

$$R = y_3(y_3 + 1) \prod_{i=1}^{M-2} (y_3 + b_{1,i}).$$

Also, we can assume that the degree of $U$ is $M - 1$ and so we obtain the solution

$$X_{1,i}^{(3)} = \frac{1}{2M + N} V(y_3) R(y_3) a_{1,i} x_3 \frac{\partial}{\partial x_3} + \left( \frac{U(y_3) R(y_3)}{a_{1,i}^2} - \frac{U(y_3) R(y_3)}{a_{1,i}^2} x_3 y_3 \right) \frac{\partial}{\partial y_3} + x_3^2(\ldots).$$

To compute the cocycle we write $X_{1,i}^{(3)}$ in the chart $V_4$. Using the standard change of coordinates $x_4 = 1/y_3$ and $y_4 = x_3 y_3$ and since we have

$$U(y_3) = \frac{\tilde{U}(x_4)}{x_4^{M-1}} R(y_3) = \frac{S(x_4)}{x_4^{M+1}}$$

and

$$V(y_3) = \frac{\tilde{V}(x_4)}{x_4^{M-2}}$$

where $\tilde{U}$ and $\tilde{V}$ are polynomial functions, we find the first part of the first term of the cocycle

$$X_{1,i}^{(3,4)} = X_{1,i}^{(3)} - X_{1,i}^{(4)} = - \frac{S(x_4)}{a_{1,i}} \frac{U(x_4)}{x_4^{M-2}} + W(x_4) \frac{\partial}{\partial x_4}$$

$$+ \frac{S(x_4)}{a_{1,i}} \left( \frac{1}{2M + N} \frac{V(x_4)}{x_4^{M-2}} + \frac{\tilde{U}(x_4)}{x_4^{M-2}} - \frac{Z(x_4)}{2M + N} \right) y_4 \frac{\partial}{\partial y_4}$$

$$+ \frac{S(x_4)}{a_{1,i}} \left( \frac{\tilde{U}(x_4)}{x_4^{M-2}} + W(x_4) \right) y_4 \frac{\partial}{\partial x_4} + y_4^2(\ldots).$$

We have

$$X_{1,i}^{(3,4)} = \Phi_{1,i}^{(3,4)} \Theta_0.$$ 

We can choose $\Theta_0 = \frac{E^* \Theta_{N_p(M,N)}}{x_4^{M+N} - y_4^{M+N}}$ with $\Theta_{N_p(M,N)} = \frac{\partial N_p(M,N)}{\partial y} \frac{\partial}{\partial y} - \frac{\partial N_p(M,N)}{\partial x} \frac{\partial}{\partial x}$. According to Proposition (2.1.1), the set of the coefficients of the Laurent’s series of $\Phi_{1,i}^{(3,4)}$ characterizes the class of $X_{1,i}^{(3,4)}$ in $H^1(D, \Theta_{\overline{\mathbb{P}}_0(M,N)})$. Now, according to (3.2), we get the equality

$$\Phi_{1,i}^{(3,4)} = \frac{1}{(2M + N) a_{1,i} \prod_{j=1}^{N-1} a_{1,j}} \left[ \frac{\tilde{U}(x_4)}{x_4^{M-2}} + W(x_4) \right] + y_4 \Phi_1(x_4) + y_4^2(\ldots),$$

where

$$\Phi_1(x_4) = \frac{- (2M+N+1)}{(2M+N)^2 a_{1,i} \prod_{j=1}^{N-1} a_{1,j} (1 + x_4)} \left( \frac{\tilde{U}(x_4)}{x_4^{M-2}} + W(x_4) \right)$$

$$- \frac{1}{(2M+N) a_{1,i} \prod_{j=1}^{N-1} a_{1,j}} \left( \frac{\tilde{U}(x_4)}{x_4^{M-2}} + W(x_4) \right),$$

which ends the proof. $\square$
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The next proposition is the basic tool for the proof of the main result of this chapter.

**Proposition 3.1.4.** If we decompose the vector field $X_{0,0}$

$$X_{0,0} = \frac{-1}{2M + 2N - 1} \left( \sum_{j=0}^{N-1} X_{0,0}^{a,j} \left[ \frac{1}{y_4^i} \right] + \sum_{i=1}^{M-2} X_{0,0}^{b,i} \left[ \frac{y_4}{x_4^{i-1}} \right] + \sum_{j=0}^{N-3} X_{0,0}^{n,j} \left[ \frac{x_4}{y_4^{j-1}} \right] \right) + ...$$

where the dots correspond to the decomposition of $X_{0,0}$ at the levels $l_a$ and $l_b$ with $l_a \geq 3$ and $l_b \geq 3$, then the functions $X_{0,0}^{a,j}$ are the zero functions for $1 \leq j \leq N - 2$ and the functions $\{X_{0,0}^{a,j}, X_{0,0}^{b,i}, Y_{0,0}^{n,j}\}_{i=1, ..., M-2, j=0, ..., N-3}$ are algebraically independent.

**Proof.** Let us write the decomposition of the first term of the cocycle $\left\{ \frac{\partial}{\partial a_{1,l}}, \frac{\partial}{\partial b_{1,l}} \right\}$ in the standard basis of $H^1(D, \Theta_{\mathcal{M}(M,N)})$

$$\frac{\partial}{\partial a_{1,l}} = \sum_{i,j \in B} R_{i,j}(p) \left[ x_4^i y_4^j \right],$$

where $p \in \mathcal{P}$. In view of Theorem A and using the notation introduced in its proof, the first term of the cocycle associated to $\frac{\partial}{\partial a_{1,l}}$ is written $\left\{ \Phi_{1,l}^{(3,4)}, \Phi_{1,l}^{(2,4)} \right\}$ where

$$\Phi_{1,l}^{(3,4)} = \frac{1}{(M+N) a_{1,l}} \prod_{s=1}^{N-1} a_{1,s} \left[ \frac{\hat{U}(x_4)}{x_4^{M-2}} + W(x_4) \right] + y_4(...),$$

$$\Phi_{1,l}^{(2,4)} = \frac{-1}{(M+N) (y_4 + a_{1,l})} \left[ \frac{\hat{K}(y_4)}{y_4} + B(y_4) \right] + x_4(...).$$

In fact, $R_{-i,0}(p)$ is the coefficient of $\frac{1}{y_4}$ in the development of $\Phi_{1,l}^{(3,4)}$ in Laurent series, which is zero for all $1 \leq i \leq M - 2$ and $R_{0,-j}(p)$ is the coefficient of $\frac{1}{y_4}$ in the development of $\Phi_{1,l}^{(2,4)}$ which can be written as

$$\Phi_{1,l}^{(2,4)} = \frac{-1}{M+N} \sum_{j=1}^{N-1} \frac{(-1)^{N+j-1} \hat{K}(-a_{1,l})}{a_{1,l}^{N+j-1}} \frac{1}{a_{1,l}^{N-j-1}} \frac{B(0)}{y_4^{a_{1,l}}} + \frac{R(y_4)}{y_4^{2N-2}} + y_4(...) + x_4(...).$$

For simplicity, we will replace the notation $R_{-i,0}(p)$ by $R_{0,j}(p)$. So, we can write $R_{0,j}(p)$ as follows

$$R_{0,j}(p) = \begin{cases} \frac{-1}{M+N} \left[ \frac{\hat{K}(-a_{1,l})}{a_{1,l}^{j-1}} + \frac{B(0)}{a_{1,l}} \right] & \text{if } j = 0 \\ \frac{1}{M+N} \left[ (-1)^{j-1} \frac{\hat{K}(-a_{1,l})}{a_{1,l}^{j-1}} \right] & \text{if } 1 \leq j \leq N - 2. \end{cases}$$

It is clear that $R_{0,j}(p)$ satisfies the following relation

$$\begin{cases} R_{0,0}(p) = -\frac{R_{0,0}(p)}{a_{1,l}} - \frac{1}{M+N} \frac{B(0)}{a_{1,l}} \\ R_{0,j}(p) = (-1)^{j-1} a_{1,l}^{j-1} R_{0,1}(p) \end{cases}$$

if $1 \leq j \leq N - 2$. 
Thus, we obtain the following equality

\[
\frac{\partial}{\partial a_{1,l}} = -\frac{1}{M+N} B(0) a_{1,l} + \sum_{j=0}^{N-2} (-a_{1,l})^{j-1} R_{0,1}(p) \left[ \frac{1}{y_4^j} \right] + \sum_{i \neq 0} \left\langle \frac{\partial}{\partial a_{1,l}}, x_{i}^4 y_4^j \right\rangle \left[ x_{i}^4 y_4^j \right].
\]

Proposition (3.1.1) yields a decomposition of the cocycle \( X_{0,0} \) in the standard basis which can be written as

\[
X_{0,0} = \sum_{j=0}^{N-2} \frac{N-1}{M+N-1} (-a_{1,l})^{j} R_{0,1}(p) + \sum_{j=0}^{N-2} \left\langle \frac{\partial}{\partial a_{1,l}}, x_{i}^4 y_4^j \right\rangle \left[ x_{i}^4 y_4^j \right] + \sum_{i \neq 0} \left\langle \frac{\partial}{\partial a_{1,l}}, x_{i}^4 y_4^j \right\rangle \left[ x_{i}^4 y_4^j \right] + \sum_{i \neq 0} \left\langle \frac{\partial}{\partial a_{1,l}}, x_{i}^4 y_4^j \right\rangle \left[ x_{i}^4 y_4^j \right] + \sum_{i \neq 0} \left\langle \frac{\partial}{\partial a_{1,l}}, x_{i}^4 y_4^j \right\rangle \left[ x_{i}^4 y_4^j \right]
\]

where

\[
X_{0,0}^{a,j} = \sum_{l=1}^{N-1} (-a_{1,l})^{j} R_{0,1}(p)
\]

\[
X_{0,0}^{b,i} = \sum_{l=1}^{M-2} \left\langle \frac{\partial}{\partial b_{2,l}}, \frac{y_4^i}{x_{4}^{i+1}} \right\rangle + \sum_{l=1}^{N-1} (-a_{1,l}) \left\langle \frac{\partial}{\partial a_{1,l}}, \frac{y_4^i}{x_{4}^{i+1}} \right\rangle
\]

\[
X_{0,0}^{y,a,j} = \sum_{l=1}^{M-2} \left\langle \frac{\partial}{\partial b_{2,l}}, \frac{x_4}{y_4^i} \right\rangle + \sum_{l=1}^{N-1} a_{2,l} \left\langle \frac{\partial}{\partial a_{2,l}}, \frac{x_4}{y_4^i} \right\rangle + \sum_{l=1}^{N-1} a_{1,l} \left\langle \frac{\partial}{\partial a_{1,l}}, \frac{x_4}{y_4^i} \right\rangle
\]

and \( c \) is constant given by

\[
c = \frac{-1}{2M+2N-1}.
\]

We note that the term \( \left\langle \frac{\partial}{\partial a_{2,i}}, \frac{y_4}{x_{4}^{i+1}} \right\rangle \) is zero for all \( 1 \leq i \leq M-2 \).

Now, using the expression of \( \hat{K}(-a_{1,l}) \) in (2.21), we find that \( R_{0,1}(p) \) is given by

\[
R_{0,1}(p) = \frac{1}{M+N} \prod_{j=1}^{N-1} \left( a_{1,l} - a_{1,j} \right).
\]
To compute the term $X_{0,0}^{a,0}$, we introduce the polynomial $F_0$ in the variable $x_4$ defined by

$$F_0(x_4) = \prod_{j=1}^{N-1} (x_4 - a_{1,j}).$$

Clearly, we have the following equality

$$\frac{1}{F_0(x_4)} = \sum_{j=1}^{N-1} \frac{1}{(x_4 - a_{1,j}) \prod_{j' \neq j}^{N-1} (a_{1,j} - a_{1,j'})}.$$

So, we can write $X_{0,0}^{a,0}$ as

$$X_{0,0}^{a,0} = \frac{N-1}{M+N} B(0) + \frac{1}{F_0(0)} \sum_{l=1}^{N-1} a_{1,l} \prod_{j=1}^{N-1} (a_{1,l} - a_{1,j}).$$

The initial expression of $F_0(x_4)$ implies that $F_0(0) = \prod_{j=1}^{N-1} (-a_{1,j})$. Since from (2.22) we have $B(0) = \frac{1}{(2M+N) \prod_{j=1}^{N-1} a_{1,j}}$, we obtain the following expression of $X_{0,0}^{a,0}$

$$X_{0,0}^{a,0} = \frac{2M + 2N - 1}{M + N} B(0),$$

which is different from zero.

Similarly, to compute the term $X_{0,0}^{a,j}$, we introduce the polynomial $F_j$ in the variable $x_4$ defined by

$$F_j(x_4) = \frac{Q(x_4)}{P_j(x_4)}$$

where $Q(x_4) = \prod_{i=1}^{N-1} (x_4 - a_{1,i})$ and $P_j(x_4) = (-x_4)^j$ for all $1 \leq j \leq N - 2$. Also, we have the following equality

$$\frac{1}{F_j(x_4)} = \sum_{i=1}^{N-1} \frac{(-a_{1,i})^j}{(x_4 - a_{1,i}) \prod_{j' \neq i}^{N-1} (a_{1,i} - a_{1,j})}.$$

So, we can write $X_{0,0}^{a,j}$ as

$$X_{0,0}^{a,j} = \frac{(-1)^N}{M+N} \sum_{l=1}^{N-1} \frac{(-a_{1,l})^j}{a_{1,l} \prod_{j' \neq l}^{N-1} (a_{1,l} - a_{1,j})} = \frac{(-1)^N}{F_j(0)}.$$

The initial expression of $F_j(x_4)$ implies that $X_{0,0}^{a,j} = 0$ for all $1 \leq j \leq N - 2$. 
Now, for the terms $X_{0,0}^{b,i}$, lemma (3.1.1) shows that the term $\sum_{l=1}^{N-1} -a_{1,l} \left( \frac{\partial}{\partial a_{1,l}} , \frac{y_4}{x_4^{l-1}} \right)$ is equal to the coefficient of $\frac{1}{x_4^l}$ in the development of $\sum_{l=1}^{N-1} -a_{1,l} \Phi_l(x_4)$ in Laurent series where $\Phi_l(x_4)$ is given by

$$\Phi_l(x_4) = \frac{-(2M+N+1)}{(2M+N)^2} \sum_{j=1}^{M-2} b_{2,j} \prod_{j=1}^{l} \frac{1}{(1+b_{1,j} x_4)} \frac{\hat{U}(x_4)}{x_4^{2M-2}} + W(x_4) - \frac{1}{(2M+N) a_1^4} \sum_{j=1}^{M-2} \frac{b_{2,j}}{a_1^4} \prod_{j=1}^{l} (1+b_{1,j} x_4) \hat{U}(x_4) \bigg( x_4^{2M-2} + W(x_4) \bigg).$$

Since $\frac{\partial}{\partial b_{2,l}} = x_4 y_4 \frac{\partial}{\partial b_{1,l}}$, then we have the following relation

$$\left( \frac{\partial}{\partial b_{2,l}} , \frac{y_4}{x_4^{l-1}} \right) = \left( \frac{\partial}{\partial b_{1,l}} , \frac{1}{x_4^l} \right),$$

and so in view of the proof of Theorem (A), the term $\sum_{l=1}^{M-2} b_{2,l} \left( \frac{\partial}{\partial b_{2,l}} , \frac{y_4}{x_4^{l-1}} \right)$ is equal to the coefficient of $\frac{1}{x_4^l}$ in the development of $\sum_{l=1}^{M-2} b_{2,j} x_4 \Psi_{1,l}^{(3,4)}(x_4)$ in Laurent series where $\Psi_{1,l}^{(3,4)}(x_4)$ is given by

$$\Psi_{1,l}^{(3,4)} = \frac{1}{(2M+N) \prod_{j=1}^{N-1} a_{1,j} (1+b_{1,j} x_4)} \left[ \hat{U}(x_4) x_4^{2M-3} + x_4 W(x_4) \right] + y_4(...).$$

We can write

$$\prod_{j=1}^{N-1} a_{1,j} \sum_{l=1}^{N-1} -a_{1,l} \Phi_l(x_4) = \frac{c_1}{(1+x_4) \prod_{j=1}^{M-1} (1+b_{1,j} x_4)} \sum_{j=1}^{M-2} \frac{b_{2,j}}{1+b_{1,j} x_4} \hat{U}(x_4) x_4^{2M-3} + x_4(...) + \text{cst} + ...$$

$$\sum_{l=1}^{M-2} b_{2,j} x_4 \Psi_{1,l}^{(3,4)}(x_4) = \sum_{l=1}^{M-2} \frac{b_{2,j} x_4}{(2M+N)(1+b_{1,l} x_4)} \frac{\hat{U}(x_4)}{x_4^{2M-3}} + x_4(...) + y_4(...),$$

where $c_1 = \frac{(2M+N+1)(N-1)}{(2M+N)^2}$ and the dots stand for terms which do not contain $b_{2,j}$.

The coefficient of $b_{2,l}$ in the sum $\sum_{l=1}^{N-1} a_{1,j} \Phi_l(x_4) + \prod_{j=1}^{N-1} a_{1,j} \sum_{l=1}^{M-2} b_{2,l} x_4 \Psi_{1,l}^{(3,4)}(x_4)$ is given by

$$E(x_4) = \frac{1}{x_4^{2M-3}} \left( 1+b_{1,l} x_4 \right) \left[ \frac{c_1}{(1+x_4) \prod_{j=1}^{M-1} (1+b_{1,j} x_4)} + c_2 x_4 \right].$$
where $c_2 = \frac{1}{2M+1}$. This implies that the coefficient of $b_{2,l}$ in the expression of $X_{0,0}^{b_{i,j}}$ is the coefficient of $\frac{1}{x_4}$ in the previous expression.

The next part of the proof is devoted to showing that if we consider the functions $X_{0,0}^{b_{i,j}}$ as linear functions of the $M-2$ variables $b_{2,l}$, where $1 \leq l \leq M-2$, then their determinant is not the zero function. Hence, for a generic choice of the variables $b_{2,1}, \ldots, b_{2,M-2}$, these $M-2$ linear functions are independent as linear functions of $M-2$ variables. Thus they are algebraically independent.

In fact, we know, from the proof of Theorem A and lemma (3.1.1), that $\tilde{U}$ is a polynomial function in $x_4$ defined by the equality

$$\tilde{U}(x_4) = x_4^{M-1}U(y_3)$$

where $U$ is the polynomial function of degree $M-1$ satisfying the Bezout identity

$$P \land P' = UP' + VP.$$ 

Since we are interested in the generic independence, we restrict the proof to the following case

$$\begin{cases} 
M-2 \prod_{j=1}^{M-2} b_{1,j} = 1 & \text{and } (-b_{1,j})^{M-1} = -1 \quad \forall 1 \leq j \leq M-2 \quad \text{if } M \text{ is even} \\
M-2 \prod_{j=1}^{M-2} b_{1,j} = -1 & \text{and } (-b_{1,j})^{M-1} = 1 \quad \forall 1 \leq j \leq M-2 \quad \text{if } M \text{ is odd.}
\end{cases}$$

So, the function $P$, which is given by

$$P(y_3) = \prod_{i=1}^{N-1} a_{1,i}y_3(y_3+1) \prod_{j=1}^{M-2} (y_3 + b_{1,j}),$$

can be written as

$$P(y_3) = \begin{cases} 
\prod_{i=1}^{N-1} a_{1,i}y_3\left(y_3^{M-1} + 1\right) & \text{if } M \text{ is even} \\
\prod_{i=1}^{N-1} a_{1,i}y_3\left(y_3^{M-1} - 1\right) & \text{if } M \text{ is odd.}
\end{cases}$$

If $M$ is even, then using euclidean division, we find that $\tilde{U}$ is given by

$$\tilde{U}(x_4) = x_4^{M-1} + \frac{M}{M-1}.$$ 

In this case, the expression $E$ is equal to

$$E(x_4) = \frac{1}{x_4^{2M-3}} \frac{\tilde{U}(x_4)}{1 + b_{1,l}x_4} \left[ \frac{c_1}{1 + x_4^{M-1}} + c_2x_4 \right].$$
Also, from the proof of theorem A, we have the following equality
\[
\frac{\tilde{U}(x_4)}{(1 + b_{1,l} x_4) x_4^{2M-3}} = \sum_{j=0}^{M-2} d_{jl} \frac{1}{x_4^j} + \frac{T(x_4)}{x_4^{2M-3}} + x_4(...),
\]
where \( T \) is a polynomial in \( x_4 \) of degree \( M - 2 \) and \( d_{jl} \) is given by
\[
d_{jl} = (-1)^{j+1} b_{1,l}^{2M-j-3} \tilde{U} \left( \frac{-1}{b_{1,l}} \right).
\]
In this case, we have
\[
d_{jl} = (-1)^{j+1} b_{1,l}^{2M-j-3}
\]
and the polynomial \( T \) satisfies the equality
\[
\frac{T(x_4)}{x_4^{2M-3}} = \sum_{j=M-1}^{2M-3} c_{jl} \frac{1}{x_4^j},
\]
where
\[
c_{jl} = (-1)^{j-1} b_{1,l}^{2M-3-j} \frac{M}{M-1}.
\]
Thus, the decomposition of \( X_{0,1}^{b_i} \), where \( 1 \leq i \leq M - 2 \), on the family \( b_{2,l} \), where \( 1 \leq l \leq M - 2 \), is given by the matrix
\[
\begin{pmatrix}
  X_{0,0}^{b_1} & X_{0,0}^{b_2} & \cdots & X_{0,0}^{b_{M-2}} \\
  X_{1,0}^{b_1} & X_{1,0}^{b_2} & \cdots & X_{1,0}^{b_{M-2}} \\
  \vdots & \vdots & \ddots & \vdots \\
  X_{M-1,0}^{b_1} & X_{M-1,0}^{b_2} & \cdots & X_{M-1,0}^{b_{M-2}}
\end{pmatrix}
\]
From the expressions of \( c_{i+M-2,l} \) and \( d_{i-1,l} \), we have the following relation
\[
d_{i-1,l} = -\frac{1}{M} c_{i+M-2,l}.
\]
Since \( d_{i,l} = -1/b_{1,l} d_{i-1,l} \), we can write the following relation
\[
c_2 d_{i,l} + c_1 d_{i-1,l} - c_1 c_{i+M-2,l} = \left[ -\frac{1}{M} \left( c_1 - \frac{c_2}{b_{1,l}} \right) - c_1 \right] c_{i+M-2,l}.
\]
Thus, the determinant of the above matrix is equal to
\[
\prod_{l=1}^{M-2} \left[ \frac{1}{M} \left( c_1 - \frac{c_2}{b_{1,l}} \right) + c_1 \right] \det (c_{i+M-2,l})_{1 \leq i \leq M-2, 1 \leq l \leq M-2}
\]
which is equal to
\[
\left( \frac{M}{M-1} \right)^{M-2} \prod_{l=1}^{M-2} \left[ \frac{1}{M} \left( c_1 - \frac{c_2}{b_{1,l}} \right) + c_1 \right] \text{Vand} \left( -b_{1,1}, ..., -b_{1,M-2} \right).
\]
Since $b_{1,i} \neq b_{1,j}$ for $i \neq j$, the determinant is not the zero function. The case where $M$ is odd can be treated similarly. If $M$ is odd, then $\tilde{U}$ is given by

$$\tilde{U}(x_4) = -x_4^{M-1} + \frac{M}{M-1}.$$ 

The expression $E$ is equal to

$$E(x_4) = \frac{1}{x_4^{2M-3}} \left( \frac{\tilde{U}(x_4)}{1 - x_4^{M-1}} + c_2x_4 \right).$$

In this case, we have

$$d_{jl} = \frac{(-1)^{j+1}b_{2,l}^{2M-j-3}}{M-1},$$

where $0 \leq j \leq M - 2$ and

$$c_{jl} = (-1)^{-j}b_{1,l}^{2M-3-j} \frac{M}{M-1},$$

where $M - 1 \leq j \leq 2M - 3$. Thus, the decomposition of $X_{0,0}^{b_i}$, where $1 \leq i \leq M - 2$, on the family $b_{2,l}$, where $1 \leq l \leq M - 2$, is given by the matrix

$$
\begin{pmatrix}
X_{0,0}^{b_1} & X_{0,0}^{b_2} & \cdots & X_{0,0}^{b_{M-2}} \\
 b_{1,1} & c_2d_{1,1} + c_1d_{1,1} + c_1c_{1,M-1} & c_2d_{1,1} + c_1d_{1,1} + c_1c_{1,1} & \cdots & c_2d_{1,M-1} + c_1d_{1,M-1} + c_1c_{1,1} \\
 b_{2,2} & c_2d_{2,2} + c_1d_{2,2} + c_1c_{2,M-2} & c_2d_{2,2} + c_1d_{2,2} + c_1c_{2,1} & \cdots & c_2d_{2,M-2} + c_1d_{2,M-2} + c_1c_{2,1} \\
 \vdots & \vdots & \vdots & \ddots & \vdots \\
 b_{2,M-2} & c_2d_{M-2,2} + c_1d_{M-2,2} + c_1c_{M-1,M-2} & c_2d_{M-2,2} + c_1d_{M-2,2} + c_1c_{M-1,1} & \cdots & c_2d_{M-2,M-2} + c_1d_{M-2,M-2} + c_1c_{M-1,1} \\
 b_{1,l} & c_2d_{1,l} + c_1d_{1,l} + c_1c_{1,M-1} & c_2d_{1,l} + c_1d_{1,l} + c_1c_{1,1} & \cdots & c_2d_{1,M-1} + c_1d_{1,M-1} + c_1c_{1,1} \\
 b_{2,l} & c_2d_{2,l} + c_1d_{2,l} + c_1c_{2,M-2} & c_2d_{2,l} + c_1d_{2,l} + c_1c_{2,1} & \cdots & c_2d_{2,M-2} + c_1d_{2,M-2} + c_1c_{2,1} \\
 \vdots & \vdots & \vdots & \ddots & \vdots \\
 b_{2,M-2} & c_2d_{M-2,l} + c_1d_{M-2,l} + c_1c_{M-1,M-2} & c_2d_{M-2,l} + c_1d_{M-2,l} + c_1c_{M-1,1} & \cdots & c_2d_{M-2,M-2} + c_1d_{M-2,M-2} + c_1c_{M-1,1} \\
 \end{pmatrix}
$$

Similarly, we have the following relation

$$d_{i-1,l} = \frac{1}{M}c_i + M - 2,l.$$

Again, since $d_{i,l} = -1/b_{1,l}d_{i-1,l}$, we can write the following relation

$$c_2d_{i,l} + c_1d_{i-1,l} + c_1c_{i,M-2,l} = \left[ \frac{1}{M} \left( c_1 - \frac{c_2}{b_{1,l}} \right) + c_1 \right] c_{i,M-2,l}.$$

Thus, the determinant of the matrix is equal to

$$\prod_{l=1}^{M-2} \left[ \frac{1}{M} \left( c_1 - \frac{c_2}{b_{1,l}} \right) + c_1 \right] \text{det} \left( c_{i+M-2,l} \right)_{1 \leq i \leq M-2, 1 \leq l \leq M-2}$$

which is equal to

$$\left( \frac{M}{M - 1} \right)^{M-2} \prod_{l=1}^{M-2} \left[ \frac{1}{M} \left( c_1 - \frac{c_2}{b_{1,l}} \right) + c_1 \right] \text{Vand} (-b_{1,1}, \ldots, -b_{1,M-2}).$$
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Now, for the terms $Y_{0,0}^{a,j}$, we have
\[
\left\langle \frac{\partial}{\partial b_{2,l}}, \frac{x_4}{y_4^{l-1}} \right\rangle = \left\langle \frac{\partial}{\partial b_{1,l}}, \frac{1}{y_4^{l+1}} \right\rangle = 0
\]
for all $0 \leq j \leq N - 3$. Since $\frac{\partial}{\partial a_{2,l}} = \frac{x_4 y_4^2}{y_4^{l-1}}$, we have
\[
\left\langle \frac{\partial}{\partial a_{2,l}}, \frac{x_4}{y_4^{l-1}} \right\rangle = \left\langle \frac{\partial}{\partial a_{1,l}}, \frac{1}{y_4^{l+1}} \right\rangle = (-a_{1,l})^j \tilde{R}_{0,1}(p)
\]
for all $0 \leq j \leq N - 3$.

Again, computations similar to those in the proof of Theorem A and lemma (3.1.1) show that the term $\sum_{l=1}^{N-1} -a_{1,l} \left\langle \frac{\partial}{\partial a_{1,l}}, \frac{x_4}{y_4^{l-1}} \right\rangle$ is equal to the coefficient of $\frac{1}{y_4^4}$ in the development of $\sum_{l=1}^{N-1} -a_{1,l} \Psi_1(y_4)$ in Laurent series where $\Psi_1(y_4)$ is given by
\[
\Psi_1(y_4) = \left(\frac{M+N+1}{(M+N)^2(y_4+1)}\right)^{\frac{1}{4}} \left[1 + \sum_{i=1}^{M-2} \frac{b_{1,i} + \sum_{i=2}^{N-1} \frac{a_{2,i} y_4^q}{y_4 + a_{1,i}} \left[\tilde{K}(y_4) + B(y_4)\right]}{y_4^{q+1}} \right].
\]

Now, the coefficient of $a_{2,l}$ in the expression of $\sum_{l=1}^{N-1} -a_{1,l} \Psi_1(y_4) = \sum_{l=2}^{N-1} -a_{1,l} \Psi_1(y_4)$ (as $\Psi_1(y_4) = 0$) is given by
\[
-\frac{\tilde{K}(y_4)}{(y_4 + a_{1,l})^2 y_4^{2N-4}}
\]
where $c = \frac{2M+2N+1}{(M+N)^2}$. Thus the coefficient of $a_{2,l}$ in $Y_{0,0}^{a,j}$ is equal to $(-a_{1,l})^j \tilde{R}_{0,1}(p)$ added to the coefficient of $\frac{1}{y_4^4}$ in the previous expression. Simple computations show that it is given by
\[
\left(\frac{1}{M+N} + c(2N - 2 - j)\right) \frac{(-1)^j \tilde{K}(-a_{1,l})}{a_{1,l}^{2N-2-j}} - c \frac{(-1)^j}{a_{1,l}^{2N-2-j}} \sum_{i=0}^{N-1} (-1)^i a_{1,l} k_i
\]
where the complex numbers $k_i$ are such that $\tilde{K}(y_4) = \sum_{i=0}^{N-1} k_i y_4^i$. Similarly, we can show that if we consider the functions $Y_{0,0}^{a,j}$ as linear functions of the $N-2$ variables $a_{2,l}$, where $2 \leq l \leq N-1$, then their determinant is not the zero function. Hence, for a generic choice of the variables $a_{2,2}, ..., a_{2,N-1}$, these $N-2$ linear functions are independent as linear functions of $N-2$ variables. Thus they are algebraically independent. Finally, it is clear that considering the functions $X_{0,0}^{a,\bar{0}}$, $X_{0,0}^{b,\bar{0}}$ and $Y_{0,0}^{a,j}$ where $1 \leq i \leq M-2$ and $0 \leq j \leq N-3$ as linear functions of $1$, $a_{2,l}$ and $b_{2,l'}$ where $2 \leq l \leq N-1$ and $1 \leq l' \leq M-2$, we can deduce that they are algebraically independent. □


### 3.2 The dimension of the generic strata.

The dimension \( \tau \) of the generic strata of the local moduli space of curves corresponds to the codimension of the distribution \( \mathcal{C} \) at a generic point of \( M \). According to proposition (3.1.4), the family of coefficients \( \{X_{a,0}^0, X_{0,0}^{b,i}, Y_{0,0}^a\}_{i=1,...,M-2} \) of \( X_{0,0} \) is functionally independent: thus, any family of \( r \) vector fields in dimension \( r \) whose coefficients are chosen among \( \{X_{0,0}^0, X_{0,0}^{b,i}, Y_{0,0}^a\}_{i=1,...,M-2} \) is generically free: indeed, their determinant cannot identically vanish since it would produce a functional relation between \( \{X_{0,0}^0, X_{0,0}^{b,i}, Y_{0,0}^a\}_{i=1,...,M-2} \). Thus, to compute the dimension of the generic strata, we just have to browse the region of moduli and to compute at each level how many moduli can actually be reached by the vector fields \( X_{m,n} \). For the following considerations, we recommend to refer at each step to Example 3.3.1 presented at the end of the section.

From now on, we denote by \( l \) the levels of the region of moduli in correspondence with the decomposition of the set \( \mathcal{P} \) introduced before. In fact, for \( 1 \leq l_b \leq N - 1 \), it implies that it is the level formed by \( l_a = l_b \) of the subspace \( \mathcal{P}_a \) and \( l_b \) of the subspace \( \mathcal{P}_b \), and for \( N \leq l_b \leq N + 2M - 5 \), it is just the level formed by \( l_b \). Proposition (3.1.4) shows that the first level at which the vector field \( X_{0,0} \) starts action is \( l = 1 \). We note that we say a vector field \( X_{m,n} \) starts action at a level \( l \) if there is at least one non zero coefficient in its decomposition on this level and all the coefficients in its decomposition on the previous levels are zero. The main purpose of this section is to show:

**Lemma 3.2.1.** If \( M, N > 2 \), then the vector space generated by the vector fields \( X_{m,n} \)
which act at the level \( l = 1, \ldots, N + 2M - 5 \) admits as a basis:

\[
\begin{align*}
&l = 1 & \{X_{0,0}\} \\
l = 2 & \{X_{1,0}\} \\
l = 3 & \{X_{2,0}, X_{0,1}\} \\
&4 \leq l \leq \left[ \frac{N}{2} \right] + 1 & \{X_{l-1,0}, X_{l-3,1}, X_{l-2,0}, \ldots, X_{l-4,2}\} \\
&l = \left[ \frac{N}{2} \right] + 2 & \{X_{l-1,0}, X_{l-3,1}, X_{l-2,0}, \ldots, X_{l-2,2l-N}\} \\
&l = \frac{N}{2} + 3 + i, \quad 0 \leq i \leq \frac{N}{2} - 5, & \begin{cases} \\
N \text{ even} & X_{\frac{N}{2} - 2i + 2, 0}, X_{\frac{N}{2} - 4i + 3, 0}, \ldots, X_{\frac{N}{2} + i - 2m_1, m_1 + 1} \\
N \text{ odd} & X_{\frac{N}{2} - 2i + 2, 0}, X_{\frac{N}{2} - 4i + 3, 0}, \ldots, X_{\frac{N}{2} + i - 2m_2, m_2 + 1} \\
N = 6 & \{X_{N-4,0}, X_{2,1}\} \\
N = 7 & \{X_{N-3,1}, X_{N-5,2}, X_{N-7,3}, \ldots\} \\
&l = N + 1 + r, \quad 0 \leq r \leq N - 4, & \begin{cases} \\
\begin{array}{l}
\{X_{N-3, \frac{r+1}{2} + 1}, X_{N-5, \frac{r+1}{2} + 2}, \ldots, X_{N+r-2n_1, n_1}\} \\
\{X_{N-1+r, 0}, X_{N-3+r, 1}, \ldots, X_{N-1, \frac{r-1}{2}}\}\ast
\end{array}
\end{cases} \\
&l = N + 1 + r, \quad 0 \leq r \leq N - 4, & \begin{cases} \\
\{X_{N-2, \frac{r+1}{2} + 1}, X_{N-4, \frac{r+1}{2} + 2}, \ldots, X_{N+r-2n_2, n_2-1}\} \\
\{X_{N-1+r, 0}, X_{N-3+r, 1}, \ldots, X_{N-1, \frac{r-1}{2}}\}\ast
\end{cases} \\
&l = N + 1 + r, \quad N - 3 \leq r \leq 2M - 6, & \begin{cases} \\
\{X_{N-3, \frac{r+1}{2} + 1}, X_{N-5, \frac{r+1}{2} + 2}, \ldots, X_{N+r-2n_3, n_3}\} \\
\{X_{N-1+r, 0}, X_{N-3+r, 1}, \ldots, X_{N-1, \frac{r-1}{2}}\}\ast
\end{cases} \\
&l = N + 1 + r, \quad N - 3 \leq r \leq 2M - 6, & \begin{cases} \\
\{X_{N-2, \frac{r+1}{2} + 1}, X_{N-4, \frac{r+1}{2} + 2}, \ldots, X_{N+r-2n_4, n_4-1}\} \\
\{X_{N-1+r, 0}, X_{N-3+r, 1}, \ldots, X_{N-1, \frac{r-1}{2}}\}\ast
\end{cases}
\end{align*}
\]

where \( m_1 = \min\left(\left\lceil \frac{2i+1}{4} \right\rceil + 1, M - 3\right), m_2 = \min\left(\left\lceil \frac{2i}{4} \right\rceil + 1, M - 3\right), n_1 = \left\lceil \frac{N-3+2r}{4} \right\rceil + 2, n_2 = \left\lceil \frac{N-3+2r}{4} \right\rceil + 3, n_4 = \left\lceil \frac{r-N+4}{4} \right\rceil + N - 2 \) and \( n_4 = \left\lceil \frac{r-N+4}{4} \right\rceil + N - 1 \). The asterisk (*) means that this family is a basis if its cardinal is less than or equal to \( q_1 \), otherwise, any subfamily of cardinal \( q_1 \) form a basis.

Since \( X_{a,0}^m \) is a non zero coefficient among the coefficients \( \{X_{a,0}^j\} \) in the decomposition of \( X_{0,0} \), the vector fields \( X_{a,0} \) may start action on the subspace \( \mathcal{P}_a \). The first level of the subspace \( \mathcal{P}_a \) at which \( X_{m,0} \) may have an action is \( l_a = m + 1 \) and that of the subspace \( \mathcal{P}_b \) is \( l_b = m + 2 \): this is because \( X_{m,0} = x^m X_{0,0} = x^m y^m X_{0,0} \) and the levels of the subspace \( \mathcal{P}_a \) are determined by the powers of \( x_4 \) and those of the subspace \( \mathcal{P}_b \) are determined by the powers of \( y_4 \) and since \( X_{m,0} = x^m X_{0,0} \), its projection on the previous levels vanish. For \( 1 \leq l_b \leq N - 1, l_a = l_b \), the vector fields \( X_{m,0} \) can be used to kill only one modulus at each level \( l_a = m + 1 \) of the subspace \( \mathcal{P}_a \). For \( N \leq l_b \leq N + 2M - 5 \), the monomial
term having \( X_{0,0}^{m,n} \) as a coefficient in the decomposition of \( X_{m,0} \) is outside the region of moduli (at these levels we are outside the subspace \( P_a \)) and so we will see that the vector field \( X_{m,0} \) acts only on the subspace \( P_b \) starting precisely at the level \( l_b = m + 2 \).

The vector fields \( X_{m,1} \) may start action on the subspaces \( P_a \) and \( P_b \). The first level of the subspace \( P_a \) at which \( X_{m,1} \) may have an action is \( l_a = m + 3 \) and that of the subspace \( P_b \) is \( l_b = m + 3 \) as well. If \( M = 2 \), then there are no moduli in the region associated to the subspace \( P_b \), and so we can use the vector field \( X_{m,1} \) to kill one modulus at each level \( l_a = m + 3 \) of the subspace \( P_a \). If \( M > 2 \), then for \( 3 \leq l_b \leq N + 1 \), \( l_a = l_b \), the vector fields \( X_{m,1} \) can be used to kill one modulus at each level \( l_b = m + 3 \) of the subspace \( P_b \).

For \( N + 2 \leq l_b \leq N + 2M - 5 \), the monomial term having \( X_{0,0}^{m,n} \) as a coefficient in the decomposition of \( X_{m,1} \) is outside the region of moduli, and so we will see that this vector field acts only on the subspace \( P_b \) starting precisely at the level \( l_b = m + 4 \).

For \( n \neq 0, 1 \), the vector fields \( X_{m,n} \) may start action on the subspace \( P_a \). The first level of the subspace \( P_a \) at which \( X_{m,n} \) may have an action is \( l_a = m + n + 2 \) and that of the subspace \( P_b \) is \( l_b = m + 2n + 1 \) which is strictly greater than \( m + n + 2 \) as \( n \geq 2 \); in fact, \( X_{m,n} = x^{m+n}y^{n}X_{0,0} = x_{4}^{m+n}y_{4}^{m+2n}X_{0,0} \) and the levels of the subspace \( P_a \) are determined by the powers of \( x_4 \) and those of the subspace \( P_b \) are determined by the powers of \( y_4 \). For \( l_a \geq 4 \), \( X_{m,n} \) can be used to kill a modulus which is exactly at the level \( l_a = m + n + 2 \) of the subspace \( P_a \). However, once all the moduli at a certain level are killed, the extra vector fields acting at this level can be used to kill moduli at the level \( l_b = m + 2n + 1 \) of the subspace \( P_b \) if the monomial term having \( X_{0,0}^{m,n} \) as a coefficient in the decomposition of \( X_{m,n} \) is inside the region of moduli. Otherwise, if it is outside the region of moduli, then either the extra vector fields \( X_{m,n} \) do not act at the level \( l_b = m + 2n + 1 \) but act and can be used to kill moduli at the level \( l_b = m + 2n + 2 \) of the subspace \( P_b \), or they actually act at the level \( l_b = m + 2n + 1 \) of the subspace \( P_b \) but all the moduli at this level and the next levels are killed. This also works for the extra vector fields acting at the higher levels of the subspace \( P_a \).

Based on that, we denote by \( \nu_{m,n} + 1 = m + 2n + 1 \) the first level of the subspace \( P_b \) at which a vector field \( X_{m,n} \) may have an action.

We note that if \( M > 2 \), then killing moduli on the subspace \( P_b \) always starts at the level \( l_b = 3 \) and this is because we use \( X_{0,0} \) to kill a modulus at the first level of the subspace \( P_a \) and \( X_{1,0} \) to kill a modulus at the second level (if it exists, i.e. \( N > 2 \)), so \( X_{0,1} \) will be used at the third level of the subspace \( P_b \) (if \( N = 2 \) then both \( X_{1,0} \) and \( X_{0,1} \) will be used at the third level of the subspace \( P_b \)).

Using the equations of the edges of the region of moduli, we find that the monomial term having \( X_{0,0}^{m,n} \) as a coefficient in the decomposition of \( X_{m,n} \), which is \( x_{4}^{m+n}y_{4}^{m+2n} \), is inside the region of moduli when \( m \) and \( n \) satisfy the following inequalities

\[
\begin{align*}
\{ & n + 1 \leq M - 1 \\
& m + 1 \leq N - 1.
\end{align*}
\]

The vector fields \( X_{m,n} \) such that \( m \geq N - 1 \) and \( n \neq 0 \) do not actually act at the level
Lemma 3.2.2. For a fixed integer \(d\), the vector fields \(X_{m,n}\) such that \(\nu_{m,n} + 1 = d + 1\) and \(m \geq N - 1\) act at the level \(\nu_{m,n} + 2 = m + 2n + 2 = d + 2\) of the subspace \(\mathcal{P}_b\) when there are moduli at this level.

Proof. If \(m \geq N - 1\), then the vector fields \(X_{m,n}\) such that \(\nu_{m,n} + 1 = d + 1\) do not act at the level \(\nu_{m,n} + 1 = N + 1 + i\) where \(-1 \leq i \leq 2M - 6\): \(X_{m,0}\) does not act at the level \(\nu_{m,n} + 1\) of the subspace \(\mathcal{P}_a\) and \(X_{m,n}\) such that \(n \neq 0\) does not act at the level \(\nu_{m,n} + 1\) of the subspace \(\mathcal{P}_b\). They are given by

\[
\begin{cases}
X_{N-1+2j, \frac{i+1}{2} - j} & \text{if } i \text{ is odd} \\
X_{N+2j, \frac{i}{2} - j} & \text{if } i \text{ is even}
\end{cases}
\]

If \(i = -1\), then \(X_{N-1,0} = x_4^{N-1} y_4^{N-1} X_{0,0}\) is the only vector field \(X_{m,n}\) such that \(m \geq N - 1\) and \(\nu_{m,n} + 1 = N\) which does not act at the level \(N\) of the subspace \(\mathcal{P}_a\) (because it does not exist actually): indeed it is the first vector field for which the monomial term having \(X_{0,0}^{a,0}\) as a coefficient in its decomposition, which is \(x_4^{N-1} y_4^{N-1}\), is outside the region of moduli: it is actually at the edge of equation \((2x_4 - y_4 - (N - 1) = 0)\) of the region. Supposing that \(M > 2\) (otherwise there are no moduli in the region associated to the subspace \(\mathcal{P}_b\), the coefficient of \(y_4\) in the decomposition of \(X_{0,0}\), which is \(X_{0,0}^{b,1}\), is different from zero. So, the vector field \(X_{N-1,0}\) acts at the level \(N + 1\) of the subspace \(\mathcal{P}_b\): in its decomposition, \(X_{0,0}^{b,1}\) is the coefficient of \(x_4^{N-1} y_4\) which is the first monomial term inside the region of moduli at the level \(N + 1\).

If \(0 \leq i \leq 2M - 6\), such that \(i\) is odd, then since \(X_{N-1, \frac{i+1}{2}} = y_4^{\frac{i+1}{2}} X_{N-1,0}\), the monomial term having \(X_{0,0}^{a,0}\) as a coefficient in the decomposition of \(X_{N-1, \frac{i+1}{2}}\) is also at the edge of equation \((2x_4 - y_4 - (N - 1) = 0)\) of the region of moduli (as \(y = x_4 y_4^2\)). Again since \(M > 2\), the vector field \(X_{N-1, \frac{i+1}{2}}\), which does not act at the level \(N + 1 + i\) of the subspace \(\mathcal{P}_b\), acts at the level \(N + 1 + (i + 1)\): also in its decomposition, \(X_{0,0}^{b,1}\) is the coefficient of \(x_4^{N-1+\frac{i+1}{2}} y_4^{N-1+i+2}\) which is the first monomial term inside the region of moduli at the level \(N + 1 + (i + 1)\). Now, for the other vector fields, we have

\[
X_{N-1+2j, \frac{i+1}{2} - j}^{\frac{i+1}{2}} = \frac{x_4^{2j}}{y_4^{i+1}} x_4^{N-1, \frac{i+1}{2}} = x_4^{j} X_{N-1, \frac{i+1}{2}}.
\]

If \(j + 1 \leq M - 2\), then the coefficient of \(\frac{x_4^{i+1}}{y_4^j}\) in the decomposition of \(X_{0,0}\), which is \(X_{0,0}^{b,i+1}\), is different from zero, and so the first monomial term inside the region at the level \(N + 1 + (i + 1)\) which is \(x_4^{N-1+\frac{i+1}{2}} y_4^{N-1+i+2}\) will have \(X_{0,0}^{b,i+1}\) as a coefficient in the decomposition of \(X_{N-1+2j, \frac{i+1}{2} - j}\). This means that to show that the vector fields
of the vector space generated by the vector fields \( \nu_{m,n} + 2 \leq N + 1 + (i + 1) \). It is enough to show that we have the following inequality

\[ j + 1 \leq M - 2 \]

for \( 0 \leq j \leq \frac{i+1}{2} \), which ensures the existence of \( \frac{y_j}{x_i^4} \) for all \( 0 \leq j \leq \frac{i+1}{2} \) in the decomposition of \( X_{0,0} \). In fact, it is enough to show that these vector fields act at the level \( \nu_{m,n} + 2 = N + 1 + (i + 1) = d + 2 \) when there are moduli at this level. More precisely, we need to consider the action of the vector fields \( \{ X_{N-1+2j, \frac{i+1}{2}-j} \}_{0\leq j \leq \frac{i+1}{2}} \) at the level \( d + 2 \) if the number of points at this level is greater than or equal to \( r \) i.e. if we have the following inequality \( q_{d+2} \geq r \) where \( q_{d+2} = \left\lfloor \frac{x^2 N}{2} \right\rfloor + M - (d + 2) \). It clearly implies that \( j + 1 \leq M - 2 \) for all \( 0 \leq j \leq r - 1 \).

If \( 0 \leq i \leq 2M - 6 \), such that \( i \) is even, then we have

\[ X_{N+2j, \frac{i}{2}-j} = x^{2j+1} y^{\frac{i}{2}-j} X_{N-1,0} = \left( x_4^{j+1} y_4 \right) (x_4 y_4^{2j-\frac{i}{2}}) X_{N-1,0} \]

Similarly if \( j + 2 \leq M - 2 \), then the coefficient of \( \frac{y_j}{x^i} \) in the decomposition of \( X_{0,0} \), which is \( X_{0,0}^{b,j+2} \), is different from zero, and so the first monomial term inside the region of moduli at the level \( N + 1 + (i + 1) \) which is \( x_4^{N-1+\frac{i}{2}} y_4^{N-1+i+2} \) will have \( X_{0,0}^{b,j+2} \) as a coefficient in the decomposition of \( X_{N+2j, \frac{i}{2}-j} \). This means that to show that the vector fields \( \{ X_{N+2j, \frac{i}{2}-j} \}_{0\leq j \leq \frac{i}{2}} \) act at the level \( N + 1 + (i + 1) \), it is enough to show that we have the following inequality

\[ j + 2 \leq M - 2 \]

for \( 0 \leq j \leq \frac{i}{2} \), which ensures the existence of \( \frac{y_j}{x^i} \) for all \( 0 \leq j \leq \frac{i}{2} \) in the decomposition of \( X_{0,0} \). As before, it is enough to show that these vector fields act at the level \( \nu_{m,n} + 2 = N + 1 + (i + 1) = d + 2 \) when there are moduli at this level. More precisely, we need to consider the action of the vector fields \( \{ X_{N+2j, \frac{i}{2}-j} \}_{0\leq j \leq r-1} \) at the level \( d + 2 \) if the number of points at this level is greater than or equal to \( r \) i.e. if we have the following inequality \( q_{d+2} \geq r \) where \( q_{d+2} = \left\lfloor \frac{x^2 N}{2} \right\rfloor + M - (d + 2) \). It clearly implies that \( j + 2 \leq M - 2 \) for all \( 0 \leq j \leq r - 1 \).

If \( M > 2 \), then the vector fields \( X_{m,n} \) such that \( n \geq M - 1 \), which are extra from the region associated to the subspace \( \mathcal{P}_a \), may start action at the level \( \nu_{m,n} + 1 \) of the subspace \( \mathcal{P}_b \). In the next lemma, which deals with the generic dimension of the distribution \( C \), we will see that all the moduli at such a level as well as the next levels are killed. Lemma (3.2.1) is equivalent to:

**Lemma 3.2.3.** If \( M > 2 \) and \( N \geq 6 \), then for any \( d = 0, ..., N + 2M - 6 \), the dimension of the vector space generated by the vector fields \( X_{m,n} \) which act at the level \( l = d + 1 \) is
given by:

\[
\begin{aligned}
&1 \\
&2 \\
&1 + \min (N - d - 1, d - 1) \\
&N - d + \min (M - 3, \left\lceil \frac{2d+1}{3} \right\rceil + 1) \\
&N - d + \min (M - 3, \left\lceil \frac{d}{3} \right\rceil + 1)
\end{aligned}
\]

if \(d = 0, 1\)

if \(d = 2\)

if \(3 \leq d \leq \left\lceil \frac{N+2}{2} \right\rceil\)

if \(d = \frac{N}{2} + 2 + i\) where 

\(0 \leq i \leq \frac{N}{2} - 3\) and \(N\) is even

if \(d = \frac{N+1}{2} + 1 + i\) where 

\(0 \leq i \leq \frac{N+1}{2} - 3\) and \(N\) is odd

if \(d = N\)

if \(d = N + r\) where \(1 \leq r \leq N - 4\)

if \(d = N + r\) where

\(N - 3 \leq r \leq 2M - 6\).

**Proof.** It is clear that only \(X_{0,0}\) acts at the level \(l = 1\) and \(X_{1,0}\) acts at the level \(l = 2\). The vector fields \(X_{2,0}\) and \(X_{0,1}\) act at the level \(l = 3\) and they are linearly independent. In fact, their decomposition is given by the following invertible matrix

\[
\begin{pmatrix}
X_{2,0} & X_{0,1} \\
x_4^2y_4^2 & X_{a,0}^{d,1} & X_{a,0}^{d,1} & \ldots & X_{a,0}^{d,1} & X_{a,0}^{d,1} \\
x_4y_4 & 0 & X_{a,0}^{d,1} & \ldots & X_{a,0}^{d,1} & X_{a,0}^{d,1} \\
x_4 & 0 & 0 & \ldots & X_{a,0}^{d,1} & X_{a,0}^{d,1}
\end{pmatrix}
\]

For \(d \geq 3\), the vector field \(X_{m,0}\) such that \(m + 1 = d + 1\) acts at the level \(l_a = d + 1\) of the subspace \(P_a\). The vector field \(X_{m,1}\) such that \(m + 3 = d + 1\) acts at the level \(l_b = d + 1\) of the subspace \(P_b\) (it also acts at the level \(l_a = d + 1\) of the subspace \(P_a\) but we will consider its action on the subspace \(P_b\) as \(M > 2\)). The number of vector fields \(X_{m,n}\) such that \(n \neq 0, 1\) and \(m + n + 2 = d + 1\) is equal to \(d - 2\) and the number of points at the level \(l_a = d + 1\) of the subspace \(P_a\) is equal to \(N - d - 1\).

If \(N\) is even, then the first level of the subspace \(P_a\) having all the moduli killed corresponds to \(d = \frac{N}{2}\) and there are no extra vector fields at this level. For \(d = \frac{N}{2} + 1\), there are two extra vector fields acting a the level \(l_a = d + 1\). Among them, the vector field \(X_{m,n}\) with the smallest \(n\) is given by \(X_{\frac{N}{2} - 2,2}\). This vector field acts on the subspace \(P_b\) starting precisely at the level \(l_b = \frac{N}{2} + 3\). Thus, if \(3 \leq d \leq \frac{N}{2} + 1\), then the dimension of the vector space generated by the vector fields \(X_{m,n}\) which act at the level \(l = d + 1\) is equal to \(1 + \min (N - d - 1, d - 1)\). In fact, if \(3 \leq d \leq \frac{N}{2}\), then their decomposition is given by the matrix
which is clearly invertible. If $d = \frac{N}{2} + 1$ and $d \not= N - 2$, then their decomposition is given by the matrix

$$
\begin{pmatrix}
X_{0,d-1} & X_{1,d-2} & \ldots & X_{N-d-3,2d-N+2} & X_{d,0} & X_{d-2,1} \\
Y_{0,0} & Y_{a,N-3} & \ldots & Y_{a,d} & Y_{0,0} & Y_{0,d-1} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
Y_{a,0,d} & Y_{a,0,d-1} & \ldots & Y_{a,2d-N+3} & 0 & Y_{0,2} \\
Y_{0,0,d} & Y_{0,0,d-1} & \ldots & Y_{0,2d-N+2} & Y_{0,0} & Y_{0,0} \\
0 & 0 & \ldots & 0 & 0 & X_{0,0}
\end{pmatrix}
$$

which is clearly invertible as well. We note that if $d = \frac{N}{2} + 1 = N - 2$, then the associated matrix is the principle submartix of the above matrix corresponding to the vector fields $X_{d,0}$ and $X_{d-2,1}$.

To know the number of vector fields which act at the level $l_b$ of the subspace $\mathcal{P}_b$ for $\frac{N}{2} + 3 \leq l_b \leq N$, we have to count the extra vector fields acting at the levels $\frac{N}{2} + 2 \leq l_a \leq N - 1$ of the subspace $\mathcal{P}_a$. For that we write $d = \frac{N}{2} + j$ where $1 \leq j \leq \frac{N}{2} - 2$, and so the number of the extra vector fields acting at the level $l_a = d + 1$ is equal to $2j$. We can easily check that among them the number of those which act at the level $l_a = \frac{N}{2} + 3 + i$ where $0 \leq i \leq \frac{N}{2} - 3$ is equal to $\lceil \frac{2i+1}{N} \rceil + 1$. We note that at the levels $\frac{N}{2} + 2 \leq d \leq N - 3$, then the decomposition of the vector fields which act at the level $l = d + 1$ is given by the following invertible matrix

$$
\begin{pmatrix}
X_{0,d-1} & X_{1,d-2} & \ldots & X_{N-d-3,2d-N+2} & X_{d,0} & X_{d-2,1} \\
Y_{0,0} & Y_{a,N-3} & \ldots & Y_{a,d} & Y_{0,0} & Y_{0,d-1} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
Y_{a,0,d} & Y_{a,0,d-1} & \ldots & Y_{a,2d-N+3} & 0 & Y_{0,2} \\
Y_{0,0,d} & Y_{0,0,d-1} & \ldots & Y_{0,2d-N+2} & Y_{0,0} & Y_{0,0} \\
0 & 0 & \ldots & 0 & 0 & X_{0,0}
\end{pmatrix}
$$

where $m_1 = \min(\lceil \frac{2i+1}{N} \rceil + 1, M - 3)$. If $d = N - 2$ (respectively $d = N - 1$), then their decomposition is given by a matrix of the above form such that the first block matrix reduces to its principle submartix corresponding to the vector fields $X_{d,0}$ and $X_{d-2,1}$ (respectively $X_{d-2,1}$).

Now, for $d = N - 1$, the number of vector fields $X_{m,n}$ such that $n \not= 0, 1$ and $m+n+2 = d + 1$ is equal to $d - 2 = N - 3$. Actually, if we write $d$ as before i.e. $d = \frac{N}{2} + j$ with $j = \frac{N}{2} - 1$, then this number is not equal to $2j = N - 2$. The vector field among them having the greatest $n$ is given by $X_{0,N-2}$. Since this vector field starts action at the level $l_b = 2N - 3$ of the subspace $\mathcal{P}_b$, then we can not use the previous formula to find the number of vector fields which act at the levels $l_b \geq 2N - 2$ of the subspace $\mathcal{P}_b$. If we write $d = 2N - 3 + j$ where $0 \leq j \leq 2M - N - 3$, we can easily check that among them
the number of those which act at the level \( l_b = d + 1 \) is equal to \( N - 3 + \left[ \frac{d + 1}{2} \right] \). For the levels \( l_b = d + 1 = N + 1 + r \) where \( 0 \leq r \leq 2M - 6 \), we know from lemma (3.2.2) that among the vector fields \( X_{m,n} \) such that \( n \neq 0,1 \) and \( m + 2n + 1 = d + 1 \), there are \( \left[ \frac{d + 1}{2} \right] \) vector fields such that \( m \geq N - 1 \) which do not act at the level \( l_b = d + 1 \). They are given by the family

\[
\left\{ \begin{array}{ll}
X_{d-4,2}, \ldots, X_{N-1, \frac{d+1}{2}} & \text{if } r \geq 3 \text{ is odd} \\
X_{d-4,2}, \ldots, X_{N, \frac{d+1}{2}} & \text{if } r \geq 4 \text{ is even} .
\end{array} \right.
\]

However, we also know from lemma (3.2.2), that at the previous level \( l_b = d_{r-1} + 1 \) where \( d_{r-1} = N + (r - 1) \), there are \( \left[ \frac{r}{2} \right] + 1 \) vector fields \( X_{m,n} \) such that \( m + 2n + 1 = d_{r-1} + 1 \) which do not act at the level \( l_b = d_{r-1} + 1 \) because \( m \geq N - 1 \) but act at the level \( l_b = d_r + 1 \) where \( d_r = N + r \). They are given by the family

\[
\left\{ \begin{array}{ll}
X_{N-1+r,0}, \ldots, X_{N, \frac{r+1}{2}} & \text{if } r \text{ is odd} \\
X_{N-1+r,0}, \ldots, X_{N-1, \frac{r+1}{2}} & \text{if } r \text{ is even} .
\end{array} \right.
\]

We note that the vector fields \( X_{m,n} \) such that \( m \geq N - 1 \) do not act on the subspace \( \mathcal{P}_a \). Thus, if \( 0 \leq r \leq N - 4 \) and \( r \) is odd, then if the number of the vector fields which act at the level \( l_b = N + 1 + r \), which is equal to \( n_1 = \left[ \frac{N-3+2r}{2} \right] + 2 \), is less than or equal to the number of points at this level, then their decomposition is given by the matrix

\[
\begin{pmatrix}
X_{N-3, \frac{r+3}{2}} & X_{N-5, \frac{r+5}{2}} & \ldots & X_{N+r-2n_1, n_1} & X_{N-1+r, 0} & X_{N, \frac{r+3}{2}} \\
X_{N-3, \frac{r+3}{2}} & X_{N-5, \frac{r+5}{2}} & \ldots & X_{N+r-2n_1, n_1} & X_{N-1+r, 0} & X_{N, \frac{r+3}{2}} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
X_{N-3, \frac{r+3}{2}} & X_{N-5, \frac{r+5}{2}} & \ldots & X_{N+r-2n_1, n_1} & X_{N-1+r, 0} & X_{N, \frac{r+3}{2}} \\
X_{N-3, \frac{r+3}{2}} & X_{N-5, \frac{r+5}{2}} & \ldots & X_{N+r-2n_1, n_1} & X_{N-1+r, 0} & X_{N, \frac{r+3}{2}}
\end{pmatrix}
\]

We note that having vector fields less than the number of points at that level is equivalent to having the following inequality

\[
n_1 \leq M - 2 - \frac{r + 1}{2}.
\]

This ensures that all the entries \( X_{b,j} \) in the last block matrix of the above matrix satisfy \( j \leq M - 2 \) and so they are different from zero. Otherwise, if their number is greater than the number of the points at that level, then their decomposition is given by a principal sub-matrix of size \( q_{N+1+r} \) of the above matrix. So, it is invertible.

Similarly, if \( 0 \leq r \leq N - 4 \) and \( r \) is even, then if the number of the vector fields which act at the level \( l_b = N + 1 + r \), which is equal to \( n_2 = \left[ \frac{N-3+2r}{2} \right] + 3 \), is less than or equal
to the number of points at this level, then their decomposition is given by the matrix

$$
\begin{pmatrix}
X_{N-2,1} & X_{N-3,2} & \cdots & X_{N+r-2n_2,2n_2-1} & X_{N-1+r,0} & X_{N-3+r,1} & \cdots & X_{N-1,2} \\
X_{0,0} & X_{0,0} & \cdots & X_{0,0} & X_{0,0} & \cdots & X_{0,0} \\
X_{0,0} & X_{0,0} & \cdots & X_{0,0} & X_{0,0} & \cdots & X_{0,0} \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
X_{0,0} & X_{0,0} & \cdots & X_{0,0} & X_{0,0} & \cdots & X_{0,0} \\
X_{0,0} & X_{0,0} & \cdots & X_{0,0} & X_{0,0} & \cdots & X_{0,0} \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
X_{0,0} & X_{0,0} & \cdots & X_{0,0} & X_{0,0} & \cdots & X_{0,0} \\
\end{pmatrix}
$$

Having vector fields less than the number of points at that level is equivalent to having the following inequality

$$
n_2 \leq M - 2 - \frac{r}{2}.
$$

This ensures that all the entries $X_{0,0}$ in the last block matrix of the above matrix satisfy $j \leq M - 2$ and so they are different from zero. Otherwise their decomposition is given by a principal sub-matrix of size $q_{N+1+r}$ of the above matrix. So, it is invertible.

Now, if $N - 3 \leq r \leq 2M - 6$ and $r$ is odd, then the number of the vector fields which act at the level $l_0 = N + 1 + r$ is equal to $n_3 = \left\lceil \frac{r + N - 3}{2} \right\rceil + N - 2$. If this number is less than or equal to the number of points at this level, then their decomposition is given by the matrix

$$
\begin{pmatrix}
X_{N-3,1} & X_{N-5,2} & \cdots & X_{N+r-2n_3,2n_3-1} & X_{N-1+r,0} & X_{N-3+r,1} & \cdots & X_{N-1,2} \\
X_{0,0} & X_{0,0} & \cdots & X_{0,0} & X_{0,0} & \cdots & X_{0,0} \\
X_{0,0} & X_{0,0} & \cdots & X_{0,0} & X_{0,0} & \cdots & X_{0,0} \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
X_{0,0} & X_{0,0} & \cdots & X_{0,0} & X_{0,0} & \cdots & X_{0,0} \\
X_{0,0} & X_{0,0} & \cdots & X_{0,0} & X_{0,0} & \cdots & X_{0,0} \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
X_{0,0} & X_{0,0} & \cdots & X_{0,0} & X_{0,0} & \cdots & X_{0,0} \\
\end{pmatrix}
$$

which is invertible for the same previous reason. Otherwise their decomposition is given by a principal sub-matrix of size $q_{N+1+r}$ of the above matrix.

If $N - 3 \leq r \leq 2M - 6$ and $r$ is even, then the number of the vector fields which act at the level $l_0 = N + 1 + r$ is equal to $n_4 = \left\lceil \frac{r + N - 3}{2} \right\rceil + N - 1$. Similarly, if this number is less than or equal to the number of points at this level, then their decomposition is given by the following invertible matrix

$$
\begin{pmatrix}
X_{N-2,2} & X_{N-4,3} & \cdots & X_{N+r-2n_4,2n_4-1} & X_{N-1+r,0} & X_{N-3+r,1} & \cdots & X_{N-1,2} \\
X_{0,0} & X_{0,0} & \cdots & X_{0,0} & X_{0,0} & \cdots & X_{0,0} \\
X_{0,0} & X_{0,0} & \cdots & X_{0,0} & X_{0,0} & \cdots & X_{0,0} \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
X_{0,0} & X_{0,0} & \cdots & X_{0,0} & X_{0,0} & \cdots & X_{0,0} \\
X_{0,0} & X_{0,0} & \cdots & X_{0,0} & X_{0,0} & \cdots & X_{0,0} \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
X_{0,0} & X_{0,0} & \cdots & X_{0,0} & X_{0,0} & \cdots & X_{0,0} \\
\end{pmatrix}
$$
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Otherwise their decomposition is given by a principal sub-matrix of size \( q_{N+1+r} \) of the above matrix.

We note that if \( M \) is odd, then the number of the extra vector fields acting at the level \( l_a = d + 1 \), where \( d = \frac{N}{2} + j \) and \( 1 \leq j \leq \frac{N}{2} - 2 \), is greater than or equal to the number of the remaining points at the horizontal line of equation \( (y_4 = d) \) of the subspace \( P_b \) if \( j \geq \frac{M-3}{2} \). This means that at the levels \( l_b \geq \frac{N+3M-1}{2} - 3 \), all the moduli are killed. The vector fields \( X_{m,n} \) such that \( n \geq M - 1 \), which act at the level \( l_a = m + n + 2 \) but extra, satisfy the inequality \( m + n \geq \frac{M+N-3}{2} \). Thus, they may start action at the level \( l_b \geq \frac{N+3M-3}{2} \) where all the moduli are killed. The number of the vector fields \( X_{m,n} \) such that \( m + n + 2 = N + s \), where \( s \geq 0 \), is greater than or equal to the number of points at the horizontal line of equation \( (y_4 = N - 1 + s) \) of the subspace \( P_b \) if \( N - 1 + s \geq M - 2 \), so at the levels \( l_b \geq N + M - 4 \), all the moduli are killed. The vector fields \( X_{m,n} \) such that \( m + n + 2 = N + s \) and \( n \geq M - 1 \), where \( s \geq 0 \), may start action at the levels \( l_b \geq N + M - 2 \) where all the moduli are killed. A similar argument works if \( M \) is even.

The next part of the proof is devoted to the case where \( N \) is odd. If \( N \) is odd, then the first level of the subspace \( P_a \) having all the moduli killed corresponds to \( d = \frac{N+1}{2} \) and there is one extra vector fields at this level. We can choose the vector field \( X_{m,n} \) with the smallest \( n \) which is given by \( X_{\frac{N+1}{2}-3, 2} \). This vector field acts on the subspace \( P_b \) starting precisely at the level \( l_b = \frac{N+1}{2} + 2 \). Thus, if \( 3 \leq d \leq \frac{N+1}{2} \), then the dimension of the vector space generated by the vector fields \( X_{m,n} \) which act at the level \( l = d + 1 \) is equal to \( 1 + \min(N - d - 1, d - 1) \).

As in the case where \( N \) is even, to know the number of vector fields which act at the level \( l_b \) of the subspace \( P_b \) for \( \frac{N+1}{2} + 2 \leq l_b \leq N \), we have to count the extra vector fields acting at the levels \( \frac{N+1}{2} + 1 \leq l_a \leq N - 1 \) of the subspace \( P_a \). For that we write \( d = \frac{N+1}{2} + j \) where \( 0 \leq j \leq \frac{N+1}{2} - 3 \), and so the number of the extra vector fields acting at the level \( l_a = d + 1 \) is equal to \( 2j + 1 \). Similarly, we can check that among them the number of those which act at the level \( l_b = \frac{N+1}{2} + 2 + i \) where \( 0 \leq i \leq \frac{N+1}{2} - 3 \) is equal to \( \left\lceil \frac{d}{3} \right\rceil + 1 \). Also, we note that at the levels \( \frac{N+1}{2} + 2 \leq l_a \leq N \), all the moduli are killed. Now, for \( d = N - 1 \), the number of vector fields \( X_{m,n} \) such that \( n \neq 0, 1 \) and \( m + n + 2 = d + 1 \) is equal to \( d - 2 = N - 3 \). If we write \( d \) as before i.e. \( d = \frac{N+1}{2} + j \) with \( j = \frac{N+1}{2} - 2 \), then this number is not equal to \( 2j + 1 = N - 2 \). The vector field among them having the greatest \( n \) is given by \( X_{0, N-2} \). Since this vector field starts action at the level \( l_b = 2N - 3 \) of the subspace \( P_b \), then we can not use the previous formula to find the number of vector fields which act at the levels \( l_b \geq 2N - 2 \) of the subspace \( P_b \). Similarly, if we write \( d = 2N - 3 + j \) where \( 0 \leq j \leq 2M - N - 3 \), we can easily check that among them the number of those which act at the level \( l_b = d + 1 \) is equal to \( N - 3 + \left\lceil \frac{j+1}{2} \right\rceil \).

Thus, for the levels \( N + 1 \leq l_b \leq 2M + N - 5 \), the same argument as the case where \( N \) is even works. 

**Remark.** If \( M > 2 \) and \( N \leq 5 \), then for any \( d = 0, ..., N + 2M - 6 \), the dimension of the vector space generated by the vector fields \( X_{m,n} \) which act at the level \( l = d + 1 \) is given by:

\[ \text{ } \]
1. \( N = 5 \)

\[
\begin{cases}
1 & \text{if } d = 0, 1 \\
2 & \text{if } d = 2, 3 \\
1 + \min(1, M - 3) & \text{if } d = 4 \\
1 + \min(2, M - 3) & \text{if } d = 5 \\
\min(3, M - 3) & \text{if } d = 6 \\
\min(q_{r+6}, \left\lceil \frac{r}{2} \right\rceil + 3) & \text{if } d = r + 5 \text{ where } 2 \leq r \leq 2M - 6.
\end{cases}
\]

2. \( N = 4 \)

\[
\begin{cases}
1 & \text{if } d = 0, 1, 3 \\
2 & \text{if } d = 2 \\
1 + \min(2, M - 3) & \text{if } d = 4 \\
\min(q_{r+5}, 2 \left\lceil \frac{r}{2} \right\rceil - \left\lceil \frac{r-1}{2} \right\rceil + 2) & \text{if } d = r + 4 \text{ where } 1 \leq r \leq 2M - 6.
\end{cases}
\]

3. \( N = 3 \)

\[
\begin{cases}
1 & \text{if } d = 0, 1, 2 \\
1 + \min(1, M - 3) & \text{if } d = 3 \\
\min(q_{r+4}, r - \left\lceil \frac{r-1}{2} \right\rceil + 1) & \text{if } d = r + 3 \text{ where } 1 \leq r \leq 2M - 6.
\end{cases}
\]

4. \( N = 2 \)

\[
\begin{cases}
1 & \text{if } d = 0 \\
0 & \text{if } d = 1 \\
1 + \min(1, M - 3) & \text{if } d = 2 \\
\min(q_{r+3}, 2 \left\lceil \frac{r}{2} \right\rceil - \left\lceil \frac{r-1}{2} \right\rceil + 1) & \text{if } d = r + 2 \text{ where } 1 \leq r \leq 2M - 6.
\end{cases}
\]

We note that we can easily check that if the number of the vector fields acting at some level is less than that at the previous level by one (which is the only possible case and it is only possible if \( b_l \geq N + 1 \)), then the number of points at this level is less than the number points at the previous level by one. So, we do not need to consider the vector fields, which are extra at some level, at the next level.

If we let

\[
\tau_0 = \sum_{q_{N+1+r} \geq \left\lceil \frac{N-3+2r}{3} \right\rceil + \left\lceil \frac{r}{2} \right\rceil - \left\lceil \frac{r-1}{2} \right\rceil + 2} \sum_{r=0}^{N-4} q_{N+1+r} - \left( \left\lceil \frac{N-3+2r}{3} \right\rceil + \left\lceil \frac{r}{2} \right\rceil - \left\lceil \frac{r-1}{2} \right\rceil + 2 \right)
\]

\[
\quad + \sum_{q_{N+1+r} \geq N-2 + \left\lceil \frac{N-3+4}{2} \right\rceil + \left\lceil \frac{r}{2} \right\rceil - \left\lceil \frac{r-1}{2} \right\rceil} q_{N+1+r} - \left( N - 2 + \left\lceil \frac{r-N+4}{2} \right\rceil + \left\lceil \frac{r}{2} \right\rceil - \left\lceil \frac{r-1}{2} \right\rceil \right),
\]

where exceptionally \( q_{N+1} = M - 3 \), then the previous lemma implies that we have the following:
Theorem C. The dimension of the generic strata of the moduli space of $S = \{ f_{M,N} = 0 \}$ is given by

1. if $M, N \neq 2$ and $N$ is even:

$$
\tau_{M,N} = \tau_0 + 3N - 7 + (M - 3) \left( \frac{N}{2} + 2 \right) + \frac{(N-4)(N-6)}{4} 
+ \sum_{i=0}^{\left\lfloor \frac{N+1}{3} \right\rfloor-3} \left( M - 4 - \left\lfloor \frac{2i+1}{3} \right\rfloor \right)
$$

2. if $M, N \neq 2$ and $N \neq 3$ is odd:

$$
\tau_{M,N} = \tau_0 + 3N - 7 + (M - 3) \left( \frac{N-1}{2} + 2 \right) + \frac{(N-5)^2}{4} 
+ \sum_{i=0}^{\left\lfloor \frac{N+1}{3} \right\rfloor-3} \left( M - 4 - \left\lfloor \frac{2i}{3} \right\rfloor \right)
$$

3. if $N = 3, M \neq 2$:

$$
\tau_{M,N} = q_4 + 3M + 3N - 17 + \sum_{r=1}^{2M-6} \left( q_{r+4} - \left\lfloor \frac{r}{2} \right\rfloor - 2 \right)
$$

4. if $M = 2, N \neq 2$:

$$
\tau_{M,N} = 2N - 5 + \sum_{d=2}^{\left\lfloor \frac{N-1}{2} \right\rfloor} (N - 2d - 1)
$$

5. if $N = 2$:

$$
\tau_{M,N} = 2(M - 2) + \sum_{r=0}^{2M-6} q_{r+3} - \left( \left\lfloor \frac{r+2}{2} \right\rfloor + \left\lfloor \frac{r}{2} \right\rfloor - \left\lfloor \frac{r-1}{2} \right\rfloor \right).
$$

3.3 Examples.

In this section, we present some explicit examples.

Example 3.3.1. For $N = 8, M = 7$, we have $\tau_{7,8} = 49$. In fact, the region of moduli $Q_{M,N}$ is given by
The vector field $X_{0,0}$ is given by

$$X_{0,0} = X_{a,0}^{x,0} + \sum_{i=1}^{5} X_{0,i}^{x,i} \left[ \frac{y_4}{x_4^{l-1}} \right] + \sum_{j=0}^{5} Y_{0,j}^{x,j} \left[ \frac{x_4}{y_4^{l-1}} \right] + \cdots .$$

The vector fields $X_{m,n}$ satisfying $m + n = d$ for $d = 0,...,8$ are given by

- $m + n = 0$: $X_{0,0} \quad (l_a = 1)$
- $m + n = 1$: $X_{1,0} \quad (l_a = 2) \quad X_{0,1} \quad (l_b = 3)$
- $m + n = 2$: $X_{2,0} \quad (l_a = 3) \quad X_{1,1} \quad (l_b = 4) \quad X_{0,2} \quad (l_a = 4)$
- $m + n = 3$: $X_{3,0} \quad (l_a = 4) \quad X_{2,1} \quad (l_b = 5) \quad X_{1,2} \quad (l_a = 5) \quad X_{0,3} \quad (l_a = 5)$
- $m + n = 4$: $X_{4,0} \quad (l_a = 5) \quad X_{3,1} \quad (l_b = 6) \quad X_{2,2} \quad (l_b = 7) \quad X_{1,3} \quad (l_b = 8)$
- $m + n = 5$: $X_{5,0} \quad (l_a = 6) \quad X_{4,1} \quad (l_b = 7) \quad X_{3,2} \quad (l_b = 8) \quad X_{2,3} \quad (l_b = 9)$
- $m + n = 6$: $X_{6,0} \quad (l_a = 7) \quad X_{5,1} \quad (l_b = 8) \quad X_{4,2} \quad (l_b = 9) \quad X_{3,3} \quad (l_b = 10)$
- $m + n = 7$: $X_{7,0} \quad (l_a = 8) \quad X_{6,1} \quad (l_b = 9) \quad X_{5,2} \quad (l_b = 10) \quad X_{4,3} \quad (l_b = 11)$
- $m + n = 8$: $X_{8,0} \quad (l_a = 9) \quad X_{7,1} \quad (l_b = 11) \quad X_{6,2} \quad (l_b = 12) \quad X_{5,3} \quad (l_b = 13) \quad X_{4,4} \quad (l_b = 14) \quad X_{3,5} \quad (l_b = 15) \quad X_{2,6} \quad (l_b = 16) \quad X_{1,7} \quad (l_b = 17)$

where the level in the parenthesis is the level at which the vector field acts.

The decomposition of the vector fields acting at the level $l$ such that $l = d + 1$ on the corresponding basis is given by:

- For $l = 1$, we have $X_{0,0}$.
- For $l = 2$, we have $X_{1,0}$. 

Figure 3.2 – The region $Q_{M,N}$ for $N = 8$, $M = 7$
• For \( l = 3 \), we have \( X_{2,0} \) and \( X_{0,1} \).

\[
x_{1}^{2}y_{4}^{2} \begin{pmatrix} X_{2,0} & X_{0,1} \\
X_{0,0}^{2} & Y_{0,0}^{a,1}
\end{pmatrix}
x_{4}y_{4}^{2} \begin{pmatrix} 0 & X_{0,0}^{a,0}
\end{pmatrix}
\]

• For \( l = 4 \), we have \( X_{0,2}, X_{3,0} \) and \( X_{1,1} \).

\[
x_{1}^{3}y_{4}^{2} \begin{pmatrix} X_{0,2} & X_{3,0} & X_{1,1} \\
X_{0,0}^{a,3} & Y_{0,0}^{a,2} & 0
\end{pmatrix}
x_{4}y_{4}^{3} \begin{pmatrix} Y_{0,0}^{a,0} & X_{0,0}^{a,1} & Y_{0,0}^{a,0}
\end{pmatrix}
x_{2}y_{4}^{3} \begin{pmatrix} 0 & 0 & X_{0,0}^{a,0}
\end{pmatrix}
\]

• For \( l = 5 \), we have \( X_{0,3}, X_{1,2}, X_{4,0} \) and \( X_{2,1} \).

\[
x_{1}^{5}y_{4}^{2} \begin{pmatrix} X_{0,3} & X_{1,2} & X_{4,0} & X_{2,1} \\
X_{0,0}^{a,5} & Y_{0,0}^{a,4} & 0 & Y_{0,0}^{a,3}
\end{pmatrix}
x_{4}y_{4}^{5} \begin{pmatrix} Y_{0,0}^{a,4} & Y_{0,0}^{a,3} & 0 & Y_{0,0}^{a,2}
\end{pmatrix}
x_{2}y_{4}^{5} \begin{pmatrix} Y_{0,0}^{a,3} & Y_{0,0}^{a,2} & X_{0,0}^{a,0} & Y_{0,0}^{a,1}
\end{pmatrix}
x_{1}y_{4}^{5} \begin{pmatrix} 0 & 0 & 0 & X_{0,0}^{a,0}
\end{pmatrix}
\]

• For \( l = 6 \), we have \( X_{0,4}, X_{5,0} \) and \( X_{3,1} \).

\[
x_{1}^{6}y_{4}^{4} \begin{pmatrix} X_{0,4} & X_{5,0} & X_{3,1} \\
X_{0,0}^{a,5} & Y_{0,0}^{a,2} & 0
\end{pmatrix}
x_{4}y_{4}^{6} \begin{pmatrix} Y_{0,0}^{a,4} & X_{0,0}^{a,0} & Y_{0,0}^{a,1}
\end{pmatrix}
x_{2}y_{4}^{6} \begin{pmatrix} 0 & 0 & X_{0,0}^{a,0}
\end{pmatrix}
\]

• For \( l = 7 \), we have \( X_{6,0}, X_{4,1} \) and \( X_{2,2} \).

\[
x_{1}^{6}y_{4}^{6} \begin{pmatrix} X_{6,0} & X_{4,1} & X_{2,2} \\
X_{0,0}^{a,0} & Y_{0,0}^{a,1} & *
\end{pmatrix}
x_{4}y_{4}^{6} \begin{pmatrix} 0 & X_{0,0}^{a,0} & Y_{0,0}^{a,1}
\end{pmatrix}
x_{2}y_{4}^{6} \begin{pmatrix} 0 & 0 & X_{0,0}^{a,0}
\end{pmatrix}
\]

• For \( l = 8 \), we have \( X_{5,1}, X_{3,2} \) and \( X_{1,3} \).

\[
x_{1}^{7}y_{4}^{7} \begin{pmatrix} X_{5,1} & X_{3,2} & X_{1,3} \\
X_{0,0}^{a,0} & Y_{0,0}^{a,1} & *
\end{pmatrix}
x_{4}y_{4}^{7} \begin{pmatrix} 0 & X_{0,0}^{a,0} & Y_{0,0}^{a,1}
\end{pmatrix}
x_{2}y_{4}^{7} \begin{pmatrix} 0 & 0 & X_{0,0}^{a,0}
\end{pmatrix}
\]
• For $l = 9$, we have $X_{6,1}$, $X_{4,2}$, $X_{2,3}$ and $X_{7,0}$.

\[
\begin{pmatrix}
X_{6,1} & X_{4,2} & X_{2,3} & X_{7,0}
\end{pmatrix}
\]

\[
x_4^{7}y_4^{8}
\begin{pmatrix}
X_{0,0}^{a,0} & Y_{0,0}^{a,1} & * & X_{0,0}^{b,1}
0 & X_{0,0}^{a,0} & Y_{0,0}^{a,1} & X_{0,0}^{b,2}
0 & 0 & X_{0,0}^{a,0} & X_{0,0}^{b,3}
0 & 0 & 0 & X_{0,0}^{b,4}
\end{pmatrix}
\]

• For $l = 10$, we have $X_{5,2}$, $X_{3,3}$, $X_{1,4}$ and $X_{8,0}$.

\[
\begin{pmatrix}
X_{5,2} & X_{3,3} & X_{1,4} & X_{8,0}
\end{pmatrix}
\]

\[
x_4^{7}y_4^{9}
\begin{pmatrix}
X_{0,0}^{a,0} & Y_{0,0}^{a,1} & * & X_{0,0}^{b,2}
0 & X_{0,0}^{a,0} & Y_{0,0}^{a,1} & X_{0,0}^{b,3}
0 & 0 & X_{0,0}^{a,0} & X_{0,0}^{b,4}
0 & 0 & 0 & X_{0,0}^{b,5}
\end{pmatrix}
\]

**Example 3.3.2.** For $N = 9$, $M = 6$, we have $\tau_{6,9} = 47$. The vector field $X_{0,0}$ is given by

\[
X_{0,0} = X_{0,0}^{a,0} + \sum_{i=1}^{4} X_{0,0}^{b,i} \left[ \frac{y_4}{x_4^{i-1}} \right] + \sum_{j=0}^{6} Y_{0,0}^{a,j} \left[ \frac{x_4}{y_4^{4-j}} \right] + \cdots
\]

![Figure 3.3 – The region $Q_{M,N}$ for $N = 9$, $M = 6$](image-url)
The vector fields $X_{m,n}$ satisfying $m + n = d$ for $d = 0, \ldots, 9$ are given by

- $m + n = 0: \quad X_{0,0} \quad (l_a = 1)$
- $m + n = 1: \quad X_{1,0} \quad (l_a = 2) \quad X_{0,1} \quad (l_b = 3)$
- $m + n = 2: \quad X_{2,0} \quad (l_a = 3) \quad X_{1,1} \quad (l_b = 4) \quad X_{0,2} \quad (l_a = 4)$
- $m + n = 3: \quad X_{3,0} \quad (l_a = 4) \quad X_{2,1} \quad (l_b = 5) \quad X_{1,2} \quad (l_a = 5) \quad X_{0,3} \quad (l_a = 5)$
- $m + n = 4: \quad X_{4,0} \quad (l_a = 5) \quad X_{3,1} \quad (l_b = 6) \quad X_{2,2} \quad (l_b = 7) \quad X_{1,3} \quad (l_a = 6)$
- $m + n = 5: \quad X_{5,0} \quad (l_a = 6) \quad X_{4,1} \quad (l_b = 7) \quad X_{3,2} \quad (l_b = 8) \quad X_{2,3} \quad (l_b = 9)$
- $m + n = 6: \quad X_{6,0} \quad (l_a = 7) \quad X_{5,1} \quad (l_b = 8) \quad X_{4,2} \quad (l_b = 9) \quad X_{3,3} \quad (l_b = 10)$
- $m + n = 7: \quad X_{7,0} \quad (l_a = 8) \quad X_{6,1} \quad (l_b = 9) \quad X_{5,2} \quad (l_b = 10) \quad X_{4,3} \quad (l_b = 11)$
- $m + n = 8: \quad X_{8,0} \quad (l_b = 10) \quad X_{7,1} \quad (l_b = 10) \quad X_{6,2} \quad (l_b = 11) \quad X_{5,3} \quad (l_b = 10)$
- $m + n = 9: \quad X_{9,0} \quad (l_b = 11) \quad X_{8,1} \quad (l_b = 12) \quad X_{7,2} \quad (l_b = 12) \quad X_{6,3} \quad (l_b = 13)$
- $X_{5,4} \quad (l_b = 14) \quad X_{4,5} \quad (l_b = 15) \quad X_{3,6} \quad (l_b = 16) \quad X_{2,7} \quad (\_)$
- $X_{1,8} \quad (\_)$
- $X_{0,9} \quad (\_-)

where the dash means that the vector field does not act at any level.

The decomposition of the vector fields acting at the level $l$ such that $l = d + 1$ on the corresponding basis is given by:

- For $l = 1$, we have $X_{0,0}$.
- For $l = 2$, we have $X_{1,0}$.
- For $l = 3$, we have $X_{2,0}$ and $X_{0,1}$.

$$
\begin{pmatrix}
X_{2,0} & X_{0,1} \\
x_{4}^{2}y_{4}^{2} & x_{4}y_{4}^{2} & 0 & X_{0,0}
\end{pmatrix}
$$

- For $l = 4$, we have $X_{0,2}$, $X_{3,0}$ and $X_{1,1}$.

$$
\begin{pmatrix}
X_{0,2} & X_{3,0} & X_{1,1} \\
x_{4}^{3}y_{4}^{2} & x_{4}^{2}y_{4}^{3} & 0 & 0 & X_{0,0} \\
x_{4}^{3}y_{4}^{2} & x_{4}^{2}y_{4}^{3} & 0 & Y_{0,0}^{2} & Y_{0,0}^{3} \n
1 & 1 & 1 & 1 & 1
\end{pmatrix}
$$
• For $l = 5$, we have $X_{0,3}$, $X_{1,2}$, $X_{4,0}$ and $X_{2,1}$.

\[
\begin{pmatrix}
X_{0,3} & X_{1,2} & X_{4,0} & X_{2,1} \\
X_{0,4}^5 \begin{pmatrix}
y_{a,5}^{x,0} & y_{a,4}^{x,0} & 0 & y_{a,3}^{x,0} \\
y_{a,4}^{x,0} & y_{a,3}^{x,0} & 0 & y_{a,2}^{x,0} \\
y_{a,3}^{x,0} & y_{a,2}^{x,0} & 0 & X_{a,0}^{0,0} \\
0 & 0 & 0 & X_{a,0}^{0,0}
\end{pmatrix}
\end{pmatrix}
\]

• For $l = 6$, we have $X_{0,4}$, $X_{1,3}$, $X_{5,0}$ and $X_{3,1}$.

\[
\begin{pmatrix}
X_{0,4} & X_{1,3} & X_{5,0} & X_{3,1} \\
X_{0,4}^6 \begin{pmatrix}
y_{a,6}^{x,0} & y_{a,5}^{x,0} & 0 & y_{a,3}^{x,0} \\
y_{a,5}^{x,0} & y_{a,4}^{x,0} & 0 & y_{a,2}^{x,0} \\
y_{a,4}^{x,0} & y_{a,3}^{x,0} & 0 & X_{a,0}^{0,0} \\
0 & 0 & 0 & X_{a,0}^{0,0}
\end{pmatrix}
\end{pmatrix}
\]

• For $l = 7$, we have $X_{0,5}$, $X_{6,0}$, $X_{4,1}$ and $X_{2,2}$.

\[
\begin{pmatrix}
X_{0,5} & X_{6,0} & X_{4,1} & X_{2,2} \\
X_{0,5}^7 \begin{pmatrix}
y_{a,7}^{x,0} & 0 & y_{a,2}^{x,0} & * \\
y_{a,6}^{x,0} & y_{a,5}^{x,0} & 0 & y_{a,1}^{x,0} \\
X_{a,0}^{0,0} & 0 & X_{a,0}^{0,0} & 0 \\
0 & 0 & 0 & X_{a,0}^{0,0}
\end{pmatrix}
\end{pmatrix}
\]

• For $l = 8$, we have $X_{7,0}$, $X_{5,1}$ and $X_{3,2}$.

\[
\begin{pmatrix}
X_{7,0} & X_{5,1} & X_{3,2} \\
X_{7,0}^8 \begin{pmatrix}
y_{a,8}^{x,0} & y_{a,7}^{x,0} & 0 & y_{a,1}^{x,0} \\
X_{a,0}^{0,0} & 0 & X_{a,0}^{0,0} & 0 \\
0 & 0 & 0 & X_{a,0}^{0,0}
\end{pmatrix}
\end{pmatrix}
\]

• For $l = 9$, we have $X_{6,1}$, $X_{4,2}$ and $X_{2,3}$.

\[
\begin{pmatrix}
X_{6,1} & X_{4,2} & X_{2,3} \\
X_{6,1}^9 \begin{pmatrix}
y_{a,9}^{x,0} & 0 & y_{a,1}^{x,0} & * \\
X_{a,0}^{0,0} & y_{a,9}^{x,0} & 0 & X_{a,0}^{0,0} \\
0 & X_{a,0}^{0,0} & 0 & X_{a,0}^{0,0}
\end{pmatrix}
\end{pmatrix}
\]
• For $l = 10$, we have to choose four vector fields among $X_{7,1}$, $X_{5,2}$, $X_{3,3}$, $X_{1,4}$ and $X_{8,0}$.

<table>
<thead>
<tr>
<th>( x^2_1 y_4 )</th>
<th>( x^9_2 y_4 )</th>
<th>( x^7_3 y_4 )</th>
<th>( x^6_4 y_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_{0,0} )</td>
<td>( X_{0,0} )</td>
<td>( X_{0,0} )</td>
<td>( X_{0,0} )</td>
</tr>
<tr>
<td>( Y_{0,0} )</td>
<td>( Y_{0,0} )</td>
<td>( Y_{0,0} )</td>
<td>( Y_{0,0} )</td>
</tr>
<tr>
<td>( X_{a,1} )</td>
<td>( Y_{a,1} )</td>
<td>( X_{a,1} )</td>
<td>( Y_{a,1} )</td>
</tr>
<tr>
<td>( * )</td>
<td>( * )</td>
<td>( * )</td>
<td>( * )</td>
</tr>
</tbody>
</table>

**Example 3.3.3.** For $N = 5$, $M = 7$, we have $\tau_{7,5} = 30$. The vector field $X_{0,0}$ is given by

\[
X_{0,0} = X_{0,0}^{a,0} + \sum_{i=1}^{5} X_{0,0}^{b,i} \left[ \frac{y_4}{x_4^{i-1}} \right] + \sum_{j=0}^{2} Y_{0,0}^{a,j} \left[ \frac{x_4}{y_4^{j-1}} \right] + \cdots.
\]

Figure 3.4 – The region $Q_{M,N}$ for $N = 5$, $M = 7$
The vector fields $X_{m,n}$ satisfying $m + n = d$ for $d = 0, ..., 8$ are given by

$m + n = 0: \quad X_{0,0} \quad (l_a = 1)$
$m + n = 1: \quad X_{1,0} \quad (l_a = 2) \quad X_{0,1} \quad (l_b = 3)$
$m + n = 2: \quad X_{2,0} \quad (l_a = 3) \quad X_{1,1} \quad (l_b = 4) \quad X_{0,2} \quad (l_b = 5)$
$m + n = 3: \quad X_{3,0} \quad (l_a = 4) \quad X_{2,1} \quad (l_b = 5) \quad X_{1,2} \quad (l_b = 6) \quad X_{0,3} \quad (l_b = 7)$
$m + n = 4: \quad X_{4,0} \quad (l_b = 6) \quad X_{3,1} \quad (l_b = 6) \quad X_{2,2} \quad (l_b = 7) \quad X_{1,3} \quad (l_b = 8)$
$m + n = 5: \quad X_{5,0} \quad (l_b = 7) \quad X_{4,1} \quad (l_b = 8) \quad X_{3,2} \quad (l_b = 8) \quad X_{2,3} \quad (l_b = 9)$
$m + n = 6: \quad X_{6,0} \quad (l_b = 8) \quad X_{5,1} \quad (l_b = 9) \quad X_{4,2} \quad (l_b = 10) \quad X_{3,3} \quad (l_b = 10)$
$m + n = 7: \quad X_{7,0} \quad (l_b = 9) \quad X_{6,1} \quad (l_b = 10) \quad X_{5,2} \quad (l_b = 11) \quad X_{4,3} \quad (l_b = 12)$
$m + n = 8: \quad X_{8,0} \quad (l_b = 10) \quad X_{7,1} \quad (l_b = 11) \quad X_{6,2} \quad (l_b = 12) \quad X_{5,3} \quad (l_b = 13)$
$m + n = 9: \quad X_{9,0} \quad (l_b = 14) \quad X_{8,1} \quad (l_b = 14) \quad X_{7,2} \quad (l_b = 15)$

The decomposition of the vector fields acting at the level $l$ such that $l = d + 1$ on the corresponding basis is given by:

- For $l = 1$, we have $X_{0,0}$.
- For $l = 2$, we have $X_{1,0}$.
- For $l = 3$, we have $X_{2,0}$ and $X_{0,1}$.

\[
\begin{pmatrix}
X_{2,0} \\
x_1^2 y_1^2 \\
x_4 y_4^2
\end{pmatrix} =
\begin{pmatrix}
X_{0,0} \\
x_0^a \cdot x_0^b \\
0
\end{pmatrix}
\]

- For $l = 4$, we have $X_{3,0}$ and $X_{1,1}$.

\[
\begin{pmatrix}
X_{3,0} \\
x_4^2 y_4^2 \\
x_1^2 y_1^2
\end{pmatrix} =
\begin{pmatrix}
X_{0,0} \\
x_0^a \cdot x_0^b \\
0
\end{pmatrix}
\]

- For $l = 5$, we have $X_{2,1}$ and $X_{0,2}$.

\[
\begin{pmatrix}
X_{2,1} \\
x_1^2 y_1^2 \\
x_1^2 y_1^2
\end{pmatrix} =
\begin{pmatrix}
X_{0,0} \\
x_0^a \cdot x_0^b \\
0
\end{pmatrix}
\]
• For \( l = 6 \), we have \( X_{3,1}, X_{1,2} \) and \( X_{4,0} \).

\[
\begin{pmatrix}
X_{3,1} & X_{1,2} & X_{4,0} \\
x_{4}^{-1} y_{4} & x_{3}^{-1} y_{4} & x_{2}^{-1} y_{4}
\end{pmatrix}
\begin{pmatrix}
x_{0,0}^{a,0} & Y_{0,0}^{a,1} & X_{0,0}^{b,1} \\
0 & X_{0,0}^{a,0} & X_{0,0}^{b,2} \\
0 & 0 & X_{0,0}^{b,3}
\end{pmatrix}
\]

• For \( l = 7 \), we have \( X_{2,2}, X_{0,3} \) and \( X_{5,0} \).

\[
\begin{pmatrix}
X_{2,2} & X_{0,3} & X_{5,0} \\
x_{4}^{-1} y_{4} & x_{3}^{-1} y_{4} & x_{2}^{-1} y_{4}
\end{pmatrix}
\begin{pmatrix}
x_{0,0}^{a,0} & Y_{0,0}^{a,1} & X_{0,0}^{b,2} \\
0 & X_{0,0}^{a,0} & X_{0,0}^{b,3} \\
0 & 0 & X_{0,0}^{b,4}
\end{pmatrix}
\]

• For \( l = 8 \), we have \( X_{3,2}, X_{1,3}, X_{6,0} \) and \( X_{4,1} \).

\[
\begin{pmatrix}
X_{3,2} & X_{1,3} & X_{6,0} & X_{4,1} \\
x_{4}^{-1} y_{4} & x_{3}^{-1} y_{4} & x_{2}^{-1} y_{4}
\end{pmatrix}
\begin{pmatrix}
x_{0,0}^{a,0} & Y_{0,0}^{a,1} & X_{0,0}^{b,2} & X_{0,0}^{b,1} \\
0 & X_{0,0}^{a,0} & X_{0,0}^{b,3} & X_{0,0}^{b,2} \\
0 & 0 & X_{0,0}^{b,4} & X_{0,0}^{b,3} \\
0 & 0 & X_{0,0}^{b,5} & X_{0,0}^{b,4}
\end{pmatrix}
\]

• For \( l = 9 \), we can choose three vector fields among \( X_{2,3}, X_{0,4}, X_{7,0} \) and \( X_{5,1} \).

\[
\begin{pmatrix}
X_{2,3} & X_{0,4} & X_{7,0} \\
x_{4}^{-1} y_{4} & x_{3}^{-1} y_{4} & x_{2}^{-1} y_{4}
\end{pmatrix}
\begin{pmatrix}
x_{0,0}^{a,0} & Y_{0,0}^{a,1} & X_{0,0}^{b,3} \\
0 & X_{0,0}^{a,0} & X_{0,0}^{b,4} \\
0 & 0 & X_{0,0}^{b,5}
\end{pmatrix}
\]

• For \( l = 10 \), we can choose three vector fields among \( X_{3,3}, X_{1,4}, X_{8,0}, X_{6,1} \) and \( X_{4,2} \).

\[
\begin{pmatrix}
X_{3,3} & X_{1,4} & X_{8,0} \\
x_{4}^{-1} y_{4} & x_{3}^{-1} y_{4} & x_{2}^{-1} y_{4}
\end{pmatrix}
\begin{pmatrix}
x_{0,0}^{a,0} & Y_{0,0}^{a,1} & X_{0,0}^{b,3} \\
0 & X_{0,0}^{a,0} & X_{0,0}^{b,4} \\
0 & 0 & X_{0,0}^{b,5}
\end{pmatrix}
\]
Chapter 4

Second universal family of normal forms of foliations.

In this chapter, we present another universal family of analytic normal forms in section (4.1) (Theorem D). We also prove its global uniqueness in section (4.2) (Theorem E).

4.1 The local normal forms.

Considering the same space of parameters $\mathcal{P}$, for $p \in \mathcal{P}$, we define the analytic normal form by

$$N_p^{(M,N)} = xy(y + x) \prod_{i=1}^{N-2} \left( y + \sum_{k=1}^{i} a_{k,i}xy^{k-1} \right) \prod_{i=1}^{M-1} \left( y + \sum_{k=1}^{N-3+2i} b_{k,i}x^{k+1} \right).$$

We consider the saturated foliation $\mathcal{F}_p^{(M,N)}$ defined by the one-form $dN_p^{(M,N)}$ on $\mathbb{C}^{2+\delta}$, and so we have:

**Theorem D.** For any $p_0$ in $\mathcal{P}$ the germ of unfolding $\{\mathcal{F}_p^{(M,N)}, p \in (\mathcal{P}, p_0)\}$ is a universal equireducible unfolding of the foliation $\mathcal{F}_{p_0}^{(M,N)}$.

Similarly, since, according to theorem (1.2.1), after desingularization any equireducible unfolding is locally analytically trivial, there exists $X_l, l \in \{2, 3, 4\}$, a collection of local vector fields solutions of

$$\frac{\partial \tilde{N}_p^{(M,N)}}{\partial p_{1,i}} = \alpha_{1,i}(x_l, y_l, a_{1,i}, b_{1,i}) \frac{\partial \tilde{N}_p^{(M,N)}}{\partial x_l} + \beta_{1,i}(x_l, y_l, a_{1,i}, b_{1,i}) \frac{\partial \tilde{N}_p^{(M,N)}}{\partial y_l}, (4.1)$$

where $p_{1,i} \in \{a_{1,i}, b_{1,i}\}$. The cocycle $\{X_{2,4} = X_2 - X_4, X_{3,4} = X_3 - X_4\}$ evaluated at $p = p_0$ is the image of the direction $\frac{\partial}{\partial p_{1,i}}$ in $H^1 \left( D, \Theta_{\mathcal{F}_{p_0}^{(M,N)}} \right)$ by $T\mathcal{F}_{p_0}^{(M,N)}$.

As in the first universal family of analytic normal forms, Theorem D is a consequence of the following proposition.
Proposition 4.1.1. We consider the unfolding \( \tilde{F}^{(M,N)}_p \) defined by the blowing up of \( N^{(M,N)}_p \), \( p \in (P,p_0) \). The image of the family \( \left\{ \frac{\partial}{\partial a_{k,i}}, \frac{\partial}{\partial b_{k,i}} \right\}_{k,i} \) in \( H^1(D, \Theta F^{(M,N)}_{p_0}) \) by \( T F^{(M,N)}_{p_0} \) is linearly free.

Denoting by \( A_1 \) the square matrix of size \( M + N - 3 \), representing the decomposition of the images of \( \left\{ \frac{\partial}{\partial a_{1,i}}, \frac{\partial}{\partial b_{1,i}} \right\} \) in \( H^1(D, \Theta F^{(M,N)}_{p_0}) \) by \( T F^{(M,N)}_{p_0} \) on the corresponding basis, the proof of the proposition results from the following two lemmas.

Lemma 4.1.1. The matrix \( A_1 \) is invertible.

Proof. The matrix \( A_1 \) is given by

\[
A_1 = \begin{pmatrix}
\frac{1}{y_4} & \frac{1}{y_3} & \cdots & \frac{1}{y_2} & \frac{1}{y_1} \\
\frac{1}{y_4} & M_1 & M_2 \\
\vdots & M_3 & M_4 \\
\frac{1}{y_4} & \frac{1}{y_3} & \cdots & \frac{1}{y_2} & \frac{1}{y_1}
\end{pmatrix}
\]

We start by computing the matrix \( M_1 \). In the chart \( V_4 \), we have to solve

\[
\frac{\partial N^{(M,N)}_p}{\partial a_{1,i}} = \alpha_{1,i}(x_4, y_4, a_{1,i}, b_{1,i}) \frac{\partial N^{(M,N)}_p}{\partial x_4} + \beta_{1,i}(x_4, y_4, a_{1,i}, b_{1,i}) \frac{\partial N^{(M,N)}_p}{\partial y_4}.
\] (4.2)

Since \( E \) is defined on \( V_4 \) by \( E(x_4, y_4) = (x_4y_4, x_4y_2^2) \), we find that

\[
\tilde{N}^{(M,N)}_p(x_4, y_4) = x_4^{M+N}y_4^{2M+N}(1 + y_4)^{N-2} \prod_{i=1}^{N-2} \left( y_4 + \sum_{k=1}^{i} a_{k,i}x_4^{k-1}y_4^{2k-2} \right) \prod_{i=1}^{M-1} \left( 1 + \sum_{k=1}^{N-3+2i} b_{k,i}x_4^{k-1}y_4^{2k-2} \right).
\]

We have

\[
\frac{\partial \tilde{N}^{(M,N)}_p}{\partial a_{1,i}} = x_4^{M+N} \left( A(y_4) + y_4^{2M+N}x_4^i \right)
\]

with

\[
A(y_4) = y_4^{M+N}(y_4 + 1) \prod_{j=1}^{N-2} (y_4 + a_{1,j})
\]
and where the suspension points (...) correspond to auxiliary holomorphic functions in $(x_4, y_4)$. Since $\tilde{N}^{(M,N)}_p = x_4^{M+N} \left( A(y_4) + y_4^{2M+N} x_4(...) \right)$, we find that

\[
\frac{\partial\tilde{N}^{(M,N)}_p}{\partial y_4} = x_4^{M+N} \left( A'(y_4) + y_4^{2M+N-1} x_4(...) \right)
\]

Setting $\alpha_{1,i} = x_4 \tilde{\alpha}_{1,i}$, we deduce from (4.2) that

\[
\frac{A(y_4)}{y_4 + a_{1,i}} = (M+N) \tilde{\alpha}_{1,i}(0, y_4) A(y_4) + \beta_{1,i}(0, y_4) A'(y_4) + y_4^{2M+N-1} x_4(...).
\]

Using Bézout identity, there exist polynomials $B$ and $C$ in $y_4$ such that

\[ A \wedge A' = BA' + CA. \]

where $A \wedge A'$ is the great common divisor of $A$ and $A'$. We can choose the polynomial function $B$ to be of degree $N-1$. We denote by

\[ D(y_4) = y_4(y_4 + 1) \prod_{j=1}^{N-2} (y_4 + a_{1,j}) \]

the polynomial function satisfying $A = (A \wedge A') D$. Therefore we obtain a solution of (4.2) in the chart $V_4$ of the form

\[
\alpha_{1,i} = \frac{x_4}{y_4^{M+N} + a_{1,i}} \cdot \frac{C(y_4) D(y_4)}{y_4^{2M+N-1} x_4(...)} + y_4^{2M+N-1} x_4(...)
\]

\[
\beta_{1,i} = \frac{B(y_4) D(y_4)}{y_4^{M+N} + a_{1,i}} \cdot \frac{\partial}{\partial y_4} + x_4(...).
\]

i.e. $X^{(4)}_{1,i} = \frac{B(y_4) D(y_4)}{y_4^{M+N} + a_{1,i}} \cdot \frac{\partial}{\partial y_4} + x_4(...)$. Similarly, in the chart $V_2$ we write

\[ \tilde{N}^{(M,N)}_p = y_2^{M+N} (J(x_2) + x_2 y_2(...)) \]

with

\[ J(x_2) = x_2(1 + x_2) \prod_{j=1}^{N-2} (1 + a_{1,j} x_2). \]

We set $J \wedge J' = KJ' + LJ = 1$. Also, we can assume that the degree of $K$ is $N-1$ and so we obtain the solution

\[ X^{(2)}_{1,i} = \frac{x_2}{1 + a_{1,i} x_2} K(x_2) J(x_2) \frac{\partial}{\partial x_2} + y_2(...). \]

To compute the cocycle we write $X^{(2)}_{1,i}$ in the chart $V_4$. Using the standard change of coordinates $x_4 = x_2^2 y_2$ and $y_4 = 1/x_2$ and since we have

\[ K(x_2) = \frac{\tilde{K}(y_4)}{y_4^{N-1}} \]
where $\tilde{K}$ is a polynomial function, we find the first part of the first term of the cocycle

$$X_{1,i}^{(2,4)} = X_{1,i}^{(2)} - X_{1,i}^{(4)} = -\frac{1}{y_4 + a_{1,i}} \left[ \frac{\tilde{K}(y_4) A(y_4)}{y_4^{2M+3N-3}} + B(y_4) D(y_4) \right] \frac{\partial}{\partial y_4} + x_4(...).$$

Let $\Theta_0$ be a holomorphic vector field with isolated singularities defining $\mathcal{F}_{p_0}^{(M,N)}$ on $V_2 \cap V_4$. We have

$$X_{1,i}^{(2,4)} = \Phi_{1,i}^{(2,4)} \Theta_0.$$

We can choose $\Theta_0 = \frac{E^* \Theta_{N_p}^{(2,4)}}{x_4^{M+N-2} y_4^{2M+3N-3}}$ with $\Theta_{N_p}^{(M,N)} = \frac{\partial N_{(M,N)}}{\partial x} \frac{\partial}{\partial y} - \frac{\partial N_{(M,N)}}{\partial y} \frac{\partial}{\partial x}$. According to Proposition (2.1.1), the set of the coefficients of the Laurent’s series of $\Phi_{1,i}^{(2,4)}$ characterizes the class of $X_{1,i}^{(2,4)}$ in $H^1(D, \Theta_{\mathcal{F}^{(M,N)}}^{(M,N)})$. Now, according to (4.3), we get the equality

$$\Phi_{1,i}^{(2,4)} = \frac{-1}{(M+N)(y_4 + a_{1,i})} \left[ \frac{\tilde{K}(y_4)}{y_4^{2N-2}} + B(y_4) \right] + x_4(...).$$

To study the invertibility of the matrix $M_1$, we write

$$\tilde{K}(y_4) = \sum_{l=0}^{N-1} c_l y_4^l$$

and

$$\frac{1}{y_4 + a_{1,i}} = \frac{1}{a_{1,i}} \sum_{s=0}^{\infty} (-1)^s \frac{1}{a_{1,i}^s} y_4^s.$$

So, we obtain the following equality

$$\frac{\tilde{K}(y_4)}{(y_4 + a_{1,i})y_4^{2N-2}} = \sum_{j=1}^{N-2} d_{ji} \frac{1}{y_4^{N-j-1}} + \frac{R(y_4)}{y_4^{2N-2}} + y_4(...) + \text{cst},$$

where $R$ is a polynomial in $y_4$ of degree $N - 1$ and $d_{ji}$ is given by

$$d_{ji} = \sum_{r=0}^{N-1} (-1)^{N-r+j-1} c_r \frac{a_{1,i}^{N+j-r}}{a_{1,i}^{N+j}} \tilde{K}(-a_{1,i}).$$

This yield the following expression of $\Phi_{1,i}^{(2,4)}$

$$\Phi_{1,i}^{(2,4)} = -\frac{1}{M+N} \left[ \sum_{j=1}^{N-2} (-1)^{N+j-1} \frac{\tilde{K}(-a_{1,i})}{a_{1,i}^{N+j}} \frac{1}{y_4^{N-j-1}} + \frac{R(y_4)}{y_4^{2N-2}} + y_4(...) + \text{cst} \right] + x_4(...).$$

Thus, the matrix $M_1 = (m_{ji})_{1 \leq i, j \leq N-2}$ is given by

$$m_{ji} = \frac{(-1)^{N+j}}{(M+N)a_{1,i}^{N+j}} \tilde{K}(-a_{1,i}),$$

which defines a Vandermonde matrix. We note that $\tilde{K}(-a_{1,i})$ is different from zero for all $1 \leq i \leq N - 2$ because the different values values $\left\{ \frac{-1}{a_{1,i}} \right\}_{1 \leq i \leq N-2}$ are roots of the
polynomial \( J \) which satisfies the Bézout identity \( KJ' + LJ = 1 \). So, the matrix \( M_1 \) is invertible.

We proceed similarly to compute the matrix \( M_2 \). So, in the chart \( V_4 \), we have to solve the following equation

\[
\frac{\partial N_p^{(M,N)}}{\partial b_{1,i}} = \eta_1, i(x_4, y_4, a_{1,i}, b_{1,i}) \frac{\partial N_p^{(M,N)}}{\partial x_4} + \gamma_1, i(x_4, y_4, a_{1,i}, b_{1,i}) \frac{\partial N_p^{(M,N)}}{\partial y_4}.
\] (4.5)

The same argument allows us to obtain the following expressions

\[
\frac{\partial N_p^{(M,N)}}{\partial b_{1,i}} = x_4^{M+N+1} y_4^{2M+N} (\ldots)
\]
\[
\frac{\partial N_p^{(M,N)}}{\partial x_4} = (M + N)x_4^{M+N-1} A(y_4) + y_4^{2M+N} x_4^{M+N} (\ldots)
\] (4.6)
\[
\frac{\partial N_p^{(M,N)}}{\partial y_4} = x_4^{M+N} (A'(y_4) + y_4^{2M+N-1} x_4 (\ldots))
\]

and so we deduce from (4.5) that

\[
(M + N)\tilde{\alpha}_{1,i}(0, y_4) A(y_4) + \beta_{1,i}(0, y_4) A'(y_4) + y_4^{2M+N-1} x_4 (\ldots) = 0.
\] (4.7)

Therefore we obtain a solution of (4.5) in the chart \( V_4 \)

\[X_{1,i}^{(4)} = x_4 (\ldots).\]

Similarly in the chart \( V_2 \) we obtain the solution

\[X_{1,i}^{(2)} = y_2 (\ldots).\]

Thus, we find the second part of the first term of the cocycle

\[X_{1,i}^{(2,4)} = X_{1,i}^{(2)} - X_{1,i}^{(4)} = x_4 (\ldots)\]

Finally, we obtain the following expression of \( \Phi_{1,i}^{(2,4)} \)

\[\Phi_{1,i}^{(2,4)} = x_4 (\ldots).\]

So, the matrix \( M_2 \) is the zero matrix.

Now, we compute the second cocycle. In the chart \( V_4 \), we can write

\[\tilde{N}_p^{(M,N)} = y_4^{2M+N} (Q(x_4) + y_4 (\ldots)),\]

with \( Q(x_4) = x_4^{M+N} \prod_{j=1}^{N-2} a_{1,j} \prod_{j=1}^{M-1} (1 + b_{1,j} x_4) \). So, we obtain the following expressions

\[
\frac{\partial N_p^{(M,N)}}{\partial b_{1,i}} = y_4^{2M+N} \left( \frac{x_4}{1 + b_{1,i} x_4} Q(x_4) + y_4 (\ldots) \right)
\]
\[
\frac{\partial N_p^{(M,N)}}{\partial x_4} = y_4^{2M+N} (Q'(x_4) + y_4 (\ldots))
\] (4.8)
\[
\frac{\partial N_p^{(M,N)}}{\partial y_4} = (2M + N) y_4^{2M+N-1} Q(x_4) + y_4^{2M+N} (\ldots)
\]
Setting $\gamma_{1,i} = y_1 \tilde{\gamma}_{1,i}$, we deduce from (4.5) that

$$\frac{x_4}{1 + b_{1,i}x_4} Q(x_4) = \eta_{1,i}(x_4,0)Q'(x_4) + (2M + N)\tilde{\gamma}_{1,i}(x_4,0)Q(x_4) + y_4(...).$$

Using Bézout identity, there exist polynomials $W$ and $Z$ in $x_4$ such that

$$Q \wedge Q' = WQ' + ZQ.$$

As before, we can choose the polynomial function $W$ to be of degree $M - 1$. We denote by $S(x_4) = x_4 \prod_{i=1}^{M-1} (1 + b_{1,i}x_4)$ the polynomial function satisfying $Q = (Q \wedge Q')S$. Therefore we obtain a solution of (4.5) in the chart $V_4$

$$Y_{1,i}^{(4)} = \frac{x_4}{1 + b_{1,i}x_4} W(x_4)S(x_4) \frac{\partial}{\partial x_4} + y_4(...).$$

Similarly, in the chart $V_3$ we write

$$\tilde{N}_p^{(M,N)} = x_3^{2M+N}(P(y_3) + x_3(...))$$

with

$$P(y_3) = y_3 \prod_{j=1}^{N-2} a_{1,j} \prod_{j=1}^{M-1} (y_3 + b_{1,j}).$$

We set $P \wedge P' = UP' + VP$. Again, we can assume that the degree of $U$ is $M - 1$. We denote by $R(y_3) = y_3 \prod_{i=1}^{M-1} (y_3 + b_{1,i})$ the polynomial function satisfying $P = (P \wedge P')R$ and so we obtain the solution

$$Y_{1,i}^{(3)} = \frac{U(y_3)R(y_3)}{y_3 + b_{1,i}} \frac{\partial}{\partial y_3} + x_3(...).$$

Using the change of coordinates $x_4 = 1/y_3$ and $y_4 = x_3y_3$ and since we have

$$U(y_3) = \frac{\tilde{U}(x_4)}{x_4^{M-1}} \text{ and } R(y_3) = \frac{S(x_4)}{x_4^{M+1}}$$

where $\tilde{U}$ is a polynomial function, we find the second part of the second term of the cocycle

$$Y_{1,i}^{(3,4)} = Y_{1,i}^{(3)} - Y_{1,i}^{(4)} = -\frac{S(x_4)}{1 + b_{1,i}x_4} \left[ \frac{\tilde{U}(x_4)}{x_4^{2M-3}} + x_4W(x_4) \right] \frac{\partial}{\partial x_4} + y_4(...).$$

Thus, we obtain the following expression of $\Psi_{1,i}^{(3,4)}$

$$\Psi_{1,i}^{(3,4)} = \frac{1}{(2M + N) \prod_{j=1}^{N-2} a_{1,j}(1 + b_{1,i}x_4)} \left[ \frac{\tilde{U}(x_4)}{x_4^{2M-3}} + x_4W(x_4) \right] + y_4(...).$$
Similarly, we find that \( \Psi_{1,i}^{(3,4)} \) can be written as

\[
\Psi_{1,i}^{(3,4)} = \frac{1}{(2M + N) \prod_{l=1}^{N-2} a_{1,l}} \left[ \sum_{j=0}^{M-2} \frac{(-1)^{j+1}b_{1,i}^{2M-j-3}}{x_{1,j}^{j}} \tilde{U} \left( \frac{-1}{b_{1,i}} \right) + \frac{T(x_{4})}{x_{4}^{2M-3}} + x_{4}(...) \right] + y_{4}(...),
\]

where \( T \) is a polynomial in \( x_{4} \) of degree \( M - 2 \). So, the matrix \( M_{4} = (m_{ji})_{1 \leq i,j \leq M-1} \) is given by

\[
m_{ji} = \frac{(-1)^{j+1}b_{1,i}^{2M-j-3}}{(2M + N) \prod_{l=1}^{N-2} a_{1,l}} \tilde{U} \left( \frac{-1}{b_{1,i}} \right) \forall 1 \leq i,j \leq M - 1
\]

which defines a Vandermonde matrix. Like for \( \tilde{K} \), we also have that \( \tilde{U} \left( \frac{-1}{b_{1,i}} \right) \) is different from zero for all \( 1 \leq i \leq M - 1 \) because the different values \( \{-b_{1,i}\}_{1 \leq i \leq M-1} \) are roots of the polynomial \( P \) which satisfies the Bézout identity \( P \land P' = UP' + VP \). So, the matrix \( M_{4} \) is invertible.

**Lemma 4.1.2.** The square matrix \( A \) of size \( \delta \), representing the decomposition of the images of \( \{ \frac{\partial}{\partial a_{k,i}}, \frac{\partial}{\partial b_{k,i}} \}_{k,i} \) in \( H^{1}(D, \Theta_{F_{p}^{(M,N)}}) \) by \( TF_{p}(p_{0}) \) on its basis, is an invertible matrix.

**Proof.** After proving the invertibility of the matrix \( A_{1} \), it remains to study the propagation of these coefficients along the higher levels. In fact, we have to solve the following equations

\[
\frac{\partial \tilde{N}_{p}^{(M,N)}}{\partial a_{k,i}} = \alpha_{k,i}(x_{4}, y_{4}, a_{k,i}, b_{k,i}) \frac{\partial \tilde{N}_{p}^{(M,N)}}{\partial x_{4}} + \beta_{k,i}(x_{4}, y_{4}, a_{k,i}, b_{k,i}) \frac{\partial \tilde{N}_{p}^{(M,N)}}{\partial y_{4}} \tag{4.9}
\]

\[
\frac{\partial \tilde{N}_{p}^{(M,N)}}{\partial b_{k,i}} = \eta_{k,i}(x_{4}, y_{4}, a_{k,i}, b_{k,i}) \frac{\partial \tilde{N}_{p}^{(M,N)}}{\partial x_{4}} + \gamma_{k,i}(x_{4}, y_{4}, a_{k,i}, b_{k,i}) \frac{\partial \tilde{N}_{p}^{(M,N)}}{\partial y_{4}} \tag{4.10}
\]

We note that we have the following relations

\[
\frac{\partial \tilde{N}_{p}^{(M,N)}}{\partial a_{k,i}} = x_{4}^{k-1}y_{4}^{2k-2} \frac{\partial \tilde{N}_{p}^{(M,N)}}{\partial a_{1,i}} \quad \text{and} \quad \frac{\partial \tilde{N}_{p}^{(M,N)}}{\partial b_{k,i}} = x_{4}^{k-1}y_{4}^{k-1} \frac{\partial \tilde{N}_{p}^{(M,N)}}{\partial b_{1,i}}. \tag{4.11}
\]

This implies that if \( X_{k,i} = \alpha_{k,i} \frac{\partial}{\partial a_{k,i}} + \beta_{k,i} \frac{\partial}{\partial b_{k,i}} \) and \( Y_{k,i} = \eta_{k,i} \frac{\partial}{\partial a_{k,i}} + \gamma_{k,i} \frac{\partial}{\partial b_{k,i}} \) are solutions of (4.9) and (4.10) respectively for \( k = 1 \), then we obtain solutions for the other values of \( k \) setting

\[
X_{k,i} = x_{4}^{k-1}y_{4}^{2k-2}X_{1,i} \quad \text{and} \quad Y_{k,i} = x_{4}^{k-1}y_{4}^{k-1}Y_{1,i}.
\]

This propagation can be described using the region \( Q_{M,N} \) as shown in figure (2.2). In fact, the decomposition of the vector fields \( X_{k,i}^{(2,4)} \), \( X_{k,i}^{(3,4)} \), \( Y_{k,i}^{(2,4)} \) and \( Y_{k,i}^{(3,4)} \) on the basis
of \( H^1 \left( D, \Theta_{p_0}^{(M,N)} \right) \) corresponds to the decomposition of the series \( \Phi_{k,i}^{(2,4)}, \Phi_{k,i}^{(3,4)}, \Psi_{k,i}^{(2,4)} \) and \( \Psi_{k,i}^{(3,4)} \) on the basis

\[
\{ x_i y_j \mid (i, j) \in \mathbb{N} \times \mathbb{Z} \cup \mathbb{Z} \times \mathbb{N} \text{ such that } j - 2i + (N - 1) > 0 \text{ and } j - i - (M - 1) < 0 \}.
\]

As a consequence of the previous relations, this decomposition can be expressed by the following matrix

\[
A = \begin{bmatrix}
A_1 & 0 & 0 & \cdots & 0 \\
* & A_2 & 0 & \cdots & 0 \\
* & * & A_3 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
* & * & * & \cdots & A_{N+2M-5}
\end{bmatrix}
\]

where \( A_1 = \begin{bmatrix} M_1 & M_2 \\ M_3 & M_4 \end{bmatrix} \) and \( A_k \) is given by

\[
\begin{aligned}
\frac{x^{k-1}}{y^4} & \frac{\partial}{\partial a_{k,k}} \cdots \frac{\partial}{\partial a_{k,N-2}} \frac{\partial}{\partial b_{k,1}} \cdots \frac{\partial}{\partial b_{k,M-1}} \\
M_1^k & = M_1 \text{ \textbackslash last} \\
(k-1) \text{ row and first } (k-1) \text{ column} & \quad 0 \\
\vdots & \end{aligned}
\]

if \( 2 \leq k \leq N-2 \)

\[
\begin{aligned}
\frac{y^{k-1}}{x^4} & \frac{\partial}{\partial a_{k,M-q_k}} \cdots \frac{\partial}{\partial a_{k,M-1}} \\
M_4^k & = M_4 \text{ \textbackslash first} \\
M - 1 - q_k & \quad \text{column and row} \\
\vdots & \end{aligned}
\]

if \( N-1 \leq k \leq N + 2M - 5 \)

with \( q_k = \left\lfloor \frac{k-1+(N-1)}{2} \right\rfloor + M - k \), where \( \lfloor x \rfloor \) is the strict integer part \( m \) of \( x \) defined by \( m < x \leq m+1 \). For \( 2 \leq k \leq N-2 \), the determinant of the matrix \( M_1^k \) is given by

\[
\text{Vandermonde} \left( \frac{1}{a_{1,k}}, \ldots, \frac{1}{a_{1,N-2}} \right) \frac{\prod_{i=k}^{N-2} (-1)^{N+i} K(-a_{1,i})}{(M + N)^{N-1-k} \prod_{i=k}^{N-2} a_{1,i}^{N+i+1}}.
\]

Since \( K(-a_{1,i}) \) is different from zero for all \( 1 \leq i \leq N - 2 \) and \( a_{1,i} \) is different from \( a_{1,j} \) for all \( i \neq j \), then the matrix \( M_1^k \) is invertible for all \( 2 \leq k \leq N - 2 \). Similarly, for
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$N - 1 \leq k \leq N + 2M - 5$, the determinant of the matrix $M_k^4$ is given by
\[
\text{Vandermonde} \left( \frac{1}{b_{1,M-q_k}}, \ldots, \frac{1}{b_{1,M-1}} \right) \prod_{i=M-q_k}^{M-1} (-1)^{i+1} b_{1,i}^{M-1+q_k} \tilde{U} \left( \frac{-1}{b_{1,i}} \right). 
\]

Also since $\tilde{U} \left( \frac{-1}{b_{1,i}} \right)$ is different from zero for all $1 \leq i \leq M - 1$ and $b_{1,i}$ is different from $b_{1,j}$ for all $i \neq j$, then the matrix $M_k^4$ is invertible for all $N - 1 \leq k \leq N + 2M - 5$. This shows that the whole matrix $\mathcal{A}$ is invertible.

4.2 The uniqueness of the normal forms.

This section is devoted to study the uniqueness of the normal forms. We will also consider $N_p$ as a notation for the normal form instead of $N_p^{(M,N)}$.

Let $h_{\lambda}$ be the diffeomorphism defined by: $h_{\lambda}(x, y) = (\lambda x, \lambda y)$. We have:
\[
N_p \circ h_{\lambda} = \lambda^{M+N} N_{\lambda,p} \text{ with } \lambda \cdot p = \lambda \cdot (a_{k,i}, b_{k,i}) = (\lambda^{k-1} a_{k,i}, \lambda^k b_{k,i}).
\]

Although the topological class of the function $N_p^{(M,N)}$ jumps while $\lambda$ goes to zero, we are still able to prove the following:

**Theorem E.** The foliations defined by $N_p$ and $N_q$, $p$ and $q$ are in $\mathcal{P}$, are equivalent if and only if there exists $\lambda$ in $\mathbb{C}^*$ such that $p = \lambda \cdot q$.

The following lemma can be proved exactly the same way as lemma (2.5.1):

**Lemma 4.2.1.** Let $X$ be a germ of formal vector field given by its decomposition into the sum of its homogeneous components $X = X_{\nu_0+1} + X_{\nu_0+2} + \ldots$. If $N_p \circ e^{X_{\nu_0+1} + \ldots} = N_q$, then for all $1 \leq i \leq N - 2$ and $1 \leq k \leq \nu_0$ we have $a_{k,i} = a'_{k,i}$ and for all $1 \leq i \leq M - 1$ and $1 \leq k \leq \nu_1$ we have $b_{k,i} = b'_{k,i}$, where $\nu_1 + 1$ is the order of tangency of $\phi$, the lifted biholomorphism of $\phi = e^X$ by the blowing up $E_1$ defined by $E_1(x_1, y_1) = (x_1, x_1y_1)$.

Let $\phi$ be a germ of biholomorphism tangent to the identity map at order $\nu_0 + 1 \geq 2$ and fixing the curves $\{x = 0\}$ and $\{y = 0\}$. The function $\phi$ is written
\[
(x, y) \mapsto (x(1 + A_{\nu_0}(x, y) + \ldots), y(1 + B_{\nu_0}(x, y) + \ldots)) \tag{4.12}
\]
where $A_{\nu_0}$ and $B_{\nu_0}$ are homogeneous polynomials of degree $\nu_0$.

We give now the proof of the main Theorem E of this section.

**Proof of Theorem E.** Suppose that there exists a conjugacy relation
\[
N_p \circ \phi = \psi \circ N_q. 
\]
Also, following [45], we can suppose that \( \psi \) is a homothety \( \gamma \text{Id} \). The biholomorphism \( \phi \) can be supposed tangent to the identity. In fact, since \( \phi \) lets the curves \( \{x = 0\}, \{y = 0\} \) and \( \{y + x = 0\} \) invariant, then it can be written
\[
(x, y) \mapsto (\lambda x(1 + A_{v_0}(x, y) + \ldots), \lambda y(1 + B_{v_0}(x, y) + \ldots)),
\]
for some \( \lambda \neq 0 \). Then
\[
N_p \circ \phi \circ h^{-1}_\lambda = \gamma N_q \circ h^{-1}_\lambda = cN_{\lambda^{-1}q},
\]
where \( c \) stands for some non vanishing number. Since \( \phi \circ h^{-1}_\lambda \) is tangent to the identity, we find that \( c = 1 \). Thus, setting for the sake of simplicity \( q = \lambda^{-1} \cdot q \) and \( \phi = \phi \circ h^{-1}_\lambda \), we are led to the relation
\[
N_p \circ \phi = N_q,
\]
where \( \phi \) can be written under the form (4.12).

The proof reduces to show that in this situation, we have \( p = q \). Using Lemma (4.2.1), we know that for all \( 1 \leq i \leq N - 2 \) and \( 1 \leq k \leq v_0 \) we have \( a_{k,i} = a'_{k,i} \) and for all \( 1 \leq i \leq M - 1 \) and \( 1 \leq k \leq v_1 \) we have \( b_{k,i} = b'_{k,i} \). This means that, based on the structure of the normal form, to show that for any \( k \leq N - 2 \), \( a_{k,i} = a'_{k,i} \); it is enough to show that \( v_0 \geq N - 1 \). In the same way, to show that for any \( k \leq 2M - N - 5 \), \( b_{k,i} = b'_{k,i} \), it is enough to show that \( v_1 \geq N + 2M - 5 \). Thus, the proof results from the following proposition:

**Proposition 4.2.1.** Let \( X = X_{v_0+1} + X_{v_0+2} + \ldots \) be a germ of formal vector field such that \( \phi = e^X \). If \( N_p \circ \phi = N_q \), then we have:

1. \( v_0 \geq M + N - 1 \).
2. \( v_1 \geq 2M + N - 5 \).

**Proof.** 1. It suffices to prove that \( v_0 < M + N - 1 \) leads to a contradiction. The first non-trivial relation of the above equality is given by
\[
X_{v_0+1} \cdot N_p^{(M+N)}(M+N) = N_q^{(M+N+\nu_0)} - N_p^{(M+N+\nu_0)} \tag{4.14}
\]
where \( N_p^{(M+N)} = xy^M(y + x) \prod_{i=1}^{N-2} (y + a_{1,i}x) \). We can write it as
\[
X_{v_0+1} \cdot N_p^{(M+N)}(M+N) = \sum_{i=1}^{N-2} \sum_{j=1}^{M-1} \sum_{k_1+k_2=v_0+1}^{k_1 \neq 1} \left( a'_{k_1,i}b'_{k_2,j} - a_{k_1,i}b_{k_2,j} \right) x^k y^l \frac{N_p^{(M+N)}}{y(y + a_{1,i}x)} + \sum_{i=1}^{M-1} \left( b'_{v_0,i} - b_{v_0,i} \right) x^{v_0+i} \frac{N_p^{(M+N)}}{y}.
\]
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2. Similarly, we show that

\[ \delta = k_1 \leq \nu_0 \] and \( k_2 \leq \nu_0 \leq \nu_1 \), then according to Lemma (4.2.1), we have

\[ a_{k_1,i} = k_1, b_{k_2,j} = k_2, b_{\nu_0,i} = b_{\nu_0,i}. \]

So, dividing (4.14) by \( N_p^{(M+N)} \) leads to

\[
\sum_{i=1}^{N-2} \frac{X_{\nu_0+1} \cdot (y + a_{1,i}x)}{y + a_{1,i}x} + \frac{X_{\nu_0+1} \cdot (y + x)}{y + x} + \frac{x_{\nu_0+1} \cdot x}{x} + M \frac{X_{\nu_0+1} \cdot y}{y} = x y^{\nu_0} \sum_{i=1}^{N-2} a'_{\nu_0+1,i} - a_{\nu_0+1,i}.
\]

We take the pull-back of the previous equality with respect to the map \( E \) and write it in the coordinates \((x_4, y_4)\):

\[
\sum_{i=1}^{N-2} \frac{\tilde{X}_{\nu_0+1} \cdot (x_4 y_4 (y_4 + a_{1,i}))}{x_4 y_4 (y_4 + a_{1,i})} + \frac{\tilde{X}_{\nu_0+1} \cdot (x_4 y_4 (y_4 + 1))}{x_4 y_4 (y_4 + 1)} + \frac{\tilde{X}_{\nu_0+1} \cdot x_4 y_4}{x_4 y_4} + M \frac{\tilde{X}_{\nu_0+1} \cdot x_4 y_4}{x_4 y_4} = y_4^{\nu_0} \sum_{i=1}^{N-2} a'_{\nu_0+1,i} - a_{\nu_0+1,i},
\]

where \( \tilde{X}_{\nu_0+1} \) stands for the vector field \( \frac{E^* X_{\nu_0+1} \cdot x_4 y_4}{x_4 y_4} \). Evaluating the residue at \( y_4 = -a_{1,i} \) yields the relation

\[ \tilde{X}_{\nu_0+1} \cdot y_4 (-a_{1,i}) = (-a_{1,i})^{\nu_0} (a'_{\nu_0+1,i} - a_{\nu_0+1,i}). \] (4.15)

Now, in view of the construction of the normal form, the coefficient \( \delta_{\nu_0+1,i} = a'_{\nu_0+1,i} - a_{\nu_0+1,i} \) has to be zero for \( \nu_0 \) values of \( i \). A straightforward computation shows that \( \tilde{X}_{\nu_0+1} \cdot y_4 \) is a polynomial function of degree at most \( \nu_0+1 \) in \( y_4 \). Noting that 0 and 1 are also roots of it (by evaluating the residue also), it must be the zero polynomial function. Hence, the vector field \( \tilde{X}_{\nu_0+1} \) has to be tangent to \( N_p^{(M+N)} \) which is a contradiction with the hypothesis \( \nu_0 < M + N - 1 \).

2. Similarly, we show that \( \nu_1 < 2M + N - 5 \) leads to a contradiction. Denoting by \( \tilde{\phi} \) the biholomorphism \( \tilde{\phi} = E_1^{-1} \circ \phi \circ E_1 \), the first non-trivial relation of the equality \( \tilde{N}_p \circ \tilde{\phi} = \tilde{N}_q \) is given by

\[ \tilde{X}_{\nu_1+1} \cdot \tilde{N}_p^{(2M+N)} = \tilde{N}_q^{(2M+N+\nu_1)} - \tilde{N}_p^{(2M+N+\nu_1)} \] (4.16)
where $\tilde{N}_p^{(2M+N)} = \prod_{i=1}^{N-2} x_i^{M+N} y_i \prod_{i=1}^{M-1} (y_1 + b_{1,i} x_1)$. We can write

$$\tilde{X}_{\nu_1+1} \cdot \tilde{N}_p^{(2M+N)} = \sum_{i=1}^{N-2} \sum_{j=1}^{M-1} (b'_{\nu_1,j} - b_{\nu_1,j}) x_1^{\nu_1} y_1 \frac{\tilde{N}_p^{(2M+N)}}{a_{1,i} (y_1 + b_{1,j} x_1)}$$

$$+ \sum_{i=1}^{N-2} \sum_{j=1}^{M-1} \sum_{k_1,k_2=\nu_1+3}^{k_1,k_2 \neq 1} (a'_{k_1,i} b'_{k_2,j} - a_{k_1,i} b_{k_2,j}) x_1^{k_1+k_2-1} y_1^{k_1-1} \frac{\tilde{N}_p^{(2M+N)}}{a_{1,i} (y_1 + b_{1,j} x_1)}$$

$$+ \sum_{j=1}^{M-1} (b'_{\nu_1+1,j} - b_{\nu_1+1,j}) x_1^{\nu_1+1} \frac{\tilde{N}_p^{(2M+N)}}{y_1 + b_{1,j} x_1} + \sum_{j=1}^{M-2} \sum_{i=1}^{N-2} \sum_{j=1}^{M-1} \left( a'_{\nu_1+1,j} - a_{\nu_1+1,j} \right) x_1^{\nu_1+1} \frac{\tilde{N}_p^{(2M+N)}}{y_1 + b_{1,j} x_1}.$$

Since $k_1 \leq N - 2 \leq \nu_0$ and $k_2 \leq \nu_1 - 1$, then according to Lemma (4.2.1), we have $a'_{k_1,i} = a_{k_1,i}$ and $b'_{k_2,j} = b_{k_2,j}$. So, dividing (4.16) by $\tilde{N}_p^{(2M+N)}$ leads to

$$\sum_{j=1}^{M-1} \frac{\tilde{X}_{\nu_1+1} \cdot (y_1 + b_{1,j} x_1)}{y_1 + b_{1,j} x_1} + \frac{\tilde{X}_{\nu_1+1} \cdot y_1}{y_1} + (M + N) \frac{\tilde{X}_{\nu_1+1} \cdot x_1}{x_1}$$

$$= \sum_{i=1}^{N-2} a'_{\nu_1+1,j} - a_{\nu_1+1,j} \frac{x_1^{\nu_1} y_1^{\nu_0}}{a_{1,i}} + \sum_{j=1}^{M-1} \frac{b'_{\nu_1+1,j} - b_{\nu_1+1,j}}{y_1 + b_{1,j} x_1} x_1^{\nu_1+1}.$$

Similarly, we take the pull-back of the previous equality with respect to the map $E$ and write it in the coordinates $(x_4, y_4)$:

$$\sum_{j=1}^{M-1} \frac{\tilde{X}_{\nu_1+1} \cdot (y_4 (1 + b_{1,j} x_4))}{y_4 (1 + b_{1,j} x_4)} + \frac{\tilde{X}_{\nu_1+1} \cdot y_4}{y_4} + (M + N) \frac{\tilde{X}_{\nu_1+1} \cdot x_4 y_4}{x_4 y_4}$$

$$= \sum_{i=1}^{N-2} a'_{\nu_1+1,j} - a_{\nu_1+1,j} \frac{x_4^{\nu_1} y_4^{\nu_0}}{a_{1,i}} + \sum_{j=1}^{M-1} \frac{b'_{\nu_1+1,j} - b_{\nu_1+1,j}}{1 + b_{1,j} x_4} x_4^{\nu_1+1},$$

where $\tilde{X}_{\nu_1+1}$ stands for the vector field $E^* \tilde{X}_{\nu_1+1}$ and $\alpha_0 = \nu_1 - \nu_0$. Evaluating the residue at $x_4 = -1/b_{1,j}$ yields the relation

$$b_{1,j} \tilde{X}_{\nu_1+1} \cdot x_4 \left( \frac{-1}{b_{1,j}} \right) = \left( \frac{-1}{b_{1,j}} \right)^{\alpha_0+1} \left( b_{\nu_1+1,j} - b_{\nu_1+1,j} \right).$$

(4.17)

A simple computation shows that $\tilde{X}_{\nu_1+1} \cdot x_4$ is a polynomial function of degree at most $\alpha_0 + 1$ in $x_4$. Now, in the relation (4.17), we know that $d = \frac{\nu_1}{2} - \nu_0 \leq 0$. So, we have the following three cases:

- If $d = 0$, then since $\nu_0 \geq M + N - 1$, we should have $\nu_1 \geq 2M + 2N - 2$ which is a contradiction with the hypothesis $\nu_1 < 2M + N - 5$. 
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- If \( d = -1 \), then \( \tilde{X}_{\nu_1 + 1} \cdot x_4(0) = \sum_{i=1}^{N-2} \frac{a_{\nu_1+2,i}'}{a_{1,i}} - \frac{a_{\nu_1+2,i}}{a_{1,i}} = 0 \).

- If \( d < 1 \), then \( \sum_{i=1}^{N-2} \frac{a_{\nu_1+2,i}'}{a_{1,i}} - \frac{a_{\nu_1+2,i}}{a_{1,i}} = 0 \).

In the last two cases, we can write

\[
\tilde{X}_{\nu_1 + 1} \cdot \tilde{N}_p^{(2M+N)} = \sum_{j=1}^{M-1} (b'_{\nu_1+1,j} - b_{\nu_1+1,j}) x_{\nu_1+1} \tilde{N}_p^{(2M+N)} \frac{x_1}{y_1 + b_{1,j}x_1}.
\]

In view of the construction of the normal form, the coefficient \( \delta_{\nu_1+1,j} = b'_{\nu_1+1,j} - b_{\nu_1+1,j} \) has to be zero for \( \frac{\nu_1-N}{2} + 1 \) values of \( j \). We note that 0 is also a root of the polynomial function \( \tilde{X}_{\nu_1+1} \cdot x_4 \). However, we know that it is at most of degree \( \alpha_0 + 1 \). We also know that \( \nu_1 \geq \nu_0 \geq M + N - 1 \). So, if \( \nu_1 = M + N - 1 \), then \( \alpha_0 \) must be zero. But in this case we have \( \frac{\nu_1-N}{2} + 1 = \frac{M-1}{2} + 1 \). So, \( \tilde{X}_{\nu_1+1} \cdot x_4 \) must be the zero polynomial function. Hence, the vector field \( \tilde{X}_{\nu_1+1} \) has to be tangent to \( \tilde{N}_p^{(2M+N)} \) which is a contradiction with the hypothesis \( \nu_1 < 2M + N - 5 \). This implies that \( \nu_1 \) must be greater than or equal to \( M + N \). We proceed similarly at each level. Finally, if \( \nu_1 = 2M + N - 6 \), then \( \alpha_0 \) can be at most \( M - 5 \). Since in this case we have \( \frac{\nu_1-N}{2} + 1 = M - 2 \), we obtain that the polynomial function \( \tilde{X}_{\nu_1+1} \cdot x_4 \) must be the zero function. Similarly, the vector field \( \tilde{X}_{\nu_1+1} \) has to be tangent to \( \tilde{N}_p^{(2M+N)} \) which is a contradiction with the hypothesis \( \nu_1 < 2M + N - 5 \).

\( \square \)

**Remark.** If we consider the germs of functions defined by

\[
N_p^{(M,N)} = xy(y + x) \prod_{i=1}^{N-2} \left( y + \sum_{k=1}^{i} a_{k,i}x^k \right) \prod_{i=1}^{M-1} \left( y + \sum_{k=1}^{N-3+2i} b_{k,i}x^{k+1} \right),
\]

then proceeding similarly to the proof of Theorem D, we can show that this family is universal as well. However, this family does not seem to satisfy the uniqueness property. In fact, one can easily check that lemma (4.2.1), which is basic in the proof of the uniqueness, is not valid for this family of functions.
Chapter 5

Globalization and relation with geometric invariant theory.

As mentioned in section (2.5) of chapter 2 about the uniqueness of the analytic normal forms, that the $\mathbb{C}^*$ action cannot be used to globalize the local existence as done in [59]. In this chapter, we present another formulation of the globalization problem using the context of geometric invariant theory. The main purpose would be to analyze the conjecture: for any function $f$ in $\mathcal{T}^{(M,N)}$, there exists $p$ in $\mathcal{P}$ such that $f$ is analytically equivalent to $N_p^{(M,N)}$. In section (5.1), we present a possible approach using GIT. In section (5.2), we talk about geometric quotients by algebraic group actions. Section (5.3) presents some related results. The last section (5.4) is about a counter example to the proposed approach.

5.1 Presentation of the approach.

An element $f$ in $\mathcal{T}^{(M,N)}$ can be written as

$$f = xy(y + x^2) \prod_{i=1}^{N-1} (y + a_{1,i}x) \prod_{i=1}^{M-2} (y + b_{1,i}x^2) + \sum_{i+j \geq M+N+1} \alpha_{i,j}x^iy^j.$$  

We denote by $\mathcal{T}_\text{fix}^{(M,N)}$ the subspace of $\mathcal{T}^{(M,N)}$ of elements having fixed $a_{1,i}$ and $b_{1,i}$. A result of Mather ([35], [36]) implies that $f$ is topologically equivalent to its jet of order $k \geq \mu + 1$ where $\mu$ is the milnor number of $f$. We recall that the $k$-jet of a function $f \in \mathcal{O} = \mathcal{O}_{(\mathbb{C}^{n+1},0)}$ is the class $j_kf \in \mathcal{O}/m^{k+1}$, where $m \subset \mathcal{O}$ is the maximal ideal. Using this result, we can easily check that we have the following lemma:

**Lemma 5.1.1.**

1. The space $j_k\mathcal{T}_\text{fix}^{(M,N)}$ of jets of order $k$ of the space $\mathcal{T}_\text{fix}^{(M,N)}$ is in bijection with $\mathbb{C}^L$. We denote this bijection by $\phi$.

2. Let $G = \{ \phi : (\mathbb{C}^2,0) \rightarrow (\mathbb{C}^2,0) \text{ biholomorphism} / \phi(x,y) = (x(1+...),y(1+...)) \}$. The algebraic group $j_kG$ is linear and acts on $j_k\mathcal{T}_\text{fix}^{(M,N)}$. 
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If we denote by $\Sigma_{M,N}$ the space of the normal forms $N^{(M,N)}_p$ with $p \in P$, we deduce from the above lemma that the space $\Sigma_{M,N} \cap j_k T^{(M,N)}_{\text{fix}}$ of normal forms with fixed $a_{1,i}$ and $b_{1,i}$ is in bijection with $\mathbb{C}^{\delta-(M+N-3)}$.

Thus, we can define the map $\Psi$ as follows

$$
\Psi: \mathbb{C}^{\delta-(M+N-3)} \longrightarrow \mathbb{C}^L / j_k G
$$

for any normal form $N^{(M,N)}_{p,\text{fix}}$, we set $\Psi(p) = j_k G \phi(N_p)$.

With this construction, the globalization problem is equivalent to the conjecture:

**Conjecture 1.** The map $\Psi$ is surjective.

The idea of the proof can be split into four parts:

1. Show that there exists a finitely generated subalgebra of the algebra $\mathbb{C}[C^L]^G$ of $G$-invariant polynomial functions on $C^L$ which separates the orbits.

2. The local result implies that its dimension is equal to $\delta - (M + N - 3)$ (as the whole map is locally invertible).

3. The normal forms are unique, so the whole map is injective.

4. Apply the theorem of Ax about the surjectivity of any injective morphism of an algebraic variety into itself [24].

With this formulation, the proof reduces to showing the first point. For that, we would like to see under which conditions such an algebra exists to be able to know if they are satisfied in our case.

5.2 Geometric quotients.

A linear algebraic group is a subgroup of the group of invertible $n \times n$ matrices that is defined by polynomial equations. Given a vector space $V$ over a field $K$, it has an underlying affine space $A$ obtained by forgetting the origin with $V$ acting by translations. The affine group of $A$ can be described as the semi-direct product of $V$ by $\text{GL}(V)$. It is clear that every linear algebraic group is affine. Conversely, a result of Chevalley [1] says that every affine algebraic group is linear, i.e. it is isomorphic to a closed subgroup of $\text{GL}(n,K)$. We start by showing that our group $j_k G$ is linear algebraic.

**Proof of lemma 5.1.1.** The first point is clear. For the second point, we know that $j_k G$ acts on a finite dimensional vector space $V \subset \mathbb{C}[x,y]/m_k^{k+1}$:

$$
j_k G \times V \longrightarrow V, \quad (\phi,p) \longmapsto p \circ \phi.
$$

For $\phi \in j_k G$, we define the map $\rho_\phi: V \longrightarrow V$, $f \longmapsto f \circ \phi$. This map is a linear map, so we can define $\rho: j_k G \longrightarrow \text{GL}(V)$, $\phi \longmapsto \rho_\phi$. The morphism $\rho$ is a group homomorphism.
which is a morphism of varieties. Moreover, it is an embedding because the action is free. So, \( \rho \) is injective and the \( j_kG \) is a subgroup of \( \text{GL}(V) \). Finally, the ring morphism \( \rho^* : \mathbb{C}[\text{GL}(V)] \to \mathbb{C}[j_kG] \), \( g \mapsto g \circ \rho \) is surjective, so \( \rho \) is a closed embedding which concludes the proof.

A linear algebraic group \( G \) is said to be \textit{unipotent} if there exists a sequence of subgroups \( G \supset G_N \supset \ldots \supset G_1 = \{1\} \) such that \( G_i \) is normal in \( G_{i+1} \) and the quotient \( G_{i+1}/G_i \) is isomorphic to the additive group \((\mathbb{C}, +)\). It is said to be \textit{reductive} if it does not contain any closed normal unipotent subgroup.

We note that we always work with the base field \( \mathbb{C} \), so we do not distinguish between reductive and linearly reductive groups.

A \textit{G-variety} is a variety \( X \) equipped with an action of the algebraic group \( G \) which is also a morphism of varieties. A regular function \( f \in \mathbb{C}[X] \) is said to be \textit{G-invariant} if \( f(g \cdot x) = f(x) \) for all \( g \in G \). For reductive group actions, the action can be described in a nice way. We have:

\textbf{Theorem} ([46]). Let \( G \) be a reductive algebraic group, and \( X \) an affine \( G \)-variety. Then:

1. The subalgebra \( \mathbb{C}[X]^G \subset \mathbb{C}[X] \) (consisting of regular \( G \)-invariant functions) is finitely generated.
2. Let \( f_1, \ldots, f_n \) be generators of the algebra \( \mathbb{C}[X]^G \). Then the image of the morphism 
\[ X \to \mathbb{C}^n, \quad x \mapsto (f_1(x), \ldots, f_n(x)) \]

is closed and independent of the choice of \( f_1, \ldots, f_n \).
3. Denote by 
\[ \pi = \pi_X : X \to X//G \]

the surjective morphism defined by (2). Then every \( G \)-invariant morphism \( f : X \to Y \), where \( Y \) is an affine variety, factors through a unique morphism \( \phi : X//G \to Y \).
4. For any closed \( G \)-stable subset \( Y \subset X \), the induced morphism \( Y//G \to X//G \) is a closed immersion. In other words, the restriction of \( \pi_X \) to \( Y \) may be identified with \( \pi_Y \). Moreover, given another closed \( G \)-stable subset \( Y' \subset X \), we have \( \pi_X(Y \cap Y') = \pi_X(Y) \cap \pi_X(Y') \).
5. Each fiber of \( \pi_X \) contains a unique closed \( G \)-orbit.
6. If \( X \) is irreducible, then so is \( X//G \).

The above map \( \pi \) is uniquely determined by the universal property (3); it is called a \textit{categorical quotient} (for affine varieties). Also, \( X//G \) may be viewed as the space of closed orbits by (5).

Given an algebraic group \( G \) and a \( G \)-variety \( X \), a \textit{geometric quotient} of \( X \) by \( G \) consists of a morphism \( \pi : X \to Y \) satisfying the following properties:
1. \( \pi \) is surjective, and its fibers are exactly the \( G \)-orbits in \( X \).

2. A subset \( U \subset Y \) is open if and only if \( \pi^{-1}(U) \) is open.

3. For any open subset \( U \subset Y \), the comorphism \( \pi^\# \) yields an isomorphism \( \mathbb{C}[U] \cong \mathbb{C}[\pi^{-1}(U)]^G \).

Under these assumptions, the topological space \( Y \) may be identified with the orbit space \( X/G \) equipped with the quotient topology, in view of (1) and (2). Moreover, the structure of variety on \( Y \) is uniquely defined by (3) (which may be rephrased as the equality of sheaves \( \mathcal{O}_Y = \pi_* (\mathcal{O}_X)^G \)). In particular, if \( X \) is irreducible, then so is \( Y \), and we have the equality of function fields \( \mathbb{C}(Y) = \mathbb{C}(X)^G \).

We now give the definition of an open subset of \( X \) that admits a geometric quotient. Let \( G \) be a reductive group, and \( X \) an affine \( G \)-variety. A point \( x \in X \) is said to be stable if the orbit \( G \cdot x \) is closed in \( X \) and the isotropy group \( G_x \) is finite. The (possibly empty) set of stable points is denoted by \( X^s \).

**Proposition** ([46]). With the preceding notation and assumptions, \( \pi(X^s) \) is open in \( X//G \), we have \( X^s = \pi^{-1}(\pi(X^s)) \) (in particular, \( X^s \) is an open \( G \)-stable subset of \( X \)), and the restriction \( \pi^s : X^s \longrightarrow \pi(X^s) \) is a geometric quotient.

In his book [13], where Hertling considered a more general case than our case, he proved that all the orbits are closed and have the same dimension. In view of that and the previous result, if our group \( j_k G \) is reductive, then conjecture 1 holds. However, the group \( j_k G \) is not reductive. In fact, we can easily check that we have:

**Lemma 5.2.1.** The group \( j_k G \) is unipotent.

Unfortunately, the above results about reductive group actions are not valid for unipotent group actions. A first difference is that the algebra of \( G \)-invariant regular functions is not necessarily finitely generated (the so-called Hilbert’s fourteenth problem) due to the famous counter example of Nagata [50]. In fact, even if it is finitely generated, it does not in general separate closed orbits having finite isotropy group as in the following example:

**Example 5.2.1 ([46]).** Let \( G = \mathbb{C} \) act on \( X = \mathbb{C}^3 \), viewed as the space of polynomials of degree at most 2 in a variable \( x \), by translation on \( x \):

\[
t \cdot (ax^2 + 2bx + c) := a(x+t)^2 + 2b(x+t) + c = ax^2 + 2(at+b)x + at^2 + 2bt + c.
\]

Then all orbits are closed, and contained in the fibers of the map

\[
\pi : \mathbb{C}^3 \rightarrow \mathbb{C}^2, \quad (a, b, c) \mapsto (a, ac - b^2).
\]

Specifically, the fiber over \((x, y)\) consists of one orbit if \( x \neq 0 \), and two orbits if \( x = 0 \) but \( y \neq 0 \); all these orbits have trivial isotropy group. Moreover, the fiber over \((0, 0)\) is the line \( l \) defined by \( b = c = 0 \), and consisting of the \( G \)-fixed points. It follows that \( \mathbb{C}(X)^G = \mathbb{C}(a, ac - b^2) \) and that \( X \) admits no geometric quotients, nor does the \( G \)-stable open subset \( X \setminus l \) consisting of orbits with trivial isotropy group.
In fact, for any unipotent algebraic group $G$ which acts regularly on a quasi-affine variety $X$, all orbits are closed [51] and there are no finite stabilizers which are not trivial. So, to define a subset of $X$ which admits a geometric quotient in the unipotent case, the previous definition of stable points, introduced for reductive group actions, does not make sense. With another definition of stable points, Greuel and Pfister proved the existence of geometric quotients for unipotent group actions [18]. Moreover, they produced a criterion for deciding when all the points are stable. The next part of this section is devoted to recalling some definitions and fixing some notations before announcing this criterion.

Before we start, we recall that Hertling in the same book [13] showed that in our case the quotient space is an analytic geometric quotient. He proved that using the criterion of Holmann [19] for the existence of analytic geometric quotient which requires the two conditions: having a Hausdorff quotient and the existence of holomorphic functions in a neighbourhood of $j_k f$ in $\mathbb{C}^L$, which are constant on the $j_k G$-orbits and which separate points in different orbits. Moreover, a result of Rosenlicht [21] says that for regular algebraic group action on an irreducible variety $X$, there exists an open subset $U$ such that the field of rational functions on $U/G$ is isomorphic to the subfield $\mathbb{K}(X)^G$ of $G$-invariant rational functions on $X$, where $\mathbb{K}$ is an algebraically closed field. If $G$ is unipotent, we have something more. In fact, an orbit $G \cdot x$ is called $G$-separated if for any $y \in X$, $y \notin G \cdot x$, there is an $f \in K[X]^G$ so that $f(y) \neq f(x)$. So, if we let $\Omega(X,G)$ be the interior of the union of all the $G$-separated orbits, then $\Omega(X,G)$ is dense in $X$ [27]. In fact, this result is true for any quasi-affine variety $X$ over a field $K$ of any characteristic.

For affine varieties over a field $K$ of characteristic zero, it results from:

**Theorem** ([53]). If a unipotent group $G$ acts on an affine variety $\text{Spec} A$, where $A$ is a $K$-algebra of finite type without nilpotent elements and $\text{Spec} A$ denotes the set of all prime ideals of $A$, then there exists $t \in A^G$ such that $A_t = (A_t)^G = (A^G)_t$ separates the $G$-orbits of $\text{Spec} A$.

From now on, let $G$ be a unipotent algebraic group which acts regularly on an affine variety $X = \text{Spec} A$ where $A$ is a noetherian $K$-algebra and $K$ is a field of characteristic zero. We start by the definition of a stable point:

**Definition 5.2.1.** Let $\pi : X \rightarrow \text{Spec} A^G$ denote the canonical map. A point $x \in X$ is said to be stable if there exists $f \in A^G$ with $x \in X_f = \{ x \in X \mid f(x) \neq 0 \}$ such that the induced map $\pi_f : X_f \rightarrow (\text{Spec} A^G)_f$ is open and an orbit map i.e. the fibers are exactly the $G$-orbits in $X$.

In view of this definition, we have:

**Proposition** ([18]). The quotient $X^*/G$ exists and quasi-affine, and the map $\pi |_{X^*} : X^* \rightarrow \pi(X^*)$ is a geometric quotient.

Before announcing the criterion, we recall that a **Lie algebra** is a vector space $V$ over a field $K$ together with a binary operation $[.,.] : V \times V \rightarrow V$ called the Lie bracket that satisfies the following axioms:
1. $[,]$ is bilinear.

2. $[x,x] = 0$ for all $x \in V$.

3. $[,]$ satisfies the Jacobi identity $[x, [y,z]] + [z, [x,y]] + [y, [z,x]] = 0$ for all $x, y, z \in V$.

To every Lie group we can associate a Lie algebra whose underlying vector space is the tangent space of the Lie group at the identity element and which completely captures the local structure of the group. The Lie bracket of the Lie algebra is related to the corresponding commutator.

So, we denote by $\text{Lie}G$ the Lie algebra of $G$ and recall that there exists an exponential map $\exp : \text{Lie}G \to G$ given by $\exp(x) = \sum_{k=0}^{\infty} x^k / k!$ for linear algebraic groups [48].

The action of $G$ on $\text{Spec}A$ induces a representation $\rho : G \to \text{Aut}_K(A)$ and $\rho^* : \text{Lie}G \to \text{Der}_{nil}K(A)$, fitting into a commutative diagram [18]

$$
\begin{array}{ccc}
\text{LieG} & \overset{\rho^*}{\longrightarrow} & \text{Der}_{nil}K(A) \\
\exp \downarrow & & \exp \\
G & \overset{\rho}{\longrightarrow} & \text{Aut}_K(A)
\end{array}
$$

where $\text{Aut}_K(A)$ is the group of $K$-algebra automorphisms, and $\text{Der}_{nil}K(A)$ denotes the set of nilpotent $K$-linear derivations of $A$. We say that $\delta \in \text{Der}_K(A)$ is nilpotent if, for each $a \in A$, there is an $n(a)$ such that $\delta^{n(a)}(a) = 0; (\exp \delta)(a) := \sum_{i \geq 0} (1/i!) \delta^i(a)$ for $\delta \in \text{Der}_K(A)$. The algebra $\text{Lie}G$ is a finite-dimensional Lie algebra which is nilpotent.

We can now present the criterion called column-minor criterion:

**Theorem** ([18]). Let $\delta_1, ..., \delta_n \in \text{Der}_{nil}K(A)$ and $x_1, ..., x_n \in A$, satisfy the following properties:

1. $[\delta_i, \delta_j] \in \sum_{\nu=1}^n A\delta_\nu,$
2. $\det(\delta_i(x_j))$ is a unit in $A,$
3. for any $k = 1, ..., n$ and any $k$-minor $M$ of the first $k$ columns of $(\delta_i(x_j))$, we have

$$
\Delta(M) \in \sum_{\nu<k} A\Delta(x_\nu),
$$

with the conventions $x_0 = 0$ and $\Delta = (\delta_1, ..., \delta_n)^t$.

Let $L \subset \sum_{\nu=1}^n A\delta_\nu$ be any $K$-Lie algebra such that $\delta_1, ..., \delta_n \in L$. Then $A^L[x_1, ..., x_n] = A$ and $x_1, ..., x_n$ are algebraically independent over $A^L$. In particular, $(\text{Spec}(A))^s = \text{Spec}A$.

Greuel and Pfister proved this theorem using the following two lemmas:

**Lemma 5.2.2** ([18]). Let $\delta \in \text{Der}_{nil}K(A)$, $x \in A$ and $\delta(x) \in A^\delta$ be a unit. Then $A^\delta[x] = A$ and $x$ is transcendental over $A^\delta$. 

In this case, they remarked that the invariant functions can be easily obtained by putting

\[ i(y) = \sum_{\nu \geq 0} (1/\nu!) (-1)^\nu \delta^\nu(y) x^\nu, \quad \text{for } y \in A. \]

Then \( i(y) \in A^d \) and \( i(y) = \delta^0(y) = y \) if \( y \in A^d \).

Let \( L \) be a nilpotent Lie algebra of finite dimension such that the unipotent group \( G = \exp(L) \) acts on \( \text{Spec}A \). If \( \delta_1, ..., \delta_n \) is a basis of \( L \) and \( [\delta_i, \delta_j] = \sum_k c_{ijk}\delta_k \), then \( H^1(L, A) = \ker d_1/\text{Im}d_0 \) where

\[
\begin{align*}
    &d_0 : A \longrightarrow A^n, \quad \text{with } d_0(a) = (\delta_1(a), ..., \delta_n(a)), \\
    &d_1 : A^n \longrightarrow \Lambda^2 A^n, \quad \text{with } d_1(a) = (\delta_i(a_j) - \delta_j(a_i) - \sum_k c_{ijk}\delta_k)_{i<j}.
\end{align*}
\]

**Lemma 5.2.3** ([18]). If \( L \) is abelian, then \( H^1(L, A) = 0 \) if and only if there are \( x_1, ..., x_n \in A \) such that \( \delta_i(x_j) = \delta_j^i \). Moreover, in this case \( A = A^L[x_1, ..., x_n] \) and \( x_1, ..., x_n \) are algebraically independent over \( A^L \).

In the same work, Greuel and Pfister gave another similar criterion called row-minor criterion which deals with rows instead of columns. These two criteria seem to be a nice way to determine whether all the points are stable or not. However, to be able to use them, the action has to be explicitly describable. Unfortunately, in our case the action is quite general, so we can not apply them.

### 5.3 Related results.

A group action is said to be **proper** if the mapping \( G \times X \to X \times X \) \((g, x) \mapsto (gx, x)\) is a proper map, i.e., the inverses of compact sets are compact. By Artin [44] and Kollár [32], proper actions admit geometric quotients in the category of algebraic spaces. Since in our case, the isotropy groups contain the flow maps of the vector fields tangent to the foliation, they are not compact and so the action is not proper. We say that the quotient is **locally trivial** if there exists a covering \( \{U_i\}_i \) whose pre-images under the map \( G \times X \to X/G \) are isomorphic to \( G \times U_i \). A result of Bérczi, Hawes, Kirwan and Doran [17] says that if a locally trivial quotient exists, then it is affine if and only if \( X \to X/G \) is a trivial \( G \)-bundle. However, in our case the quotient is not locally trivial for the same reason. We remark that every orbit of a unipotent group action is isomorphic to an affine space [55].

Let \( G \) be a linear algebraic group acting on an affine variety \( X \) over an algebraically closed field \( K \). A subset \( S \subset K[X] \) is called separating if for all \( x, y \in X \), the existence of a function \( f \in K[X]^G \) with \( f(x) \neq f(y) \) implies the existence of a function \( f \in S \) with \( f(x) \neq f(y) \). We know that if \( G \) is unipotent, then the invariant field \( K(X)^G \) is equal to the field of fractions of the invariant ring \( K[X]^G \) [56], but the latter is not necessarily finitely generated. However, Arzhantsev, Celic and Hausen proved that, under some conditions, \( K(X)^G \) is the field of fractions of a finitely generated separating subalgebra [23]. In fact, an affine variety is said to be **normal** if the ring of regular functions on \( X \) is
an integrally closed domain. Following [23], we say that the action of $G$ on $X$ is factorial, if every invariant hypersurface is the zero set of an invariant function $f \in K[X]^G$; in particular if $G$ is unipotent and $X$ is a vector space, then the $G$-action is factorial. We have:

**Theorem** ([23]). For any algebraic group action there exists a finitely generated separating subalgebra $A \subset K[X]^G$. Moreover, if $X$ is normal and the $G$-action is factorial, then one may choose $A$ to have $K(X)^G$ as its field of fractions.

This interesting result applies in our case because $X = \mathbb{C}^L$ and $j_k G$ is unipotent. In view of that, a possible lemma would be:

**Possible Lemma 5.3.1.** Suppose that $\mathbb{C}(\mathbb{C}^L)^G = \mathbb{C}(f_1, ..., f_β)$ such that $\{f_1, ..., f_β\} \subset \mathbb{C}[\mathbb{C}^L]^G$ is a separating set. Let $\pi : \mathbb{C}^L \to \mathbb{C}^β$ be the polynomial map defined by $(f_1, ..., f_β)$. If $\mathbb{C}^L/G$ is an analytic geometric quotient, then the orbits are separated (i.e. $\overline{\pi} : \mathbb{C}^L/G \to \mathbb{C}^β$ is injective).

A possible way to prove this lemma is to show that if the set of orbits which can not be separated is nonempty, then it must contain non isolated orbits. The idea would be to show that if there is a function which has the same value for two different orbits i.e. some level of this function contains the two orbits, then another level contains other two orbits, and so on until we get very close orbits and obtain a contradiction with the result of Hertling which ensures the existence of an analytic geometric quotient. We note that example 5.2.1 is not a counter example to this lemma because the quotient in this example is not an analytic geometric quotient.

A **semi-algebraic** subset of $\mathbb{R}^n$ is a union of finitely many subsets of the form

$$\{x \in \mathbb{R}^n; P(x) = 0, Q_1(x) > 0, ..., Q_l(x) > 0\},$$

where $l \in \mathbb{N}$ and $P, Q_1, ..., Q_l \in \mathbb{R}[x_1, ..., x_n]$. A useful tool which can be used to show that the existence of non separated orbits must be in family, is the small path lemma, which holds also for semi analytic sets:

**Lemma** (Small path lemma [37]). Let $E$ be a semi-algebraic subset of $\mathbb{R}^n$ and let $x$ be an adherent point to $E$. Then, there exits a real algebraic path $p : [0, \delta] \to \mathbb{R}^n$ such that $p(0) = x$ and $p(t) \in E$ for all $t \neq 0$.

The idea of the proof of lemma (5.3.1) would be to proceed by contradiction. Suppose that there exit $x, y \in \mathbb{C}^L$ such that $Gx \neq Gy$ with $\overline{\pi}(Gx) = \overline{\pi}(Gy) = 0$. This means that the following set is nonempty

$$S = \{(x, y) \in \mathbb{C}^L \times \mathbb{C}^L \mid Gx \neq Gy \text{ and } \overline{\pi}(Gx) = \overline{\pi}(Gy) = 0\} \neq \emptyset.$$

Considering the maps

$$\Pr_1 : \mathbb{C}^L \times \mathbb{C}^L \longrightarrow \mathbb{C}^L, (x_1, x_2) \mapsto x_i \text{ and } P : \mathbb{C}^L \longrightarrow \mathbb{C}^L/G, x \mapsto Gx,$$


we can write $S = S_1 \cap S_2$ with

\[ S_1 = \left\{(x, y) \in \mathbb{C}^L \times \mathbb{C}^L \mid \|P \circ \Pr_1(x, y) - P \circ \Pr_2(x, y)\| > 0\right\}, \]

\[ S_2 = \left\{(x, y) \in \mathbb{C}^L \times \mathbb{C}^L \mid \pi \circ P \circ \Pr_1(x, y) = \pi \circ P \circ \Pr_2(x, y) = 0\right\}, \]

where $\|Gx\| = \max_{g \in G} \|gx\|$. The set $S$ is a semi algebraic subset of $\mathbb{R}^{4L}$. Suppose that $S$ is not closed and that its closure is obtained by relaxing the strict inequalities. If we take a point $(x, y) \in \bar{S} \setminus S_1$, then we have $(x, y) \in \bar{S}_1 \setminus S_1$, and so $Gx = Gy$. By the small path lemma, there exits a map

\[ p : [0, \delta[ \to \mathbb{R}^{4L} \]

such that $p(0) = (x, y)$ and $p(t) \in S$ for all $t \neq 0$. Let $(t_\epsilon)_\epsilon$ be a sequence in $[0, \delta]$ such that $t_\epsilon \neq 0$ for all $\epsilon \neq 0$ and $t_\epsilon \to 0$. Since $p(t_\epsilon) \in S$, we have $p(t_\epsilon) = (x_\epsilon, y_\epsilon)$ such that $Gx_\epsilon \neq Gy_\epsilon$ and $\pi(Gx_\epsilon) = \pi(Gy_\epsilon) = 0$. Moreover, $P(t_\epsilon)$ tends to $P(0) = (x, y)$ as $\epsilon$ tends to zero. This means that $x_\epsilon \to x$ and $y_\epsilon \to y$, and so $Gx_\epsilon \to Gy$ and $Gy_\epsilon \to Gy$. Now, for any neighborhood $U$ of $Gx$, there exits $\epsilon$ such that $Gx_\epsilon, Gy_\epsilon \in U$. But $Gx_\epsilon \neq Gy_\epsilon$, and $\pi(Gx_\epsilon) = \pi(Gy_\epsilon) = 0$ which is a contradiction if $\mathbb{C}(\mathbb{C}^L)^G$ separates the orbits locally. A possible way to show this is to use the fact that $\mathbb{C}^L/G$ is an analytic geometric quotient and that the foliation generated by $G$ is regular (see lemma (5.3.1)).

However, even if $\mathbb{C}(\mathbb{C}^L)^G$ separates the orbits locally, we still have two problems: the set $S$ may be closed, and even if it is not so, then its closure is not necessarily obtained by relaxing the strict inequalities. So, a first possible lemma would be to show that: if we have two algebraic subsets $X$ and $Y$ of $\mathbb{C}^L$ such that their intersection is nonempty and $X$ is not included in $Y$, then $X \setminus Y$ is not closed. For instance, this is true if we take $X$ to be the zero set of $x$ and $Y$ the zero set of $y$ in $\mathbb{C}^2$. If such a lemma is true, then we can apply it for $X = \{(x, y) \in \mathbb{C}^L \times \mathbb{C}^L \mid \pi(Gx) = \pi(Gy)\}$ and $Y = \{(x, y) \in \mathbb{C}^L \times \mathbb{C}^L \mid Gx = Gy\}$. A possible proof would be to show that $X$ is connected or its connected components contain infinitely many points with $Y$ not being a connected component of $X$. However, since the action is not explicit, we can not make sure that such a statement holds. We know that the connected components, in the euclidean topology, of an algebraic set are generally only semi-algebraic [2]. The image of an algebraic set under a regular mapping, even a linear projection of the euclidean space, is in general only semi-algebraic. A semi-algebraic set has finitely many connected components in the euclidean topology and each such a component is semi-algebraic. As for the second problem regarding the closure, we know that

**Proposition ([47]).** Every closed semi-algebraic subset of a real algebraic manifold is locally a finite union of sets of the form

\[ \{x : f_1(x) \geq 0, ..., f_k(x) \geq 0\}, \]

where the $f_i$ are algebraic functions.

The same statement works for the closure of a semi-analytic subset of $\mathbb{R}^n$ [16]. Also, according to Lojasiewicz [54], the closure, the interior, the boundary and the complement of any semi-analytic set is in general semi-analytic.
A result of Thom says that, under some conditions, the closure of a semi-algebraic set in one variable is obtained by relaxing the strict inequalities:

**Proposition** (Thom’s lemma, [47]). Let $P_1, ..., P_s \in \mathbb{R}[x]$ be a finite family of nonzero polynomials, which is closed under derivation (i.e., if the derivative $P_i'$ is nonzero, there is $j$ such that $P_i' = P_j$). For $\epsilon = (\epsilon_1, ..., \epsilon_s) \in \{-1, 0, 1\}^s$, let $A_{\epsilon} \subset \mathbb{R}$ be defined by

$$A_{\epsilon} = \{x \in \mathbb{R}; \text{sign}(P_i(x)) = \epsilon_i \text{ for } i = 1, ..., s\}.$$ 

Then

1. either $A_\epsilon = \emptyset$,
2. or $A_\epsilon$ is a point (necessarily, at least one of the $\epsilon_i$ is 0),
3. or $A_\epsilon$ is a nonempty open interval (necessarily, all $\epsilon_i$ are $\pm 1$).

Let

$$A_{\bar{\epsilon}} = \{x \in \mathbb{R}; \text{sign}(P_1(x)) \in \bar{\epsilon}_1, ..., \text{sign}(P_s(x)) \in \bar{\epsilon}_s\},$$

where $\bar{\epsilon}$ is given by

$$\bar{\epsilon} = \begin{cases} 
\{0\} & \text{if } \epsilon = 0 \\
\{0, 1\} & \text{if } \epsilon = 1 \\
\{0, -1\} & \text{if } \epsilon = -1.
\end{cases}$$

Then $A_\bar{\epsilon}$ is either empty, or a point, or a closed interval different from a point, and the interior of this interval is $A_\epsilon$.

Consider two polynomials $P = a_0x^d + ... + a_d$ of degree $d$ and $Q = b_0x^e + ... + b_e$ of degree $e$. The resultant of $P$ and $Q$ is the determinant of the Sylvester matrix of $P$ and $Q$, which is the square matrix of size $d+e$ whose rows are the coordinates of $x^{d-1}P, ..., xP, P, Q, xQ, ..., x^{d+e-1}Q$, respectively, in the monomial basis $x^d, x^{d+1}, ..., x^{d+e-1}, ..., x, 1$. For $0 \leq j \leq \min(d,e)$, $\text{PSRC}_j(P,Q)$ denotes the principle subresultant coefficient of order $j$ of $P$ and $Q$, which is defined by the determinant if the square matrix of size $d+e-2j$ which is obtained from the Sylvester matrix of $P$ and $Q$ by deleting the first $j$ rows, the last $j$ rows, the first $j$ columns and the last $j$ columns. The resultant of $P$ and $Q$ is $\text{PSRC}_0(P,Q)$.

If $P$ is a polynomial in $\mathbb{R}[x_1, ..., x_n]$, we consider it as a polynomial in the variable $x_n$ with coefficients in $\mathbb{R}[x_1, ..., x_{n-1}]$. Let $P_1, ..., P_r$ be a family of polynomials in $\mathbb{R}[x_1, ..., x_n]$. We denote by $\text{PROJ}(P_1, ..., P_r)$ the smallest family of polynomials in $\mathbb{R}[x_1, ..., x_{n-1}]$ satisfying the following conditions:

1. If $\text{deg}_{x_n} P_i = d \geq 2$, then $\text{PROJ}(P_1, ..., P_i, ..., P_r)$ contains all non constant polynomials among $\text{PSRC}_j(P_i, \partial P_i/\partial x_n)$ for $j = 0, ..., d - 1$.
2. If $1 \leq d = \min(\text{deg}_{x_n} P_1, \text{deg}_{x_n} P_k)$, then $\text{PROJ}(P_1, ..., P_i, ..., P_k, ..., P_r)$ contains all non constant $\text{PSRC}_j(P_i, P_k)$ for $j = 0, ..., d$. 

**CHAPTER 5. GLOBALIZATION AND RELATION WITH GIT**
The closure of the nonempty cell

\[ \leq 1 \]

**Theorem** ([47]). Let \((P_{i,j})\) be a family of polynomials with real coefficients, \(1 \leq i \leq n, 1 \leq j \leq s_i\), such that:

1. for fixed \(i\), \((P_{i,1}, \ldots, P_{i,s_i})\) is a family of polynomials in \(\mathbb{R}[x_1, \ldots, x_i]\), all quasi-moninc with respect to \(x_i\), closed under derivation with respect to \(x_i\),

2. for \(i < n\), the family of polynomials \((P_{i,1}, \ldots, P_{i,s_i})\) contains the family \(\text{PROJ}(P_{i+1,1}, \ldots, P_{i+1,s_i+1})\).

For \(0 < k \leq n\), given a family \(\epsilon = (\epsilon_{i,j})\) of signs in \([-1, 0, 1]\) indexed by \(i = 1, \ldots, k\) and \(j = 1, \ldots, s_i\), set

\[
C_\epsilon = \{x \in \mathbb{R}^k; \text{sign}(P_{i,j}(x)) = \epsilon_{i,j} \text{ for } i = 1, \ldots k \text{ and } j = 1, \ldots, s_i\},
\]

\[
C_\bar{\epsilon} = \{x \in \mathbb{R}^n; \text{sign}(P_{i,j}(x)) \in \epsilon_{i,j} \text{ for } i = 1, \ldots n \text{ and } j = 1, \ldots, s_i\}.
\]

The closure of the nonempty cell \(C_\epsilon\) is \(C_\epsilon\), which is a union of cells.

Clearly, since in our case, the action is not explicit, these conditions cannot be tested.

The contraction obtained by the end of the idea of the proof is partially due to the following lemma:

**Lemma 5.3.1.** If \(\mathbb{C}^L/G\) is an analytic geometric quotient, then the foliation generated by \(G\) is regular.

**Proof.** By Rosenlicht [21], there exits an algebraic invariant manifold \(Z\) such that the field of rational functions on \(U/G\), where \(U = \mathbb{C}^L \setminus Z\), is isomorphic to the subfield \(\mathbb{C}(\mathbb{C}^L)^G\) of \(G\)-invariant rational functions on \(\mathbb{C}^L\). This means that the orbits of \(G\) on \(\mathbb{C}^L\) define an algebraic foliation which is completely integrable by rational functions. So, there exist \(f_1, \ldots, f_k \in \mathbb{C}(\mathbb{C}^L)^G\) such that the generic leaf \(L \subset \{f_1 = c_1, \ldots, f_k = c_k\}\) with \(\dim L = L - k\). As the rational forms \(df_1, \ldots, df_k\) generate the foliation, a singular locus of such a foliation is given by \(df_1 \wedge \ldots \wedge df_k = 0\). If the singular locus has the same dimension as that of the leaves, then this is not a geometric singular locus, i.e. it is not a singular locus of the foliation, only of the form. If the singular locus is geometric, then its dimension is strictly smaller than that of the leaf because the singular locus is defined by \(C_L^k\) equations which is strictly greater than \(k\). Moreover, it is invariant by the action because the fact that the foliation is completely integrable by rational functions means that \(g^*df_i\) in a linear combination of \(df_j\). This implies that \(g^*df_1 \wedge \ldots \wedge df_k\) is a multiple of \(df_1 \wedge \ldots \wedge df_k\) by a holomorphic function. So, the set \(df_1 \wedge \ldots \wedge df_k = 0\) is invariant by \(G\). In particular, it contains leaves of strictly smaller dimension which is impossible. \(\square\)
We remark that if we go back to the case considered by Hertling [13] and replace the quasi-affine variety by $\mathbb{C}^L$ and the group by a unipotent group, then we have to check if in this case the quotient is algebraic. A variety $X$ is said to be complete if it is separated and universally closed which means that for any variety $Y$, the projection map $Y \times X \rightarrow Y$ sends closed sets to closed sets. Chow’s lemma shows that a complete variety is not far from a projective variety.

**Theorem (Chow’s Lemma).** For every complete irreducible variety $V$, there exists a surjective regular map $f : V' \rightarrow V$ from a projective algebraic variety $V'$ to $V$ such that for some dense open subset $U$ of $V$, $f$ induces an isomorphism $f^{-1}(U) \rightarrow U$ (in particular, $f$ is birational).

The next theorem implies that complete quotients which are analytic geometric quotients are not far from algebraic quotients.

**Theorem (Chow’s Theorem [57]).** Every closed analytic subset of a projective variety is algebraic.

A direct application of this theorem is:

**Theorem ([57]).** Every compact analytic subset of an algebraic variety is algebraic.

If the base field is the field of complex numbers, then $X$ is complete is and only if $X$ with the classical topology coming from $\mathbb{C}$ is compact, and if $X$ is quasi-projective, then complete is equivalent to projective. Based on this remark, we cannot make use of the previous results because our quotient is not complete in general.

### 5.4 Counter example.

Deveney and Finston constructed an example of an action of the additive group on $\mathbb{C}^5$ such that the algebra of invariants does not separate the orbits [26]. Since this example satisfies the conditions of the possible lemma (5.3.1), it implies that the lemma as it is, is not true, and so to obtain the desired conclusion we need to add more hypothesis which is not known for the moment. This section is devoted to present this example. For the convenience of the reader, we present most of the details established by Deveney and Finston in [26].

Let $G_a$ denotes the additive group of complex numbers, $X$ a variety over $\mathbb{C}$, and $\sigma : G_a \times X \rightarrow X$ a rational action of $G_a$ on $X$. The action is said to admit an equivariant trivialization if $X$ is $(G_a)$ equivariantly isomorphic to $Y \times \mathbb{C}$, with the group action fixing the first coordinate and acting by addition on the second. In that case, the affine variety $Y$ is a geometric quotient. The action is said to be locally trivial (in the Zariski topology) if $X$ is covered by $G_a$ stable (affine) open subsets on each of which the action admits an equivariant trivialization.

As we mentioned before, if $(\sigma, \text{id}) : G_a \times X \rightarrow X \times X$ is a proper morphism of varieties, we say that $\sigma$ is a proper action. A proper action of $G_a$ on $X = \mathbb{C}^n$ is locally trivial...
if \( \mathbb{C}[X] \) is a flat extension of its subring of \( G_a \) invariants and \textit{equivariantly trivial} if the extension is faithfully flat \cite{33}. Moreover, under those conditions the geometric quotient exists as a quasiaffine variety.

These results were used to show that all proper fixed point free \( G_a \) actions on \( \mathbb{C}^3 \) admit equivariant trivializations. Fauntleroy \cite{3} has shown that locally trivial \( G_a \) actions are necessarily proper. Smith \cite{15} and Winkelmann \cite{40} have given examples of fixed point free actions on \( \mathbb{C}^4 \) for which the space of orbits is not Hausdorff in the quotient topology induced from the complex topology on \( \mathbb{C}^4 \). These examples are clearly nonproper, and admit no geometric quotient. In the same paper, Winkelmann has given an example of a proper action on \( \mathbb{C}^5 \) which is locally trivial in the Zariski topology but does not admit an equivariant trivialization.

In \cite{26}, James K. Deveney and David R. Finston constructed an example of a proper action on complex affine five space which is not locally trivial. They noted that Fauntleroy \cite{3} has shown that if distinct orbits of a proper \( G_a \) action on a quasifactorial variety can be separated by invariant rational functions (i.e., if the action is properly stable), then the action is locally trivial. Based on that, they found out that it is the stability that is lacking by their example. An assertion which would imply that any proper, fixed point free \( G_a \) action on a normal variety is locally trivial and admits a quasiprojective quotient appears in a paper of Magid and Fauntleroy \cite{4}, and the source of the error is pointed out in \cite{3}. The example of Deveney and Finston indicates that no such general result is possible.

We start by presenting some features of proper rational algebraic \( G_a \) actions on \( \mathbb{C}^n \) discussed by them aiming to give some indication of how close proper actions are to being locally trivial. Let \( \sigma : G_a \times X \to X \) be a rational action of \( G_a \) on \( X = \mathbb{C}^n \), \( \hat{\sigma} : \mathbb{C}[X] \to \mathbb{C}[X,t] \) the induced map on coordinate rings, and \( \tilde{\sigma} \) the morphism \( G_a \times X \to X \times X \) given by \((t,x) \mapsto (x,\sigma(t,x))\). Differentiating \( \hat{\sigma} \) yields a locally nilpotent derivation \( \delta \) of \( \mathbb{C}[X] \):

\[
\delta(P) = \frac{\hat{\sigma}(P) - P}{t} \bigg|_{t=0}, \quad \hat{\sigma} = \exp(t\delta).
\]

Every \( \hat{\sigma} \), hence every rational \( G_a \) action, arises as the exponential of a locally nilpotent derivation. It should be noted that the ring of invariants of the \( G_a \) action is identical to the kernel of \( \delta \) and that the fixed point set for the action is the set of common zeros of \( \{\delta x_i : 1 \leq i \leq n\} \) where \( x_i, 1 \leq i \leq n \) are coordinates on \( X \).

Properness of the action is expressed in terms of coordinate rings: \( \hat{\sigma} \) induces a \( \mathbb{C} \)-algebra homomorphism \( \tilde{\sigma} : \mathbb{C}[X \times X] \to \mathbb{C}[X \times G_a] \cong \mathbb{C}[X,t] \). It was proved in \cite{33} that \( \sigma \) is proper if and only if \( \hat{\sigma} \) is surjective, and locally trivial if and only if \( \text{im}(\delta) \cap \mathbb{C}[X]^{G_a} \) generates the unit ideal in \( \mathbb{C}[X] \). In the latter case the action admits a quasiaffine geometric quotient. An easy consequence of the surjectivity of \( \tilde{\sigma} \) is the absence of fixed points. Moreover, for proper \( G_a \) actions, Deveney and Finston have shown that the action is locally trivial if and only if the ring extension \( \mathbb{C}[X]^{G_a} \hookrightarrow \mathbb{C}[X] \) is flat, and equivariantly trivial if and only if the extension is faithfully flat \cite{33}. If there is a slice for the action, i.e. \( s \in \mathbb{C}[X] \) with \( \hat{\sigma}(s) = s + t \) (equivalently, \( \delta(s) = 1 \)), then clearly
\( \hat{\sigma} \) is surjective. Moreover, if a slice exists, then the action is equivariantly trivial, i.e., \( X \cong X/G_a \times G_a \).

Assume that \( \sigma \) is a proper action of \( G_a \) on \( X = \mathbb{C}^n \), so that for some \( P \in \mathbb{C}[X \times X] = \mathbb{C}[x_1, ..., x_n, y_1, ..., y_n] \), we have

\[
 t = \hat{\sigma} P(x_1, ..., x_n, y_1, ..., y_n) = P(x_1, ..., x_n, \hat{\sigma} x_1, ..., \hat{\sigma} x_n).
\]  

(5.1)

For \( a = (a_1, ..., a_n) \in X \) define \( P_a = P(a_1, ..., a_n, x_1, ..., x_n) \in \mathbb{C}[X] \). Clearly \( P_a \) provides an algebraic isomorphism from the orbit of \( a \) to \( \mathbb{C} \). In particular, each orbit is a complete intersection \([38]\). The following remarks by Deveney and Finston show how close \( P_a \) is to a slice. Differentiating (5.1) with respect to \( t \), using the fact that \( \hat{\sigma} = \exp(t \partial) \), leads to

\[
 1 = \sum_{i=1}^{n} \frac{\partial P_a}{\partial x_i} \delta x_i(a_i).
\]

The definition of the tangent space to the zero set of \( P_a \) at \( a \) (e.g., \([22]\), p. 73) shows that the zero set of \( P_a \) intersects the orbit of \( a \) transversally at \( a \) \([22]\), p. 82, and it is clear that \( a \) is the unique point in the intersection. If \( \{h_1, ..., h_{n-1}\} \) is a minimal generating set for the ideal of the orbit of \( a \), then \( h_1, ..., h_{n-1}, P_a \) are local parameters at \( a \) in \( X \). Moreover, since \( a \) is simple on the zero set of \( P_a \), only one component, say \( Z_a = \) the zero set of \( q \), passes through it. The \( h_i \) need not be invariants, however. If the orbit of \( a \) can be determined by the vanishing of invariant rational functions \( g_i \), then on an affine neighborhood \( U_a \) of \( a \), \( Z_a \cap U_a \) gives a local quotient for the action. Indeed, because \( Z_a \) intersects the orbit of \( a \) transversally, the local parameters \( g_i, q \) form a coordinate system for \( U_a \) at \( a \). In particular, orbits on \( U_a \) are determined by values of the rational functions \( g_i \).

Now, we present the counter example of Deveney and Finston. The action is determined by the locally nilpotent derivation \( \delta \) of \( \mathbb{C}[x_1, x_2, y_1, y_2, z] \) given by

\[
  x_2 = x_1 \delta, \quad y_2 = y_1 \delta, \quad z = (1 + x_1 y_2^2).
\]

To see that the action is proper, observe that \( t = \hat{\sigma} z - z - y_2^2(\hat{\sigma} x_2 - x_2) - y_2(\hat{\sigma} x_2 - x_2)(\hat{\sigma} y_2 - y_2) - \frac{(\hat{\sigma} x_2 - x_2)(\hat{\sigma} y_2 - y_2)^2}{3} \). They showed that there are distinct orbits which are not separable by invariant rational functions. In fact, generators for the ring of invariants are explicitly given, from which it is clear that the ring of invariants is not regular. They note that with aid of the computer algebra program MAPLE, it is easy to check that the action is unstable by checking the elements of a Gröbner basis for the kernel of \( \hat{\sigma} \) against those of a Gröbner basis for the ideal of \( \mathbb{C}[X,Y] \) generated by \( \{c(X) - c(Y) : c \in \mathbb{C}[X]^{G_a}\} \). They clarified that instability clearly is due to the inability to separate orbits by \( G_a \) invariants; the use of computational methods is mentioned to emphasize their utility in problems such as these.

The ring of invariants is generated by the five polynomials \( c_1 = x_1, c_2 = y_1, \) and

\[
 c_3 = x_1 y_2 - x_2 y_1, \quad c_4 = 3y_1 z - x_1 y_2^3 - 3y_2, \quad c_5 = \frac{x_1^2 c_4 + x_1^3 + 3x_1 c_3}{y_1}.
\]
These generators were obtained by implementing a form of the algorithm in [43], easily extended to locally nilpotent, but not necessarily linear, derivations of polynomial rings. Van den Essen has given a treatment of the algorithm, suitable for computer implementation, in [9]. Since the latter reference may not be easily accessible, Deveney and Finston sketched the application to the example at hand, referring to [43] for details. It follows from [34] that the ring of \( G_a \) invariants for the action extended to \( C[X, \frac{1}{y_1}] \) is generated by \( \{ \frac{1}{y_1}, c_1, c_2, c_3, c_4 \} \). Indeed, \( \frac{y_2}{y_1} \) is a slice for the extended action. Deveney and Finston built a chain of subrings \( C_i \) of the ring of \( G_a \) invariants in \( C[X] \) as follows:

Set \( C_1 = C[c_1, c_2, c_3, c_4] \) and \( \bar{C}_1 = \frac{C[x]}{(y_1)} \). View \( \bar{C}_1 \) as the homomorphic image of the polynomial ring \( C[z_1, z_2, z_3] \) under the mapping which sends \( z_i \) to the residue class of \( c_i \). Since \( \bar{C}_1 \) is a two-dimensional domain, the kernel is a principal ideal, easily seen to be generated by \( z_1^2 z_4 + z_3^3 + 3 z_1 z_3 \). In other words, \( z_1^2 c_4 + c_3^3 + 3 z_1 c_3 \) lies in the ideal of \( C_1 \) generated by \( y_1 \). The invariant \( c_5 \) is obtained by dividing out the highest power (1) of \( y_1 \) dividing \( x_2^2 c_4 + c_3^3 + 3 x_1 c_3 \) and \( C_2 \) is defined to be \( C_1[c_5] \). Repeating this procedure with \( C_2 = C_2/(y_1) \), one finds that the residue class of \( c_5 \) is algebraically independent from the classes \( c_1, c_2, c_3, c_4 \). In particular, no new relations, and hence no new invariants, arise.

Thus, the ring of invariants \( C \) is isomorphic to \( C[u_1, u_2, u_3, u_4, u_5]/ \langle u_2 u_5 - u_1^2 u_4 - u_3^2 - 3 u_1 u_3 \rangle \) which is the coordinate ring of a variety with singularities at all points \( p_a = (0, 0, 0, a, 0) \). Denoting \( \text{spec} \ C \) by \( Y \) and by \( \pi \) the morphism induced by the inclusion \( C \hookrightarrow C[X] \), the fiber \( \pi^{-1}(p_a) \) is two dimensional, consisting of all points \( (0, \beta, 0, \frac{\beta}{a}, \gamma) \). In particular, the extension \( C \hookrightarrow C[X] \) is not flat [20, Theorem 15.1].

Deveney and Finston remarked that for an action locally trivial in the Zariski topology, the extension \( C \hookrightarrow C[X] \) is necessarily flat: local triviality implies that there is an open cover of \( X \) by principal affine subsets \( X_{f_i} \cong Y_i \times C \), where \( f_i \in C \cap \text{image}(\delta) \). The projection morphism \( X_{f_i} \rightarrow Y_i \) is flat. Since flatness is a local condition, the result follows.

They added that distinct orbits can, however, be separated by algebraic functions. By the method of Seshandri [14], Theorem 6.1], the \( G_a \) action extends to the normalization \( Z \) of \( X \) in a certain degree six Galois extension of \( \mathbb{C}(X) \). The action on \( Z \) is locally trivial and admits a geometric quotient \( W \), which is a variety (necessarily not quasi-projective by [14], p. 543]. If \( G \) denotes the Galois group of \( \mathbb{C}(Z)/\mathbb{C}(X) \), then, as indicated in [3], the geometric quotient of \( X \) is the algebraic space \( W/G \). The affine variety \( Z \) is constructed as follows. Let \( S_1 \) be the hyperplane in \( X \) defined by \( z = 0 \) and \( S_2 \) the hyperplane \( x_2 = y_2 \). One checks that \( X = \sigma(G_a \times S_1) \cup \sigma(G_a \times S_2) \). Denote \( \mathbb{C}(G_a \times S_1) \) by \( K_1 \), observing that they are field extensions of \( \mathbb{C}(X) \) since the \( U_i \) are dense in \( X \). If \( u_{11} = x_1, u_{12} = x_2, u_{13} = y_1 \), and \( u_{14} = y_2 \) are coordinates on \( S \), and \( t \) is the coordinate on \( G_a \), then the field extension \( \mathbb{C}(X) \hookrightarrow K_1 \) is given by \( x_1 \mapsto u_{11}, x_2 \mapsto u_{12} + t u_{12}, \ y_1 \mapsto u_{13}, y_2 \mapsto u_{14} + t u_{14}, z \mapsto (1 + u_{11} u_{12}^2) + t^2 u_{11} u_{13} u_{14} + \frac{t^3}{3} u_{11} u_{13}^2 \). Applying the invariants \( c_1, ..., c_5 \) to these expressions shows that \( t \) satisfies a cubic polynomial over \( \mathbb{C}(X) \) and \( K_1 = \mathbb{C}(X)(t) \). A similar procedure shows that \( K_2 = \mathbb{C}(X) \). Now \( Z \) is taken to be the normalization of \( X \) in the normal closure of \( K_1 \) over \( \mathbb{C}(X) \). The slices on \( Z \) are given by \( \frac{x_2}{x_1}, \frac{y_2}{y_1} \), and the three roots of the minimal polynomial for \( t \) in \( \mathbb{C}(Z) \).
Bibliography


